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Abstract

The MacWilliams identity, which relates the weight distribution of a code to the weight distribution

of its dual code, is useful in determining the weight distribution of codes. In this paper, we derive the

MacWilliams identity for linear codes with the rank metric,and our identity has a different form than

that by Delsarte. Using our MacWilliams identity, we also derive related identities for rank metric codes.

These identities parallel the binomial and power moment identities derived for codes with the Hamming

metric.

I. INTRODUCTION

The MacWilliams identity for codes with the Hamming metric [1], which relates the Hamming weight

distribution of a code to the weight distribution of its dualcode, is useful in determining the Hamming

weight distribution of codes. This is because if the dual code has a small number of codewords or

equivalence classes of codewords under some know permutation group, its weight distribution can be

obtained by exhaustive examination. It also leads to other identities for the weight distribution such as

the Pless identities [1], [2].

Although the rank has long been known to be a metric implicitly and explicitly (see, for example,

[3]), the rank metric was first considered for error control codes (ECCs) by Delsarte [4]. The potential

applications of rank metric codes to wireless communications [5], [6], public-key cryptosystems [7],

and storage equipments [8], [9] have motivated a steady stream of works [8]–[20] that focus on their

The material in this paper was presented in part at the IEEE International Symposium on Information Theory, Nice, France,

June 24–29, 2007.

October 22, 2018 DRAFT

http://arxiv.org/abs/0706.1751v3


2

properties. The majority of previous works focus on rank distance properties, code construction, and

efficient decoding of rank metric codes, and the seminal works in [4], [9], [10] have made significant

contribution to these topics. Independently in [4], [9], [10], a Singleton bound (up to some variations)

on the minimum rank distance of codes was established, and a class of codes achieving the bound with

equality was constructed. We refer to this class of codes as Gabidulin codes henceforth. In [4], [10],

analytical expressions to compute the weight distributionof linear codes achieving the Singleton bound

with equality were also derived. In [8], it was shown that Gabidulin codes are optimal for correcting

crisscross errors (referred to as lattice-pattern errors in [8]). In [9], it was shown that Gabidulin codes

are also optimal in the sense of a Singleton bound in crisscross weight, a metric considered in [9], [12],

[21] for crisscross errors. Decoding algorithms were introduced for Gabidulin codes in [9], [10], [22],

[23].

In [4], the counterpart of the MacWilliams identity, which relates the rank distance enumerator of

a code to that of its dual code, was established using association schemes. However, Delsarte’s work

lacks an expression of the rank weight enumerator of the dualcode as a functional transformation of

the enumerator of the code. In [24], [25], Grant and Varanasidefined adifferentrank weight enumerator

and established a functional transformation between the rank weight enumerator of a code and that of

its dual code.

In this paper we show that, similar to the MacWilliams identity for the Hamming metric, the rank

weight distribution of any linear code can be expressed as a functional transformation of that of its dual

code. It is remarkable that our MacWilliams identity for therank metric has a similar form to that for

the Hamming metric. Similarly, an intermediate result of our proof is that the rank weight enumerator of

the dual of any vector depends on only the rank weight of the vector and is related to the rank weight

enumerator of a maximum rank distance (MRD) code. We also derive additional identities that relate

moments of the rank weight distribution of a linear code to those of its dual code.

Our work in this paper differs from those in [4], [24], [25] inseveral aspects:

• In this paper, we consider a rank weight enumerator different from that in [24], [25], and solve the

original problem of determining the functional transformation of rank weight enumerators between

dual codes as defined by Delsarte.

• Our proof, based on character theory, does not require the use of association schemes as in [4] or

combinatorial arguments as in [24], [25].

• In [4], the MacWilliams identity is given between the rank distance enumerator sequences of two

dual array codes using the generalized Krawtchouk polynomials. Our identity is equivalent to that in
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[4] for linear rank metric codes, although our identity is expressed using different parameters which

are shown to be the generalized Krawtchouk polynomials as well. We also present this identity in

the form of a functional transformation (cf. Theorem 1). In such a form, the MacWilliams identities

for both the rank and the Hamming metrics are similar to each other.

• The functional transformation form allows us to derive further identities (cf. Section IV) between

the rank weight distribution of linear dual codes. We would like to stress that the identities between

the moments of the rank distribution proved in this paper arenovel and were not considered in the

aforementioned papers.

We remark that both the matrix form [4], [9] and the vector form [10] for rank metric codes have been

considered in the literature. Following [10], in this paperthe vector form overGF(qm) is used for rank

metric codes although their rank weight is defined by their corresponding codematrices overGF(q) [10].

The vector form is chosen in this paper since our results and their derivations for rank metric codes can

be readily related to their counterparts for Hamming metriccodes.

The rest of the paper is organized as follows. Section II reviews some necessary background. In

Section III, we establish the MacWilliams identity for the rank metric. We finally study the moments of

the rank distributions of linear codes in Section IV.

II. PRELIMINARIES

A. Rank metric, MRD codes, and rank weight enumerator

Consider ann-dimensional vectorx = (x0, x1, . . . , xn−1) ∈ GF(qm)n. The fieldGF(qm) may be

viewed as anm-dimensional vector space overGF(q). The rank weight ofx, denoted asrk(x), is

defined to be themaximumnumber of coordinates inx that are linearly independent overGF(q) [10].

Note that all ranks are with respect toGF(q) unless otherwise specified in this paper. The coordinates

of x thus span a linear subspace ofGF(qm), denoted asS(x), with dimension equal tork(x). For all

x,y ∈ GF(qm)n, it is easily verified thatdR(x,y)
def
= rk(x− y) is a metric over GF(qm)n [10], referred

to as therank metrichenceforth. Theminimum rank distanceof a codeC, denoted asdR(C), is simply

the minimum rank distance over all possible pairs of distinct codewords. When there is no ambiguity

aboutC, we denote the minimum rank distance asdR.

Combining the bounds in [10] and [26] and generalizing slightly to account for nonlinear codes, we

can show that the cardinalityK of a codeC overGF(qm) with lengthn and minimum rank distancedR

satisfies

K ≤ min
{

qm(n−dR+1), qn(m−dR+1)
}

. (1)
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In this paper, we call the bound in (1) the Singleton bound forcodes with the rank metric, and refer

to codes that attain the Singleton bound as maximum rank distance (MRD) codes. We refer to MRD

codes overGF(qm) with length n ≤ m and with lengthn > m as Class-I and Class-II MRD codes

respectively. For any given parameter setn, m, anddR, explicit construction for linear or nonlinear MRD

codes exists. Forn ≤ m and dR ≤ n, generalized Gabidulin codes [16] constitute asubclassof linear

Class-I MRD codes. Forn > m anddR ≤ m, a Class-II MRD code can be constructed by transposing a

generalized Gabidulin code of lengthm and minimum rank distancedR over GF(qn), although this code

is not necessarily linear over GF(qm). Whenn = lm (l ≥ 2), linear Class-II MRD codes of lengthn and

minimum distancedR can be constructed by a cartesian productGl def
= G × . . . × G of an (m,k) linear

Class-I MRD codeG [26].

For allv ∈ GF(qm)n with rank weightr, the rank weight function ofv is defined asfR(v) = yrxn−r.

Let C be a code of lengthn over GF(qm). Suppose there areAi codewords inC with rank weighti

(0 ≤ i ≤ n), then the rank weight enumerator ofC, denoted asW R
C (x, y), is defined to be

W R
C (x, y)

def
=
∑

v∈C

fR(v) =

n
∑

i=0

Aiy
ixn−i.

B. Hadamard transform

Definition 1 ( [1]): LetC be the field of complex numbers. Leta ∈ GF(qm) and let{1, α1, . . . , αm−1}

be a basis set ofGF(qm). We thus havea = a0 + a1α1 + . . . + am−1αm−1, whereai ∈ GF(q) for

0 ≤ i ≤ m− 1. Finally, let ζ ∈ C be a primitiveq-th root of unity,χ(a)
def
= ζa0 mapsGF(qm) to C.

Definition 2 (Hadamard transform [1]):For a mappingf from GF(qm)n to C, theHadamard trans-

form of f , denoted aŝf , is defined to be

f̂(v)
def
=

∑

u∈GF(qm)n

χ(u · v)f(u), (2)

whereu · v denotes the inner product ofu andv.

C. Notations

In order to simplify notations, we shall occasionally denote the vector spaceGF(qm)n asF . We denote

the number of vectors of ranku (0 ≤ u ≤ min{m,n}) in GF(qm)n asNu(q
m, n). It can be shown that

Nu(q
m, n) =

[

n
u

]

α(m,u) [10], whereα(m, 0)
def
= 1 andα(m,u)

def
=
∏u−1

i=0 (q
m − qi) for u ≥ 1. The

[

n
u

]

term is often referred to as a Gaussian polynomial [27], defined as
[

n
u

] def
= α(n, u)/α(u, u). Note that

[

n
u

]

is the number ofu-dimensional linear subspaces ofGF(q)n. We also defineβ(m, 0)
def
= 1 andβ(m,u)

def
=

October 22, 2018 DRAFT
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∏u−1
i=0

[

m−i
1

]

for u ≥ 1. These terms are closely related to Gaussian polynomials:β(m,u) =
[

m
u

]

β(u, u)

andβ(m+ u,m+ u) =
[

m+u
u

]

β(m,m)β(u, u). Finally, σi
def
= i(i−1)

2 for i ≥ 0.

III. M ACWILLIAMS IDENTITY FOR THE RANK METRIC

A. q-product,q-transform, andq-derivative

In order to express the MacWilliams identity in polynomial form as well as to derive other identities,

we introduce several operations on homogeneous polynomials.

Let a(x, y;m) =
∑r

i=0 ai(m)yixr−i and b(x, y;m) =
∑s

j=0 bj(m)yjxs−j be two homogeneous

polynomials inx andy of degreesr ands respectively with coefficientsai(m) andbj(m) respectively.

ai(m) andbj(m) for i, j ≥ 0 in turn are real functions ofm, and are assumed to be zero unless otherwise

specified.

Definition 3 (q-product): Theq-productof a(x, y;m) andb(x, y;m) is defined to be the homogeneous

polynomial of degree(r + s) c(x, y;m)
def
= a(x, y;m) ∗ b(x, y;m) =

∑r+s
u=0 cu(m)yuxr+s−u, with

cu(m) =
u
∑

i=0

qisai(m)bu−i(m− i). (3)

We shall denote theq-product by∗ henceforth. Forn ≥ 0 the n-th q-power ofa(x, y;m) is defined

recursively:a(x, y;m)[0] = 1 anda(x, y;m)[n] = a(x, y;m)[n−1] ∗ a(x, y;m) for n ≥ 1.

We provide some examples to illustrate the concept. It is easy to verify thatx ∗ y = yx, y ∗ x = qyx,

yx ∗ x = qyx2, andyx ∗ (qm − 1)y = (qm − q)y2x. Note thatx ∗ y 6= y ∗ x. It is easy to verify that the

q-product is neither commutative nor distributive in general. However, it is commutative and distributive

in some special cases as described below.

Lemma 1:Supposea(x, y;m) = a is a constant independent fromm, thena(x, y;m) ∗ b(x, y;m) =

b(x, y;m) ∗ a(x, y;m) = ab(x, y;m). Also, if deg[c(x, y;m)] = deg[a(x, y;m)], then [a(x, y;m) +

c(x, y;m)] ∗ b(x, y;m) = a(x, y;m) ∗ b(x, y;m) + c(x, y;m) ∗ b(x, y;m), andb(x, y;m) ∗ [a(x, y;m) +

c(x, y;m)] = b(x, y;m) ∗ a(x, y;m) + b(x, y;m) ∗ c(x, y;m).

The homogeneous polynomialsal(x, y;m)
def
= [x + (qm − 1)y][l] and bl(x, y;m)

def
= (x − y)[l] are

very important to our derivations below. The following lemma provides the analytical expressions of

al(x, y;m) andbl(x, y;m).

Lemma 2:For l ≥ 0, we havey[l] = qσlyl andx[l] = xl. Furthermore,

al(x, y;m) =
l
∑

u=0

[

l

u

]

α(m,u)yuxl−u, (4)

bl(x, y;m) =

l
∑

u=0

[

l

u

]

(−1)uqσuyuxl−u. (5)
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Note thatal(x, y;m) is the rank weight enumerator ofGF(qm)l. The proof of Lemma 2, which goes

by induction onl, is easy and hence omitted.

Definition 4 (q-transform): We define theq-transformof a(x, y;m) =
∑r

i=0 ai(m)yixr−i as the ho-

mogeneous polynomial̄a(x, y;m) =
∑r

i=0 ai(m)y[i] ∗ x[r−i].

Definition 5 (q-derivative [28]): For q ≥ 2, the q-derivative atx 6= 0 of a real-valued functionf(x)

is defined as

f (1)(x)
def
=
f(qx)− f(x)

(q − 1)x
.

For any real numbera, [f(x)+ag(x)](1) = f (1)(x)+ag(1)(x) for x 6= 0. Forν ≥ 0, we shall denote the

ν-th q-derivative (with respect tox) of f(x, y) asf (ν)(x, y). The0-th q-derivative off(x, y) is defined

to bef(x, y) itself.

Lemma 3:For 0 ≤ ν ≤ l, (xl)(ν) = β(l, ν)xl−ν . The ν-th q-derivative off(x, y) =
∑r

i=0 fiy
ixr−i is

given byf (ν)(x, y) =
∑r−ν

i=0 fiβ(i, ν)y
ixr−i−ν . Also,

a
(ν)
l (x, y;m) = β(l, ν)al−ν(x, y;m) (6)

b
(ν)
l (x, y;m) = β(l, ν)bl−ν(x, y;m). (7)

The proof of Lemma 3, which goes by induction onν, is easy and hence omitted.

Lemma 4 (Leibniz rule for theq-derivative): For two homogeneous polynomialsf(x, y) and g(x, y)

with degreesr ands respectively, theν-th (ν ≥ 0) q-derivative of theirq-product is given by

[f(x, y) ∗ g(x, y)](ν) =

ν
∑

l=0

[

ν

l

]

q(ν−l)(r−l)f (l)(x, y) ∗ g(ν−l)(x, y). (8)

The proof of Lemma 4 is given in Appendix A.

The q−1-derivative is similar to theq-derivative.

Definition 6 (q−1-derivative): For q ≥ 2, the q−1-derivative aty 6= 0 of a real-valued functiong(y) is

defined as

g{1}(y)
def
=
g(q−1y)− g(y)

(q−1 − 1)y
.

For any real numbera, [f(y)+ ag(y)]{1} = f{1}(y)+ ag{1}(y) for y 6= 0. For ν ≥ 0, we shall denote

the ν-th q−1-derivative (with respect toy) of g(x, y) asg{ν}(x, y). The0-th q−1-derivative ofg(x, y) is

defined to beg(x, y) itself.

Lemma 5:For 0 ≤ ν ≤ l, the ν-th q−1-derivative ofyl is (yl){ν} = qν(1−n)+σνβ(l, ν)yl−ν . Also,

a
{ν}
l (x, y;m) = β(l, ν)q−σνα(m, ν)al−ν(x, y;m− ν) (9)

b
{ν}
l (x, y;m) = (−1)νβ(l, ν)bl−ν(x, y;m). (10)

The proof of Lemma 5 is similar to that of Lemma 3 and is hence omitted.
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Lemma 6 (Leibniz rule for theq−1-derivative): For two homogeneous polynomialsf(x, y;m) andg(x, y;m)

with degreesr ands respectively, theν-th (ν ≥ 0) q−1-derivative of theirq-product is given by

[f(x, y;m) ∗ g(x, y;m)]{ν} =

ν
∑

l=0

[

ν

l

]

ql(s−ν+l)f{l}(x, y;m) ∗ g{ν−l}(x, y;m− l). (11)

The proof of Lemma 6 is given in Appendix B.

B. The dual of a vector

As an important step toward our main result, we derive the rank weight enumerator of〈v〉⊥, where

v ∈ GF(qm)n is an arbitrary vector and〈v〉
def
= {av : a ∈ GF(qm)}. Note that〈v〉 can be viewed as

an (n, 1) linear code overGF(qm) with a generator matrixv. It is remarkable that the rank weight

enumerator of〈v〉⊥ depends on only the rank ofv.

Berger [14] has determined that linear isometries for the rank distance are given by the scalar mul-

tiplication by a non-zero element ofGF(qm), and multiplication on the right by an nonsingular matrix

B ∈ GF(q)n×n. We say that two codesC andC ′ are rank-equivalent if there exists a linear isometryf

for the rank distance such thatf(C) = C ′.

Lemma 7:Supposev has rankr ≥ 1, ThenL = 〈v〉⊥ is rank-equivalent toC ×GF(qm)n−r, where

C is an (r, r − 1, 2) MRD code and× denotes cartesian product.

Proof: We can expressv as v = v̄B, where v̄ = (v0, . . . , vr−1, 0 . . . , 0) has rankr, andB ∈

GF(q)n×n has full rank. Remark that̄v is the parity-check ofC×GF(qm)n−r, whereC = 〈(v0, . . . , vr−1)〉
⊥

is an (r, r − 1, 2) MRD code. It can be easily checked thatu ∈ L if and only if ū
def
= uBT ∈ 〈v̄〉⊥.

Therefore,〈v̄〉⊥ = LBT , and henceL is rank-equivalent to〈v̄〉⊥ = C ×GF(qm)n−r.

We hence derive the rank weight enumerator of an(r, r− 1, 2) MRD code. Note that the rank weight

distribution of linear Class-I MRD codes has been derived in[4], [10]. However, we shall not use the

result in [4], [10], and instead derive the rank weight enumerator of an(r, r − 1, 2) MRD code directly.

Proposition 1: Supposevr ∈ GF(qm)r has rankr (0 ≤ r ≤ m). The rank weight enumerator of

Lr = 〈v〉⊥ depends on onlyr and is given by

W R
Lr
(x, y) = q−m

{

[x+ (qm − 1)y][r] + (qm − 1)(x − y)[r]
}

. (12)

Proof: We first prove that the number of vectors with rankr in Lr, denoted asAr,r, depends only

on r and is given by

Ar,r = q−m[α(m, r) + (qm − 1)(−1)rqσr ] (13)

by induction onr (r ≥ 1). Eq. (13) clearly holds forr = 1. Suppose (13) holds forr = r̄ − 1.
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We consider all the vectorsu = (u0, . . . , ur̄−1) ∈ Lr̄ such that the first̄r − 1 coordinates ofu are

linearly independent. Remark thatur̄−1 = −v−1
r̄−1

∑r̄−2
i=0 uivi is completely determined byu0, . . . , ur̄−2.

Thus there areNr̄−1(q
m, r̄− 1) = α(m, r̄− 1) such vectorsu. Among these vectors, we will enumerate

the vectorst whose last coordinate is a linear combination of the firstr̄ − 1 coordinates, i.e.,t =

(t0, . . . , tr̄−2,
∑r̄−2

i=0 aiti) ∈ Lr̄ whereai ∈ GF(q) for 0 ≤ i ≤ r̄ − 2.

Remark thatt ∈ Lr̄ if and only if (t0, . . . , tr̄−2) · (v0 + a0vr̄−1, . . . , vr̄−2 + ar̄−2vr̄−1) = 0. It is easy

to check thatv(a) = (v0 + a0vr̄−1, . . . , vr̄−2 + ar̄−2vr̄−1) has rankr̄− 1. Therefore, ifa0, . . . , ar̄−2 are

fixed, then there areAr̄−1,r̄−1 such vectorst. Also, suppose
∑r̄−2

i=0 tivi + vr̄−1
∑r̄−2

i=0 biti = 0. Hence
∑r̄−2

i=0 (ai − bi)ti = 0, which impliesa = b since ti’s are linearly independent. That is,〈v(a)〉⊥ ∩

〈v(b)〉⊥ = {0} if a 6= b. We conclude that there areqr̄−1Ar̄−1,r̄−1 vectors t. Therefore,Ar̄,r̄ =

α(m, r̄ − 1)− qr̄−1Ar̄−1,r̄−1 = q−m[α(m, r̄) + (qm − 1)(−1)r̄qσr̄ ].

Denote the number of vectors with rankp in Lr asAr,p. We haveAr,p =
[

r
p

]

Ap,p [10], and henceAr,p =
[

r
p

]

q−m[α(m, p)+(qm−1)(−1)pqσp ]. Thus,W R
Lr
(x, y) =

∑r
p=0Ar,px

r−pyp = q−m
{

[x+ (qm − 1)y][r]+

(qm − 1)(x− y)[r]
}

.

We comment that Proposition 1 in fact provides the rank weight distribution of any(r, r− 1, 2) MRD

code.

Lemma 8:Let C0 ⊆ GF(qm)r be a linear code with rank weight enumeratorW R
C0
(x, y), and fors ≥ 0,

let W R
Cs
(x, y) be the rank weight enumerator ofCs

def
= C0 ×GF(qm)s. ThenW R

Cs
(x, y) is given by

W R
Cs
(x, y) =W R

C0
(x, y) ∗ [x+ (qm − 1)y][s] . (14)

Proof: For s ≥ 0, denoteW R
Cs
(x, y) =

∑r+s
u=0Bs,uy

uxr+s−u. We will prove that

Bs,u =
u
∑

i=0

qisB0,i

[

s

u− i

]

α(m− i, u− i) (15)

by induction ons. Eq. (15) clearly holds fors = 0. Now assume (15) holds fors = s̄ − 1. For any

xs̄ = (x0, . . . , xr+s̄−1) ∈ Cs̄, we definexs̄−1 = (x0, . . . , xr+s̄−2) ∈ Cs̄−1. Thenrk(xs̄) = u if and only if

either rk(xs̄−1) = u andxr+s̄−1 ∈ S(xs̄−1) or rk(xs̄−1) = u− 1 andxr+s̄−1 /∈ S(xs̄−1). This implies

Bs̄,u = quBs̄−1,u + (qm − qu−1)Bs̄−1,u−1 =
∑u

i=0 q
is̄B0,i

[

s̄
u−i

]

α(m− i, u− i).

Combining Lemma 7, Proposition 1, and Lemma 8, the rank weight enumerator of〈v〉⊥ can be

determined at last.

Proposition 2: For v ∈ GF(qm)n with rank r ≥ 0, the rank weight enumerator ofL = 〈v〉⊥ depends

on only r, and is given by

W R
L(x, y) = q−m

{

[x+ (qm − 1)y][n] + (qm − 1)(x − y)[r] ∗ [x+ (qm − 1)y][n−r]
}

. (16)
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C. MacWilliams identity for the rank metric

Using the results in Section III-B, we now derive the MacWilliams identity for rank metric codes.

Let C be an(n, k) linear code overGF(qm), and letW R
C (x, y) =

∑n
i=0Aiy

ixn−i be its rank weight

enumerator andW R
C⊥(x, y) =

∑n
j=0Bjy

jxn−j be the rank weight enumerator of its dual codeC⊥.

Theorem 1:For any(n, k) linear codeC and its dual codeC⊥ overGF(qm),

W R
C⊥(x, y) =

1

|C|
W̄ R

C (x+ (qm − 1)y, x− y) , (17)

whereW̄ R
C is theq-transform ofW R

C . Equivalently,
n
∑

j=0

Bjy
jxn−j = q−mk

n
∑

i=0

Ai(x− y)[i] ∗ [x+ (qm − 1)y][n−i] . (18)

Proof: We haverk(λu) = rk(u) for all λ ∈ GF(qm)∗ and allu ∈ GF(qm)n. We want to determine

f̂R(v) for all v ∈ GF(qm)n. By Definition 2, we can split the summation in (2) into two parts:

f̂R(v) =
∑

u∈L

χ(u · v)fR(u) +
∑

u∈F\L

χ(u · v)fR(u),

whereL = 〈v〉⊥. If u ∈ L, thenχ(u·v) = 1 by Definition 1, and the first summation is equal toW R
L(x, y).

For the second summation, we divide vectors into groups of the form {λu1}, whereλ ∈ GF(qm)∗ and

u1 · v = 1. We remark that foru ∈ F\L (see [1, Chapter 5, Lemma 9])

∑

λ∈GF(qm)∗

χ(λu1 · v)fR(λu1) = fR(u1)
∑

λ∈GF(qm)∗

χ(λ) = −fR(u1).

Hence the second summation is equal to− 1
qm−1W

R
F\L(x, y). This leads tof̂R(v) =

1
qm−1 [q

mW R
L(x, y)−

W R
F (x, y)]. Using W R

F (x, y) = [x + (qm − 1)y][n] and Proposition 2, we obtain̂fR(v) = (x − y)[r] ∗

[x+ (qm − 1)y][n−r], wherer = rk(v).

By [1, Chapter 5, Lemma 11], any mappingf from F to C satisfies
∑

v∈C⊥ f(v) = 1
|C|

∑

v∈C f̂(v).

Applying this result tofR(v) and using Definition 4, we obtain (17) and (18).

Also, Bj ’s can be explicitly expressed in terms ofAi’s.

Corollary 1: We have

Bj =
1

|C|

n
∑

i=0

AiPj(i;m,n), (19)

where

Pj(i;m,n)
def
=

j
∑

l=0

[

i

l

][

n− i

j − l

]

(−1)lqσlql(n−i)α(m− l, j − l). (20)

Proof: We have(x − y)[i] ∗ (x + (qm − 1)y)[n−i] =
∑n

j=0 Pj(i;m,n)y
jxn−j. The result follows

Theorem 1.

October 22, 2018 DRAFT



10

Note that although the analytical expression in (19) is similar to that in [4, (3.14)],Pj(i;m,n) in (20)

are different fromPj(i) in [4, (A10)] and their alternative forms in [29]. We can showthat

Proposition 3: Pj(x;m,n) in (20) are the generalized Krawtchouk polynomials.

The proof is given in Appendix C. Proposition 3 shows thatPj(x;m,n) in (20) are an alternative form

for Pj(i) in [4, (A10)], and hence our results in Corollary 1 are equivalent to those in [4, Theorem 3.3].

Also, it was pointed out in [29] thatPj(x;m,n)
Pj(0;m,n) is actually a basic hypergeometric function.

IV. M OMENTS OF THE RANK DISTRIBUTION

A. Binomial moments of the rank distribution

In this section, we investigate the relationship between moments of the rank distribution of a linear

code and those of its dual code. Our results parallel those in[1, p. 131].

Proposition 4: For 0 ≤ ν ≤ n,

n−ν
∑

i=0

[

n− i

ν

]

Ai = qm(k−ν)
ν
∑

j=0

[

n− j

n− ν

]

Bj. (21)

Proof: First, applying Theorem 1 toC⊥, we obtain
n
∑

i=0

Aiy
ixn−i = qm(k−n)

n
∑

j=0

Bjbj(x, y;m) ∗ an−j(x, y;m). (22)

Next, we apply theq-derivative with respect tox to (22) ν times. By Lemma 3 the left hand side

(LHS) becomes
∑n−ν

i=0 β(n − i, ν)Aiy
ixn−i−ν, while the RHS reduces toqm(k−n)

∑n
j=0Bjψj(x, y) by

Lemma 4, where

ψj(x, y)
def
= [bj(x, y;m) ∗ an−j(x, y;m)](ν) =

ν
∑

l=0

[

ν

l

]

q(ν−l)(j−l)b
(l)
j (x, y) ∗ a

(ν−l)
n−j (x, y;m).

By Lemma 3,b(l)j (x, y;m) = β(j, l)(x− y)[j−l] anda(ν−l)
n−j (x, y;m) = β(n− j, ν − l)an−j−ν+l(x, y;m).

It can be verified that for any homogeneous polynomialb(x, y;m) and for anys ≥ 0, (b ∗as)(1, 1;m) =

qmsb(1, 1;m). Also, for x = y = 1, b(l)j (1, 1;m) = β(j, j)δj,l. We hence haveψj(1, 1) = 0 for j > ν,

andψj(1, 1) =
[

ν
j

]

β(j, j)β(n− j, ν − j)qm(n−ν) for j ≤ ν. Sinceβ(n− j, ν − j) =
[

n−j
ν−j

]

β(ν − j, ν − j)

andβ(ν, ν) =
[

ν
j

]

β(j, j)β(ν − j, ν − j), ψj(1, 1) =
[

n−j
ν−j

]

β(ν, ν)qm(n−ν). Applying x = y = 1 to the

LHS and rearranging both sides usingβ(n− i, ν) =
[

n−i
ν

]

β(ν, ν), we obtain (21).

Proposition 4 can be simplified ifν is less than the minimum distance of the dual code.

Corollary 2: Let d′R be the minimum rank distance ofC⊥. If 0 ≤ ν < d′R, then

n−ν
∑

i=0

[

n− i

ν

]

Ai = qm(k−ν)

[

n

ν

]

. (23)
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Proof: We haveB0 = 1 andB1 = . . . = Bν = 0.

Using theq−1-derivative, we obtain another identity.

Proposition 5: For 0 ≤ ν ≤ n,
n
∑

i=ν

[

i

ν

]

qν(n−i)Ai = qm(k−ν)
ν
∑

j=0

[

n− j

n− ν

]

(−1)jqσjα(m− j, ν − j)qj(ν−j)Bj . (24)

The proof of Proposition 5 is similar to that of Proposition 4, and is given in Appendix D. Following

[1], we refer to the LHS of Eqs. (21) and (24) as binomial moments of the rank distribution ofC.

Similarly, when eitherν is less than the minimum distanced′R of the dual code, orν is greater than

the diameter (maximum distance between any two codewords)δ′R of the dual code, Proposition 5 can be

simplified.

Corollary 3: If 0 ≤ ν < d′R, then
n
∑

i=ν

[

i

ν

]

qν(n−i)Ai = qm(k−ν)

[

n

ν

]

α(m, ν). (25)

For δ′R < ν ≤ n,
ν
∑

i=0

[

n− i

n− ν

]

(−1)iqσiα(m− i, ν − i)qi(ν−i)Ai = 0. (26)

Proof: Apply Proposition 5 toC, and useB1 = . . . = Bν = 0 to prove (25). Apply Proposition 5

to C⊥, and useBν = . . . = Bn = 0 to prove (26).

B. Pless identities for the rank distribution

In this section, we consider the analogues of the Pless identities [1], [2], in terms of Stirling numbers.

The q-Stirling numbers of the second kindSq(ν, l) are defined [30] to be

Sq(ν, l)
def
=

q−σl

β(l, l)

l
∑

i=0

(−1)iqσi

[

l

i

][

l − i

1

]ν

, (27)

and they satisfy
[

m

1

]ν

=

ν
∑

l=0

qσlSq(ν, l)β(m, l). (28)

The following proposition can be viewed as aq-analogue of the Pless identity with respect tox [2,

P2].

Proposition 6: For 0 ≤ ν ≤ n,

q−mk

n
∑

i=0

[

n− i

1

]ν

Ai =
ν
∑

j=0

Bj

ν
∑

l=0

[

n− j

n− l

]

β(l, l)Sq(ν, l)q
−ml+σl . (29)
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Proof: We have
n
∑

i=0

[

n− i

1

]ν

Ai =

n
∑

i=0

Ai

ν
∑

l=0

qσlSq(ν, l)

[

n− i

l

]

β(l, l) (30)

=

ν
∑

l=0

qσlβ(l, l)Sq(ν, l)

n
∑

i=0

[

n− i

l

]

Ai

=

ν
∑

l=0

qσlβ(l, l)Sq(ν, l)q
m(k−l)

l
∑

j=0

[

n− j

n− l

]

Bj (31)

= qmk

ν
∑

j=0

Bj

ν
∑

l=0

[

n− j

n− l

]

qσlβ(l, l)Sq(ν, l)q
−ml,

where (30) follows (28) and (31) is due to Proposition 4.

Proposition 6 can be simplified whenν is less than the minimum distance of the dual code.

Corollary 4: For 0 ≤ ν < d′R,

q−mk

n
∑

i=0

[

n− i

1

]ν

Ai =

ν
∑

l=0

β(n, l)Sq(ν, l)q
−ml+σl (32)

= q−mn

n
∑

i=0

[

n− i

1

]ν[n

i

]

α(m, i). (33)

Proof: SinceB0 = 1 andB1 = · · · = Bν = 0, (29) directly leads to (32). Since the right hand side

of (32) is transparent to the code, without loss of generality we chooseC = GF(qm)n and (33) follows

naturally.

Unfortunately, aq-analogue of the Pless identity with respect toy [2, P1] cannot be obtained due to

the presence of theqν(n−i) term in the LHS of (24). Instead, we derive itsq−1-analogue. We denote

p
def
= q−1 and define the functionsαp(m,u),

[

n
u

]

p
, βp(m,u) similarly to the functions introduced in

Section II-C, only replacingq by p. It is easy to relate theseq−1-functions to their counterparts:α(m,u) =

p−mu−σu(−1)uαp(m,u),
[

n
u

]

= p−u(n−u)
[

n
u

]

p
, andβ(m,u) = p−u(m−u)−σuβp(m,u).

Proposition 7: For 0 ≤ ν ≤ n,

pmk

n
∑

i=0

[

i

1

]ν

p

Ai =

ν
∑

j=0

Bjp
j(m+n−j)

ν
∑

l=j

βp(l, l)Sp(ν, l)(−1)l
[

n− j

n− l

]

p

αp(m− j, l − j). (34)

The proof of Proposition 7 is given in Appendix E.

Corollary 5: For 0 ≤ ν < d′R,

pmk

n
∑

i=0

[

i

1

]ν

p

Ai =

ν
∑

l=0

βp(n, l)Sp(ν, l)αp(m, l)(−1)l. (35)

Proof: By B1 = . . . = Bν = 0.
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C. Further results on the rank distribution

For nonnegative integersλ, µ, andν, and a linear codeC with rank weight distribution{Ai} we define

Tλ,µ,ν(C)
def
= q−mk

n
∑

i=0

[

i

λ

]µ

qν(n−i)Ai, (36)

whose properties are studied below. We refer to

T0,0,ν(C)
def
= q−mk

n
∑

i=0

qν(n−i)Ai (37)

as theν-th q-momentof the rank distribution ofC. We remark that for any codeC, the 0-th order

q-moment of its rank distribution is equal to1. We first relateTλ,1,ν(C) andT1,µ,ν(C) to T0,0,ν(C).

Lemma 9:For nonnegative integersλ, µ, andν we have

Tλ,1,ν(C) =
1

α(λ, λ)

λ
∑

l=0

[

λ

l

]

(−1)lqσlqn(λ−l)T0,0,ν−λ+l(C) (38)

T1,µ,ν(C) = (1− q)−µ

µ
∑

a=0

(

µ

a

)

(−1)aqanT0,0,ν−a(C). (39)

The proof of Lemma 9 is given in Appendix F. We now consider thecase whereν is less than the

minimum distance of the dual code.

Proposition 8: For 0 ≤ ν < d′R,

T0,0,ν(C) =

ν
∑

j=0

[

ν

j

]

α(n, j)q−mj (40)

= q−mn

n
∑

i=0

[

n

i

]

α(m, i)qν(n−i) (41)

= q−mν

ν
∑

l=0

[

ν

l

]

α(m, l)qn(ν−l). (42)

The proof of Proposition 8 is given in Appendix G. Proposition 8 hence shows that theν-th q-moment

of the rank distribution of a code is transparent to the code whenν < d′R. As a corollary, we show that

Tλ,1,ν(C) andT1,µ,ν(C) are also transparent to the code when0 ≤ λ, µ ≤ ν < d′R.

Corollary 6: For 0 ≤ λ, µ ≤ ν < d′R,

Tλ,1,ν(C) = q−mn

[

n

λ

] n
∑

i=λ

[

n− λ

i− λ

]

qν(n−i)α(m, i) (43)

T1,µ,ν(C) = q−mn

n
∑

i=0

[

i

1

]µ

qν(n−i)

[

n

i

]

α(m, i). (44)

Proof: By Lemma 9 and Proposition 8,Tλ,1,ν(C) andT1,µ,ν(C) are transparent to the code. Thus,

without loss of generality we assumeC = GF(qm)n and (43) and (44) follow.
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D. Rank weight distribution of MRD codes

The rank weight distribution of linear Class-I MRD codes wasgiven in [4], [10]. Based on our results

in Section IV-A, we provide an alternative derivation of therank distribution of linear Class-I MRD

codes, which can also be used to determine the rank weight distribution of Class-II MRD codes.

Proposition 9 (Rank distribution of linear Class-I MRD codes): Let C be an(n, k, dR) linear Class-I

MRD code overGF(qm) (n ≤ m), and letW R
C (x, y) =

∑n
i=0Aiy

ixn−i be its rank weight enumerator.

We then haveA0 = 1 and for0 ≤ i ≤ n− dR,

AdR+i =

[

n

dR + i

] i
∑

j=0

(−1)i−jqσi−j

[

dR + i

dR + j

]

(

qm(j+1) − 1
)

. (45)

Proof: It can be shown that for two sequences of real numbers{aj}
l
j=0 and {bi}

l
i=0 such that

aj =
∑j

i=0

[

l−i
l−j

]

bi for 0 ≤ j ≤ l, we havebi =
∑i

j=0(−1)i−jqσi−j

[

l−j
l−i

]

aj for 0 ≤ i ≤ l.

By Corollary 2, we have
∑j

i=0

[

n−dR−i
n−dR−j

]

AdR+i =
[

n
n−dR−j

] (

qm(j+1) − 1
)

for 0 ≤ j ≤ n−dR. Applying

the result above tol = n− dR, aj =
[

n
n−dR−j

] (

qm(j+1) − 1
)

, andbi = AdR+i, we obtain

AdR+i =
i
∑

j=0

(−1)i−jqσi−j

[

n

dR + i

][

dR + i

dR + j

]

(

qm(j+1) − 1
)

.

We remark that the above rank distribution is consistent with that derived in [4], [10]. Since Class-II

MRD codes can be constructed by transposing linear Class-I MRD codes and the transposition operation

preserves the rank weight, the weight distributions Class-II MRD codes can be obtained accordingly.

APPENDIX

The proofs in this section use some well-known properties ofGaussian polynomials [27]:
[

n
k

]

=
[

n
n−k

]

,
[

n
k

][

k
l

]

=
[

n
l

][

n−l
n−k

]

, and
[

n

k

]

=

[

n− 1

k

]

+ qn−k

[

n− 1

k − 1

]

(46)

= qk
[

n− 1

k

]

+

[

n− 1

k − 1

]

(47)

=
qn − 1

qn−k − 1

[

n− 1

k

]

(48)

=
qn−k+1 − 1

qk − 1

[

n

k − 1

]

. (49)
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A. Proof of Lemma 4

We consider homogeneous polynomialsf(x, y;m) =
∑r

i=0 fiy
ixr−i andu(x, y;m) =

∑r
i=0 uiy

ixr−i

of degreer as well asg(x, y;m) =
∑s

j=0 gjy
jxs−j andv(x, y;m) =

∑s
j=0 vjy

jxs−j of degrees. First,

we need a technical lemma.

Lemma 10:If ur = 0, then

1

x
(u(x, y;m) ∗ v(x, y;m)) =

u(x, y;m)

x
∗ v(x, y;m). (50)

If vs = 0, then
1

x
(u(x, y;m) ∗ v(x, y;m)) = u(x, qy;m) ∗

v(x, y;m)

x
. (51)

Proof: Supposeur = 0, then u(x,y;m)
x

=
∑r−1

i=0 uiy
ixr−1−i. Hence

u(x, y;m)

x
∗ v(x, y;m) =

r+s−1
∑

k=0

(

k
∑

l=0

qlsul(m)vk−l(m− l)

)

ykxr+s−1−k

=
1

x
(u(x, y;m) ∗ v(x, y;m)).

Supposevs = 0, then v(x,y;m)
x

=
∑s−1

j=0 vjy
jxs−1−j. Hence

u(x, qy;m) ∗
v(x, y;m)

x
=

r+s−1
∑

k=0

(

k
∑

l=0

ql(s−1)qlul(m)vk−l(m− l)

)

ykxr+s−1−k

=
1

x
(u(x, y;m) ∗ v(x, y;m)).

We now give a proof of Lemma 4.

Proof: In order to simplify notations, we omit the dependence of thepolynomialsf andg on the

parameterm. The proof goes by induction onν. For ν = 0, the result is trivial. Forν = 1, we have

[f(x, y) ∗ g(x, y)](1) =
1

(q − 1)x

[

f(qx, y) ∗ g(qx, y)− f(qx, y) ∗ g(x, y) · · ·

+ f(qx, y) ∗ g(x, y) − f(x, y) ∗ g(x, y)
]

=
1

(q − 1)x
[f(qx, y) ∗ (g(qx, y) − g(x, y)) + (f(qx, y)− f(x, y)) ∗ g(x, y)]

= f(qx, qy) ∗
g(qx, y)− g(x, y)

(q − 1)x
+
f(qx, y)− f(x, y)

(q − 1)x
∗ g(x, y) (52)

= qrf(x, y) ∗ g(1)(x, y) + f (1)(x, y) ∗ g(x, y), (53)

where (52) follows Lemma 10.
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Now suppose (8) is true forν = ν̄. In order to further simplify notations, we omit the dependence of

the various polynomials inx andy. We have

(f ∗ g)(ν̄+1) =

ν̄
∑

l=0

[

ν̄

l

]

q(ν̄−l)(r−l)
[

f (l) ∗ g(ν̄−l)
](1)

=
ν̄
∑

l=0

[

ν̄

l

]

q(ν̄−l)(r−l)
(

qr−lf (l) ∗ g(ν̄−l+1) + f (l+1) ∗ g(ν̄−l)
)

(54)

=

ν̄
∑

l=0

[

ν̄

l

]

q(ν̄+1−l)(r−l)f (l) ∗ g(ν̄−l+1) +

ν̄+1
∑

l=1

[

ν̄

l − 1

]

q(ν̄+1−l)(r−l+1)f (l) ∗ g(ν̄−l+1)

=

ν̄
∑

l=1

([

ν̄

l

]

+ qν̄+1−l

[

ν̄

l − 1

])

q(ν̄+1−l)(r−l)f (l) ∗ g(ν̄−l+1) + q(ν̄+1)rf ∗ g(ν̄+1) + f (ν̄+1) ∗ g

=
ν̄+1
∑

l=0

[

ν̄ + 1

l

]

q(ν̄+1−l)(r−l)f (l) ∗ g(ν̄−l+1), (55)

where (54) follows (53), and (55) follows (46).

B. Proof of Lemma 6

We consider homogeneous polynomialsf(x, y;m) =
∑r

i=0 fiy
ixr−i andu(x, y;m) =

∑r
i=0 uiy

ixr−i

of degreer as well asg(x, y;m) =
∑s

j=0 gjy
jxs−j andv(x, y;m) =

∑s
j=0 vjy

jxs−j of degrees. First,

we need a technical lemma.

Lemma 11:If u0 = 0, then

1

y
(u(x, y;m)) ∗ v(x, y;m)) = qs

u(x, y;m)

y
∗ v(x, y;m− 1). (56)

If v0 = 0, then
1

y
(u(x, y;m) ∗ v(x, y;m)) = u(x, qy;m) ∗

v(x, y;m)

y
. (57)

Proof: Supposeu0 = 0, then u(x,y;m)
y

=
∑r−1

i=0 ui+1x
r−1−iyi. Hence

qs
u(x, y;m)

y
∗ v(x, y;m− 1) = qs

r+s−1
∑

k=0

(

k
∑

l=0

qlsul+1vk−l(m− 1− l)

)

xr+s−1−kyk

= qs
r+s
∑

k=1

(

k
∑

l=1

q(l−1)sulvk−l(m− l)

)

xr+s−kyk−1

=
1

y
(u(x, y;m) ∗ v(x, y;m)).
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Supposev0 = 0, then v(x,y;m)
y

=
∑s−1

j=0 vj+1x
s−1−jyj . Hence

u(x, qy;m) ∗
v(x, y;m)

y
=

r+s−1
∑

k=0

(

k
∑

l=0

ql(s−1)qlulvk−l+1(m− l)

)

xr+s−1−kyk

=
r+s
∑

k=1

(

k−1
∑

l=0

qlsulvk−l(m− l)

)

xr+s−kyk−1

=
1

y
(u(x, y;m) ∗ v(x, y;m)).

We now give a proof of Lemma 6.

Proof: The proof goes by induction onν, and is similar to that of Lemma 4. Forν = 0, the result

is trivial. For ν = 1 we can easily show, by using Lemma 11, that

[f(x, y;m) ∗ g(x, y;m)]{1} = f(x, y;m) ∗ g{1}(x, y;m) + qsf{1}(x, y;m) ∗ g(x, y;m− 1). (58)

It is thus easy to verify the claim by induction onν.

C. Proof of Proposition 3

It was shown in [29] that the generalized Krawtchouk polynomials are the only solutions to the

recurrence

Pj+1(i+ 1;m+ 1, n+ 1) = qj+1Pj+1(i+ 1;m,n) − qjPj(i;m,n) (59)
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with initial conditionsPj(0;m,n) =
[

n
j

]

α(m, j). Clearly, our polynomials satisfy these initial conditions.

We hence show thatPj(i;m,n) satisfy the recurrence in (59). We have

Pj+1(i+ 1;m+ 1, n+ 1) =

i+1
∑

l=0

[

i+ 1

l

][

n− i

j + 1− l

]

(−1)lqσlql(n−i)α(m+ 1− l, j + 1− l)

=

i+1
∑

l=0

[

i+ 1

l

][

m+ 1− l

j + 1− l

]

(−1)lqσlql(n−i)α(n − i, j + 1− l)

=
i+1
∑

l=0

{

ql
[

i

l

]

+

[

i

l − 1

]}{

qj+1−l

[

m− l

j + 1− l

]

+

[

m− l

j − l

]}

· · ·

· · · (−1)lqσlql(n−i)α(n− i, j + 1− l) (60)

=

i
∑

l=0

[

i

l

]

qj+1

[

m− l

j + 1− l

]

(−1)lqσlql(n−i)α(n − i, j + 1− l)

+
i
∑

l=0

ql
[

i

l

][

m− l

j − l

]

(−1)lqσlql(n−i)α(n − i, j + 1− l)

+

i+1
∑

l=1

[

i

l − 1

]

qj+1−l

[

m− l

j + 1− l

]

(−1)lqσlql(n−i)α(n − i, j + 1− l)

+

i+1
∑

l=1

[

i

l − 1

][

m− l

j − l

]

(−1)lqσlql(n−i)α(n− i, j + 1− l), (61)

where (60) follows (47). Let us denote the four summations inthe right hand side of (61) asA, B, C,

andD respectively. We haveA = qj+1Pj+1(i;m,n), and

B =
i
∑

l=0

[

i

l

][

m− l

j − l

]

(−1)lqσlql(n−i)α(n− i, j − l)(qn−i+l − qj), (62)

C =

i
∑

l=0

[

i

l

]

qj−l

[

m− l − 1

j − l

]

(−1)l+1qσl+1q(l+1)(n−i)α(n − i, j − l)

= −qj+n−i

i
∑

l=0

[

i

l

][

m− l

j − l

]

(−1)lqσlql(n−i)α(n − i, j − l)
qm−j − 1

qm−l − 1
, (63)

D = −qn−i

i
∑

l=0

[

i

l

][

m− l

j − l

]

(−1)lqσlql(n−i)α(n − i, j − l)ql
qj−l − 1

qm−l − 1
, (64)

where (63) follows (48) and (64) follows both (48) and (49). Combining (62), (63), and (64), we obtain

B + C +D =
i
∑

l=0

[

i

l

][

m− l

j − l

]

(−1)lqσlql(n−i)α(n− i, j − l) · · ·

· · ·

{

qn−i+l − qj − qn−i q
m − qj

qm−l − 1
− qn−i q

j − ql

qm−l − 1

}

= −qjPj(i;m,n).
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D. Proof of Proposition 5

Before proving Proposition 5, we need two technical lemmas.

Lemma 12:For all m, ν, and l, we have

δ(m, ν, j)
def
=

j
∑

i=0

[

j

i

]

(−1)iqσiα(m− i, ν) = α(ν, j)α(m − j, ν − j)qj(m−j). (65)

Proof: The proof goes by induction onj. The claim trivially holds forj = 0. Let us suppose it

holds forj = j̄. We have

δ(m, ν, j̄ + 1) =

j̄+1
∑

i=0

[

j̄ + 1

i

]

(−1)iqσiα(m− i, ν)

=

j̄+1
∑

i=0

(

qi
[

j̄

i

]

+

[

j̄

i− 1

])

(−1)iqσiα(m− i, ν) (66)

=

j̄
∑

i=0

qi
[

j̄

i

]

(−1)iqσiα(m− i, ν) +

j̄+1
∑

i=1

[

j̄

i− 1

]

(−1)iqσiα(m− i, ν)

=

j̄
∑

i=0

qi
[

j̄

i

]

(−1)iqσiα(m− i, ν)−

j̄
∑

i=0

[

j̄

i

]

(−1)iqσi+1α(m− 1− i, ν)

=

j̄
∑

i=0

qi
[

j̄

i

]

(−1)iqσiα(m− 1− i, ν − 1)qm−1−i(qν − 1)

= qm−1(qν − 1)δ(m − 1, ν − 1, j̄)

= α(ν, j̄ + 1)α(m − j̄ − 1, ν − j̄ − 1)q(j̄+1)(m−j̄−1),

where (66) follows (47).

Lemma 13:For all n, ν, andj, we have

θ(n, ν, j)
def
=

j
∑

l=0

[

j

l

][

n− j

ν − l

]

ql(n−ν)(−1)lqσlα(ν − l, j − l) = (−1)jqσj

[

n− j

n− ν

]

. (67)
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Proof: The proof goes by induction onj. The claim trivially holds forj = 0. Let us suppose it

holds forj = j̄. We have

θ(n, ν, j̄ + 1) =

j̄+1
∑

l=0

[

j̄ + 1

l

][

n− 1− j̄

ν − l

]

ql(n−ν)(−1)lqσlα(ν − l, j̄ + 1− l)

=

j̄+1
∑

l=0

([

j̄

l

]

+ qj̄+1−l

[

j̄

l − 1

])[

n− 1− j̄

ν − l

]

ql(n−ν)(−1)lqσlα(ν − l, j̄ + 1− l) (68)

=

j̄
∑

l=0

[

j̄

l

][

n− 1− j̄

ν − l

]

ql(n−ν)(−1)lqσlα(ν − l, j̄ − l)(qν−l − qj̄−l)

+

j̄+1
∑

l=1

qj̄−l+1

[

j̄

l − 1

][

n− 1− j̄

ν − l

]

ql(n−ν)(−1)lqσlα(ν − l, j̄ − l + 1), (69)

where (68) follows (46). Let us denote the first and second summations in the right hand side of (69) as

A andB, respectively. We have

A = (qν − qj̄)

j̄
∑

l=0

[

j̄

l

][

n− 1− j̄

ν − l

]

ql(n−1−ν)(−1)lqσlα(ν − l, j̄ − l)

= (qν − qj̄)θ(n− 1, ν, j̄)

= (qν − qj̄)(−1)j̄qσj̄

[

n− 1− j̄

n− 1− ν

]

, (70)

and

B =

j̄
∑

l=0

qj̄−l

[

j̄

l

][

n− 1− j̄

ν − 1− l

]

q(l+1)(n−ν)(−1)l+1qσl+1α(ν − 1− l, j̄ − l)

= −qj̄+n−ν

j̄
∑

l=0

[

j̄

l

][

n− 1− j̄

ν − 1− l

]

ql(n−ν)(−1)lqσlα(ν − 1− l, j̄ − l)

= −qj̄+n−νθ(n− 1, ν − 1, j̄)

= −qj̄+n−ν(−1)j̄qσj̄

[

n− 1− j̄

n− ν

]

. (71)

Combining (68), (70), and (71), we obtain

θ(n, ν, j̄ + 1) = (−1)j̄qσj̄

{

(qν − qj̄)

[

n− 1− j̄

n− 1− ν

]

− qj̄+n−ν

[

n− 1− j̄

n− ν

]}

= (−1)j̄+1qσj̄+1

[

n− 1− j̄

n− ν

]{

−(qν−j̄ − 1)
qn−ν − 1

qν−j̄ − 1
+ qn−ν

}

(72)

= (−1)j̄+1qσj̄+1

[

n− 1− j̄

n− ν

]

, (73)

where (72) follows (49).
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We now give a proof of Proposition 5.

Proof: We apply theq−1-derivative with respect toy to (22) ν times, and we applyx = y = 1. By

Lemma 5 the LHS becomes
n
∑

i=ν

qν(1−i)+σνβ(i, ν)Ai = qν(1−n)+σνβ(ν, ν)
n
∑

i=ν

[

i

ν

]

qν(n−i)Ai. (74)

The RHS becomesqm(k−n)
∑n

j=0Bjψj(1, 1), where

ψj(x, y)
def
= [bj(x, y;m) ∗ an−j(x, y;m)]{ν}

=

ν
∑

l=0

[

ν

l

]

ql(n−j−ν+l)b
{l}
j (x, y;m) ∗ a

{ν−l}
n−j (x, y;m− l) (75)

=
ν
∑

l=0

[

ν

l

]

ql(n−j−ν+l)(−1)lβ(j, l)β(n − j, ν − l)q−σν−l · · ·

· · · bj−l(x, y;m) ∗ α(m− l, ν − l)an−j−ν+l(x, y;m− ν) (76)

= β(ν, ν)q−σν

ν
∑

l=0

[

j

l

][

n− j

ν − l

]

ql(n−j)(−1)lqσl · · ·

· · · bj−l(x, y;m) ∗ α(m− l, ν − l)an−j−ν+l(x, y;m− ν),

where (75) and (76) follow Lemmas 6 and 5 respectively.

We have

[bj−l ∗ α(m− l, ν − l)an−j−ν+l] (1, 1;m − ν) · · ·

=

n−ν
∑

u=0

[

u
∑

i=0

qi(n−j−ν+l)

[

j − l

i

]

(−1)iqσiα(m− i− l, ν − l)

[

n− j − ν + l

u− i

]

α(m− ν − i, u− i)

]

= q(m−ν)(n−ν−j+l)
j−l
∑

i=0

[

j − l

i

]

(−1)iqσiα(m− l − i, ν − l)

= q(m−ν)(n−ν−j+l)α(ν − l, j − l)α(m− j, ν − j)q(j−l)(m−j), (77)

where (77) follows Lemma 12. Hence

ψj(1, 1) = β(ν, ν)qm(n−ν)+ν(1−n)+σνα(m− j, ν − j)qj(ν−j) · · ·

· · ·

j
∑

l=0

[

j

l

][

n− j

ν − l

]

ql(n−ν)(−1)lqσlα(ν − l, j − l)

= β(ν, ν)qm(n−ν)+ν(1−n)+σνα(m− j, ν − j)qj(ν−j)(−1)jqσj

[

n− j

n− ν

]

, (78)

where (78) follows Lemma 13. Incorporating this expressionfor ψj(1, 1) in the definition of the RHS

and rearranging both sides, we obtain the result.
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E. Proof of Proposition 7

Proof: Eq. (24) can be expressed in terms of theαp(m,u) and
[

n
u

]

p
functions as

n
∑

i=ν

[

i

ν

]

p

Ai = (−1)νp−mk−σν

ν
∑

j=0

[

n− j

n− ν

]

p

pj(m+n−j)αp(m− j, ν − j)Bj . (79)

We obtain

pmk

n
∑

i=0

[

i

1

]ν

p

Ai = pmk

ν
∑

l=0

pσlβp(l, l)Sp(ν, l)
n
∑

i=l

[

i

l

]

p

Ai (80)

=
ν
∑

l=0

βp(l, l)Sp(ν, l)(−1)l
l
∑

j=0

[

n− j

n− l

]

p

pj(m+n−j)αp(m− j, l − j)Bj (81)

=
ν
∑

j=0

Bjp
j(m+n−j)

ν
∑

l=j

βp(l, l)Sp(ν, l)(−1)l
[

n− j

n− l

]

p

αp(m− j, l − j),

where (80) and (81) follow (28) and (79) respectively.

F. Proof of Lemma 9

Proof: We first prove (38):

q−mk

n
∑

i=0

[

i

λ

]

qν(n−i)Ai =
q−mk

α(λ, λ)

n
∑

i=0

qν(n−i)Ai

λ
∑

l=0

[

λ

l

]

(−1)lqσlqi(λ−l) (82)

=
q−mk

α(λ, λ)

λ
∑

l=0

[

λ

l

]

(−1)lqσlqn(λ−l)
n
∑

i=0

q(ν−λ+l)(n−i)Ai

=
1

α(λ, λ)

λ
∑

l=0

[

λ

l

]

(−1)lqσlqn(λ−l)T0,0,ν−λ+l(C),

where (82) followsα(i, λ) =
∑λ

l=0

[

λ
l

]

(−1)lqσlqi(λ−l). We now prove (39): since
[

i

1

]µ

=

(

1− qi

1− q

)µ

=
1

(1− q)µ

µ
∑

a=0

(

µ

a

)

(−1)aqia, (83)

we obtain

T1,µ,ν(C) =
q−mk

(1− q)µ

n
∑

i=0

qν(n−i)Ai

µ
∑

a=0

(

µ

a

)

(−1)aqia

=
q−mk

(1− q)µ

µ
∑

a=0

(

µ

a

)

(−1)aqan
n
∑

i=0

q(ν−a)(n−i)Ai

= (1− q)−µ

µ
∑

a=0

(

µ

a

)

(−1)aqanT0,0,ν−a(C).
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G. Proof of Proposition 8

Proof: From [27, (3.3.6)], we obtain
[

n−i
ν

]

= 1
α(ν,ν)

∑ν
l=0

[

ν
l

]

(−1)ν−lqσν−lql(n−i), and hence

q−mk

n
∑

i=0

[

n− i

ν

]

Ai = q−mk

n
∑

i=0

Ai

1

α(ν, ν)

ν
∑

l=0

[

ν

l

]

(−1)ν−lqσν−lql(n−i)

=
q−mk

α(ν, ν)

ν
∑

l=0

[

ν

l

]

(−1)ν−lqσν−l

n
∑

i=0

ql(n−i)Ai

=
1

α(ν, ν)

ν
∑

l=0

[

ν

l

]

(−1)ν−lqσν−lT0,0,l(C), (84)

where (84) follows (37). By Corollary 2, we have forν < d′R,
∑ν

l=0

[

ν
l

]

(−1)ν−lqσν−lT0,0,l(C) = q−mνα(n, ν),

and we obtain
ν
∑

j=0

[

ν

j

]

α(n, j)q−mj =
ν
∑

j=0

[

ν

j

] j
∑

l=0

[

j

l

]

(−1)j−lqσj−lT0,0,l(C)

=
ν
∑

l=0

T0,0,l(C)

[

ν

l

] ν
∑

j=0

[

ν − l

j − l

]

(−1)j−lqσj−l

= T0,0,ν(C), (85)

where (85) follows
∑ν−l

j=0

[

ν−l
j

]

(−1)jqσj = δν,l, which in turn is a special case of [27, (3.3.6)]. This

proves (40). Thus,T0,0,ν(C) is transparent to the code, and (41) can be shown by choosingC = GF(qm)n

without loss of generality.

SupposeS(ν, n,m)
def
=
∑ν

j=0

[

ν
j

]

α(n, j)q−mj , then S(ν, n,m) = S(n, ν,m) since
[

ν
j

]

α(n, j) =
[

n
j

]

α(ν, j). Also, combining (40) and (41) yieldsS(ν, n,m) = qn(ν−m)S(n,m, ν). Therefore, we obtain

S(ν, n,m) = qν(n−m)S(ν,m, n), which proves (42).
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