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ABSTRACT

We investigate the potential of exploiting &yEmitters (LAES) to constrain the volume-
weighted mean neutral hydrogen fraction of the IGhy, at high redshifts (specifically
z ~ 9). We use “semi-numerical” simulations to efficiently geaterdensity, velocity, and
halo fields at: = 9in a 250 Mpc box, resolving halos with masses> 2.2 x 103M. We
construct ionization fields corresponding to various valakzy;. With these, we generate
LAE luminosity functions and “counts-in-cell” statisticAs in previous studies, we find that
LAEs begin to disappear rapidly whemy; > 0.5. Constrainingey: (¢ = 9) with luminos-
ity functions is difficult due to the many uncertainties indw in the host halo mass Ly«
luminosity mapping. However, using a very conservative pirag, we show that the number
densities derived using the six~ 9 LAEs recently discovered by Stark et al. (2007) im-
ply Zur < 0.7. On a more fundamental level, these LAE number densitiggrtinerequire

substantial star formation in halos witi < 10° M, making them unique among the current
sample of observed high-objects. Furthermore, reionization increases the appathaster-
ing of the observed LAEs. We show that a “counts-in-celltista is a powerful probe of
this effect, especially in the early stages of reionizat®pecifically, we show that a field of
view (typical of upcoming IR instruments) containing LAE3d1>10% higher probability of
containingmorethan one LAE in azy; > 0.5 universe than @&y ~ 0 universe with the same
overall number density. With this statistic, an ionizedvense can be robustly distinguished
from one withzyr 2 0.5 using a survey containing only 20-100 galaxies.

Key words: cosmology: theory — early Universe — galaxies: formationighkredshift —
evolution

1 INTRODUCTION reionization (and star formation at high redshifts) thiosgarches
for distant galaxies. Currently, the most efficient way todfin
distant galaxies is by searching for dyemission lines (which

. , . . result from the re-processing of ionizing photons inside th
cause it defines the moment at which galaxies (and black holes galaxy: | Partridge & Peeblés 1967); such surveys now rolytine

affected every baryon in the Universe. As such, it has r_ecl_ea/ reachz > 6, where constraints on reionization become interest-
great deal of attention — both observaﬂonally a.nd thegm&yl -in ing (e.g., Hu et al. 2002; Kodaira et al. 2003; Rhoads ket 280420
_tge pas_t sevz_eral ytc_ears.)Urgorturtlatlel}((,)(t_)%efeX|st|ng OWQV' Santos et al. 2004; Stanway et al. 2004; Taniguchilet al. ;2005
idence 1s enigmatic (se,_e anetal. 2 orarecentrev __9:' Kashikawa et al. 2006), and are now being stretched to eggrehi
tron sc.att.erln.g of cosmic microwave backgrqund photonsiiesp redshifts|(Willis & Courbifh 2005; lye et al. 2006; Cuby ef|2007;
:h?tt rg:;)nlzatl??loggl;ére(joaztthw 1t?1 aLbe'tdW'th a Iarg% ut? cer- Stark et all 2007; Ota etial. 2007). They offer a number of adva
ainty (~age el al. )'. n the ofherhand, quasars-ab Show tages over more traditional techniques. First, narrowlsaadches
some evidence for a rapid transition in the globally-avedageu- reduce the sky background, especially if placed between the

tzrggf;acﬂon,:im (fh'g" Fanbet al.t_ZOO_b; Mesw:gert& dl—|_a|:;1an 5004‘ bright sky lines that (nearly) blanket the near-infraregt $&.9.,
I). However the Ly absorpiion is so saturated in the Gunn- Barton et all 2004). Second, they efficiently select gakvde a

Petgrson (GP)rtrough‘Fhat coqstraints derived "9”? thad:tsqde known redshift (albeit with some contamination by lowedsikift
region (Fan_(;at cl|.r2|00(), IYIaseIIll(et al, |2007) a}re dl'mCU|t M;TI' interlopers). Third, they increase the signal-to-noisédoyising on
gg;tv()e.g, Lidz et &l. 2006: Becker ef l. 2007: Bolton & Hasihn an emission line. Of course, the disadvantage is that exirea-

Y . ) . ily deep spectroscopic follow-up is required to study theailed

Of particular recent interest have been efforts to constrai properties of the sources (for an illustration of the diffies, see

Stark et all. 2007).
However, these properties are relatively unimportant for

* Email: andrei.mesinger@yale.edu studying the ionization state of the IGM, which can be meadur

The reionization of hydrogen in the intergalactic mediuGNI)
is a landmark event in the early history of structure foromatibe-

(© 0000 RAS


http://arxiv.org/abs/0708.0006v2

2 Mesinger & Furlanetto

from the Ly line photons themselves. In particular, these are ab-
sorbed if they pass through neutral gas near the galaxy.i3lis
consequence of the enormousoLgptical depth of a neutral IGM:
Tap ~ 6.5 x 10° Zur [(1 4 2) /10]*/? (Gunn & Peterson 1965), so
even those photons passing through the damping wing of the Ly
resonance will be absorbed (Miralda-Escudé 1998).

Thus, as the IGM becomes more neutral, thexlselec-
tion technique will detect fewer and fewer objects (evereraft
accounting for cosmological evolution in their intrinsiduen-
dance); the number of such galaxies therefore measuorgs

geous to consider other signatures of reionization. Iniqa4ar,
the clustering of LAEs can be a powerful probe of reionizatio
(Furlanetto et al._ 2004, 2006; McQuinn et al. 2007). Thisés b
cause their visibility is modulated by the pattern of iogieibbles:
large bubbles (which surround overdensities with many>ges
have a small damping-wing optical depth, so that most seuwile
be visible, while small bubbles (where galaxies are rareegirb
with) will appear to be entirely empty. Thus, during reicatinn
observable LAEs should appeawre clustered than the underly-
ing population, with the boost decreasing as the ionizedblash

(Haiman & Spaans_1999). The optical depth encountered by a grow (which happens relatively quickly). Clustering of therall

galaxy’s Lyn photons depends primarily on the extent of the Hll
region that surrounds it: the photons redshift as they sttbaough

the ionized gas (suffering little absorption), so they anmewhere

in the wings of the line by the time they encounter the negaal
Thus, the amount of absorption depends sensitively on Hesdés-
tribution of ionized bubbles during reionization. Earlykdreated
each galaxy or quasar in isolation (Madau & Rees 2000; Haiman
2002; Santos 2004; Haiman & Cen 2005), so the HIl regions were
rather small even late in reionization. Including clustgrdramat-
ically increases the sizes of the ionized bubbles (Furtarettal.
2004), which allows Ly galaxies to be visible farther back in
reionization |(Furlanetto et al. 2004, 2006; McQuinn et 8D7?).

The current observational picture is ambiguous.
Malhotra & Rhoads | (2004) compared luminosity functions of
Lyman a-emitters (LAEs) at = 5.7 andz = 6.5 (bracketing the
time at which quasar spectra indicate that reionizatiorspadd
found no evolution in the number density over this rangeyliréty
a substantial ionized fraction at~ 6.5 (see also Haiman & Cen
2005; Furlanetto et al. 2006; Malhotra & Rhaads 2006). Haxev
Kashikawa et &l.| (2006) found a decline in the number derdity
bright LAEs over the same redshift range (with a larger sanopl
objects), and Ota et al. (2007) suggest a farther declineto7.

On the other hand, Dawson et al. (2007) argued that the LAE
luminosity function remains nearly constant fram= 3—7 using a
compilation of other surveys. Moreover, Stark et al. (20f@otind

a surprisingly high abundance of faint emitterszat- 9. These
objects are of particular interest to us, because they preake
best possibility of being affected by reionization.

The interpretation of these results is complicated by the un
known internal properties of the sources: in particulaw ko their
Lya line luminosities depend on the underlying halo mass, and
what other factors affect the mapping? A number of recerd-stu
ies have developed models for the high-redshift LAE poparat
(Le Delliou et al|l 20086; Dijkstra et al. 2006; Fernandez & kaisu
2007;| Stark et al. 2007; Kobayashi etial. 2007), but the asiev
parameters (such as the star formation efficiency and teakes
and the initial mass function) are still mostly unconstegines-
pecially if they evolve. Indeed, Dijkstra etlal. (2006) hangued
that the declining number density of bright LAEs observed by
Kashikawa et &l (2006) can be simply a result of the evolvirags
function. On the other hand, Kashikawa et al. (2006) arghedl t
the LAE luminosity function evolved more than that of Lyman-
break selected galaxies over this range, so that the dexdirid not
be attributed to the galaxies themselves (seelalso OtazQGir).
Most recently] Dawson et al. (2007) argued that the LAEswevol
less rapidly than other galaxy samples. In this paper, wWewakent
new simulations of the luminosity function evolution thghout
reionization, focusing on the high-redshift “frontier” at= 9, and
try to place somenodel -independent constraints on the sources and
the IGM.

However, because of the difficulties involved, it is advanta

galaxy population should evolve much more slowly than numbe
densities, so a rapid change in the clustering is a goodataliof
reionization|(McQuinn et al. 2007).

Existing work has examined clustering primarily in the con-
text of the power spectrum (or correlation function) of tladegies
(Furlanetto et al. 2006; McQuinn et/al. 2007; see also theaqgig
in IMcQuinn et al| 2007 for a brief discussion on void and peak
statistics). Most recently, McQuinn et/al. (2007) suggéstt the
lack of clustering evolution inthe = 5.7 andz = 6.6 LAESs rules
out a substantially neutral universezat 6.6. However, the bubble
modulation is actually highly non-gaussian. It is therefoiseful
to consider other statistics, especially early in reiotiira(when
sources are so rare that measuring the scale-dependent gymeee
trum robustly will be extremely difficult). Here we take a fissep
in this direction by considering a “counts-in-cells” megsuaent of
the clustering.

This paper is organized as follows. &, we briefly outline
the main points of our “semi-numerical” simulation, origily pre-
sented in Mesinger & Furlanetto (2007a) dBiwe present the Ly
optical depth distributions of galaxies in our simulatipas func-
tions of halo mass angl:. In §4 we show the resulting LAE lumi-
nosity functions, comparing with the Stark et al. (2007) gknin
g4.7. IngH, we present statistics using “counts in-cell”. Finally in
g6l we summarize our key findings and offer some conclusions.

Unless stated otherwise, we quote all quantities in comov-
ing units. We adopt the background cosmological paraméfers
Qm, D, n, 05, Ho) = (0.76, 0.24, 0.0407, 1, 0.76, 72 km''s
Mpc~1), consistent with the three—year results of WIAP satel-
lite (Spergel et &l. 2006).

2 SEMI-NUMERICAL SIMULATIONS

We use an excursion-set approach combined with first-order L
grangian perturbation theory to efficiently generate dgnseloc-
ity, halo, and ionization fields at= 9. This “semi-numerical” sim-
ulation is presented in Mesinger & Furlanetto (2007a), ticivive
refer the reader for details. A similar halo-finding scheras &lso
been presented hy Bond & Myers (1996) and a similar scheme to
generate ionization fields has been presented by Zahn @08IrY.
Our simulation box is 250 Mpc on a side, with the final den-
sity, velocity and ionization fields having grid cell sizé€db Mpc.
Halos with a total masa/ > 2.2 x 10® M, are filtered out of
the linear density field using excursion-set theory, wittsenscales
spaced a’®\M /M = 1.2. Note that we are able to resolve halos
with masses less than a factor of two from the cooling mas$/iio
be pertinent mid-reionization (or more precisely, during tedshift
interval6 < z < 10), corresponding to gas with a temperature of
T ~ 10" K (e.g.Efstathiol 1992; Thoul & Weinberg 1996 Gnedin
2000;[ Shapiro et al. 1994). Halo locations are then adjussény
first-order Lagrangian perturbation theory. The resultiafp field
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Lyman-« Emitters During Reionization 3

Figure 1. Maps of visible halos at = 9, assumingMy,;, = 1.67 x 10'° My, andZyr ~ 0, 0.26, 0.51, 0.77]¢ft to right). All slices are 250 Mpc on a
side and 20 Mpc deep (corresponding to a narrow band filtdr Rit= A\/AX ~ 125). The 1508 halo field is smoothed onto a 28@rid here for viewing

purposes.

matches both the mass function and statistical clusterioggties
of halos in N-body simulations (Mesinger & Furlanétto 2007a

In constructing the ionization field, the IGM is modeled as a
two-phase medium, comprised of fully ionized and fully malite-
gions (this is a fairly accurate assumption at high-redsipfeced-
ing the end of reionization, unless the X-ray backgroundaiher
strong). Using the same halo fieldat 9, we generate ionization
fields corresponding to different values@fi; by varying a single
efficiency parameter,, again using the excursion-set approach
(c.f.IMesinger & Furlanetio 2007a; Furlanetto et al. 2004).

This semi-numeric approach is thus ideally suited to the LAE
problem, because we are able to “resolve” relatively smalbs
and simultaneously sample a large, representative voldrnano
ized bubbles. Note that our “simulations” dot make any predic-
tions (and only weak assumptions) about thexllyminosities of
these sources; we will discuss the mapping from halo mass (th
fundamental quantity for our simulations) to observablepgr-
ties below. This mapping must also be prescribed in statbesfirt
cosmological simulations, which cannot self-consisteimtlude
hydrodynamics (and hence star formation) while also swien
a representative volume during reionization (¢.f., McQuét al.
2007).

3 DAMPING WING OPTICAL DEPTH DISTRIBUTIONS

To study the effects of reionization, we first need to traak dip-
sorption of line photons from neutral gas in the IGM. We dé/itle
absorption into two parts: the resonant and damping wingpoem
nents. This is convenient because they correspond to twiabkpa
distinct sets of absorbers. Resonant absorption occureevhe a
photon that begins blueward of line center redshifts insmnance

L This differs from the method recently used lby McQuinn ét/ada7),

who used a suite of N-body simulations with radiative transThey also
argued that a faster but effective method was to generateaioon fields

at several different redshifts (using a single radiatiansfer simulation)
but apply them to a halo field at a single redshift. They thssiaed that
the ionization topology is only a weak function of redshi¥tdQuinn et al.

2007). The speed of our approach, which does not require iativad
transfer algorithm, allows us to generate ionization fieltls single red-

shift self-consistently, using the same halo field, merslyatjusting the
source efficiencies. However, we confirm that the ionizataps are very
nearly redshift-independent for most purposes (includirage studied by
McQuinn et all 2007). The exceptions to this are the raretsvetcurring

in< 103 of the typical fields of view discussed .
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(either inside the HIl region surrounding the source or i ileu-
tral gas outside). Because the line-center optical depsb iarge,
this component can lead to nearly complete absorption —riyt o
for photons on the blue side of the line (e.g., Santos|2004)d&/
not model this component in detail in this work, assuming tha
constant fraction of the Ly line gets resonantly absorbed.

On the other hand, photons that begin redward of line center
only redshift farther away. It is therefore only the dampiviggs of
the line that affect them, and the amount of absorption,-exj[
where7p is the damping-wing optical depth, will depend sensi-
tively on the size of the host HIl region but b&sensitive to the pre-
cisexy; inside the ionized region. It is this component that evolves
most rapidly through reionization. Figure 1 shows the Véshmlos
atz = 9, with M exp[-7p] > 1.67 x 10'° My, andZu1 ~ 0,
0.26, 0.51, 0.77 | éft to right); the obscuration from damping wing
absorption is obvious.

We compute the total line center dyoptical depth along a
randomly chosen line-of-sight (LOS) centered on a halotlonaat
zs = 9.0. We do this by summing the damping wing optical depth,
Tp, contribution from each neutral hydrogen patch (extenéfiom
Zbegin 10 Zend) €NCOUNtered along the LOS, using the approxima-
tion (Miralda-Escude 1998):

6.43 x 10~° <7762f“”’{(zs)) 1)

™= mecH (zs)

|:I (1 + Zbcgin) _7 (1 + chd):|

1 + Zs 1 + Zs
wheren g (zs) is the mean hydrogen number density of the IGM at
redshiftz,, and

_ 2/ 9 7/2 9 5/2 3/2 1/2
I(z) = 1—m+7$ +5x + 32”7 4+ 9z
14 21/2
— In T2

We use eq.[{|1) to calculate the optical depth for each nehyral
drogen patch, summing the contributions of patches aloag @S

for 200 Mpcﬁ wrapping around the simulation box if needed. We
construct distributions of o for each halo mass scale and ioniza-
tion topology (i.e Zu1). We make sure to process LOSs from every
halo of a particular mass scale, cycling through the hatoulisil

2 This number was chosen experimentally in order to ensureetgence
of the 7p distributions at the mass scales and neutral fractionsestud
this work.
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each mass scale undergoes a minimun3 of 10* such Monte-
Carlo realizations. We also include the component of thecsou
halo’s peculiar velocity along the LOS, in our estimates ofp
by substitutingzs — 2 + v/c.[

As delineated above, we only compute at a single observed
wavelength)ons = 1215.67(1 + 25 + v/c) A, instead of over the
entire wavelength extent of the kyemission line. To zeroth or-
der, the damping wing optical depth varies only weakly estbe
typical scale of the Ly emission line, although its shape does pro-
vide useful information about the IGM properties; we refe in-
terested reader 1o Mesinger & Furlanetto (2007b); McQuiralle
(2007). We also emphasize that, in our two-phase IGM approxi
mation, we do not model the resonance contribution to tha tot
optical depth. However, angass-independent attenuation of the
Lya line can be swept into the assumed halo masdya lu-
minosity mapping (c.f§4.1)). Most studies (including our own in
§4) assume such a mass-independent resonant attenuastn, ju
fying it with the narrow halo mass range-(1 dex) probed by
present instruments/surveys (€.g9. Dijkstra et al. 2006rkSit al.
2007;McQuinn et al. 2007). We defer a detailed study of tkis a
sumption to a future work.

In Figure[2, we show some of the optical depth distribu-
tions generated by the above procedure, fori(z = 9) =
0.93,0.72,0.51,0.34 (left to right). The panels showpdp(>
70, M, Zu1)/07p, i.e. the probability pein 7p that a LOS orig-
inating from a halo of masa/ embedded in an IGM with a neu-
tral fraction ofzyr has an optical depth afp. Curves correspond
to LOSs originating from halos with massdg = 2.6 x 10!,

1.2 x 10", 5.4 x 10", 2.5 x 10'%, 1.1 x 10'%, 5.1 x 10°, and
2.3 x 10° M, (left to right). Solid curves include the peculiar ve-
locity offset of the host halo; dotted curves do not.

In general, the optical depth distributions become narrowe
and their mean values decrease as the halo mass increaigess. Th
to be expected because the halo bias is a function of masstheit
more massive halos more likely to sitin larger overdensmnsg-
which in turn contain more ionizing sources and larger Hiblzes
than less massive halos (e.q. Furlanetto et al.|2006; McQetial.
2007). Furthermore, since the overlap of several HIl bubbiakes
a smallerfractional change to the size of a large bubble hosting
the most massive halos, the distributionsref are narrower for
massive halos. Both of these effects diminish as reiomingtro-
gresses, and the distributions start merging together.

It is also evident from Figl]2 that galaxy peculiar veloci-
ties broaden the optical depth distributions, shiftingrtheeans to
smaller values. This effect is the strongest for the smathess ha-
los, because they are typically surrounded by the smallidgiub-
bles (whose edges are at the smallest velocity offsets fnerhy
line center). The effects of source halo velocitiespralso dimin-
ishes with decreasingur; for zur < 0.7 peculiar velocities play

a negligible role in determiningp for halos withAZ > 10° M.
More importantly, FigCR shows that peculiar velocities éairtu-
ally no impact on the optical depth distributions in the pemt,

3 Note that for simplicity we daot include the peculiar velocity of the
neutral IGM patches, which could be correlated on largeescalith the
peculiar velocities of the sources, thus diminishing thpast of velocities
on 7p. However, note from Fid.]2 that peculiar velocities do natypa
major role in the optical depth distributions except when > 1 and
Zur ~ 1 (where the absorption is so strong that its precise valus doe
matter for our purposes). The treatment of velocities isetiain in any
case because we ignore the possibility of galactic windsctwban move
the Ly« lines redward and decrease the absorpiion (Santos 2004).

TTTTTT T T T TTTTT T TTTTHW T TTTTHW

M=5.4x101 M,

T, dp/dT,
o
(o))

TTT[TTT[TTT[TTT[TTT[

0.01 0.1 1

—
@]

Figure 3. Damping wing optical depth distributions generated usi@fk
originating from halos with masséd =5.4x10'% M. Curves correspond
tozyr = 0.26,0.34,0.42,0.51,0.61,0.72,0.83, 0.88, 0.93, left to right.

7p ~ 1 regime. Hence, they should not have a noticeable effect on
any of our conclusions.

Figure[3 quantifies the evolution of the optical depth distri
tions withzxr. The distributions were generated using source halos
at a fixed mass scale off = 5.4 x 10'° M. Curves correspond
to Zur = 0.26,0.34, 0.42, 0.51, 0.61, 0.72, 0.83, 0.88, 0.93, from
left to right. The curves illustrate that the more complegdio-
gies and large scatter among disparate LOSs at lower values o
Zm significantly broaden the distributions e, in addition to
decreasing their means. This is not because the bubble isize d
tribution widens (in fact, it narrows as reionization pregges;
Furlanetto et al. 2006) but because some LOSs pass almostent
through neighboring ionized bubbles, while others passutyin
long skewers of neutral gas. A similar effect has been shawn t
have important consequences for the interpretation ofagussec-
tra (Lidz et al! 2007).

3.1 Comparison toan Analytic Model

Furlanetto et all (2004) presented similar optical depslrithiutions
calculated via the analytic Furlanetto et al. (2004) modelthe
ionized bubbles during reionization. Our “semi-numerighsla-
tion is also based on this model, but it includes additiorffelcts
such as the complicated, non-spherical geometry of thedgdlbns.
It is therefore illuminating to compare our distributiongiwthose
of the purely analytic model. For the latter, we follow thdcca
lation of|Furlanetto et al! (2004) except that for simplicite as-
sume that all ionizing sources sit in the center of their tbeibob
The damping wing optical depth distributions then folloverfr
arguments similar to the “extended Press-Schechter” fisma
(Press & Schechier 1974; Bond efial. 1991; Lacey & (Cole|1993).
Figure[d shows our results for halos with = 5.4 x 10'° M,
and a variety of neutral fractions. The solid curves areratséen
from the simulations. The dashed curves show the preditidn
the analytic model. There are two key differences with thme-si
ulated results. First, the analytic model predicts thatdistribu-
tion peaks at largerp than the simulation. This is not a surprise:
Mesinger & Furlanetto (2007a) showed that, when definedim th
way, the simulations have larger ionized bubbles early ioniza-
tion. This is because of neighboring bubbles that slightigriap;
the spherical geometry required by the analytic model doesfa

(© 0000 RAS, MNRASD00, 000—-000
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%,=0.93
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Figure 2. Damping wing optical depth distributions @t;;(z = 9)

0.1 1

= 0.93,0.72,0.51,0.34 (left to right). Curves correspond to LOSs originating from

halos with massea/ = 2.6 x 101, 1.2 x 10!, 5.4 x 10'°,2.5 x 1019, 1.1 x 10'°, 5.1 x 109, and2.3 x 10° M, (l&ft to right). Solid curves include

the peculiar velocity offset of the host halo; dotted curdesiot.

1.2

0.8

T, dp/d T,

0.4

0.2

Figure 4. Damping wing optical depth distributions for halos with res
M =5.4 x 1019 M. The solid curves are computed from our simulations,
and the dotted curves are the corresponding best-fit logaatistributions.
The dashed curves show the predictions of the analytic m@dgiin each
set, the curves correspondig; = 0.26, 0.34,0.51,0.72, 0.88, from left

to right.

fectively capture such events. This can reduce the appaptical
depth by a factor ofv 3 early on, so it is not a small effect.

Second, the analytic model also under-predicts the width of
the distribution, particularly on the smat} tail at the end of reion-
ization. This is significantly larger than the differenceghe dis-
tributions of bubble sizes. Instead, it likely results frahe an-
alytic model's assumption of a uniformly ionized medium -out
side of the source’s host bubble: as described above, maey li
of sight will pass through nearby, fully-ionized bubbledipwa-
ing for the existence of many (nearly) clear lines of sighae(s
Mesinger & Furlanetto 2007b; McQuinn et lal. 2007).

Because the analytic model does not provide a good fit, we
searched for a better representation of the distributMesfind that
our results are nearly always well-fit by log-normal digttibns,
Op(>71p)

orp ’

(Inmp — pp)?
202

e [— 2
TDA/ 271’0'2D
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whereup andop are parameters determined by fits to the sim-
ulated distributions. Some example fits are shown by thesdott
curves in Figuré¥; in general, the lognormal distributioeres-
timates the strength of the tail at large and underestimates its
strength at smaltp, with the skewness increasing for smaller ha-
los and larger neutral fractions. The following simple rlar fits
for the parameters are accuratedd 0% over the entire mass range
of our simulations and frontur = 0.26-0.93:

—3.37 + log M1o(—0.115 — 0.587Znu1) + 5.30Zx1 (3)
1.68 + log M1o(—0.155 — 0.2652Zu1) — 1.08%m1, (4)

KD

0D

where M = Mjo x 10'°My. Note, however, that this fit only
applies to halos at = 9; the dependence on mass will no doubt
change with redshift. It is possible, however, that the ddpace

on Zmr is more robust, because the ionization pattern is nearly
independent of the timing of reionization (Furlanetto e2406;
McQuinn et all 2007).

4 Z=9LAE LUMINOSITY FUNCTIONS

With our optical depth distributions in-hand, we can pratee
generatez = 9 LAE luminosity functions. To do this, we make
the standard simplifying assumption (e.g. Furlanetto .e2806;
Dijkstra et al.. 2006} Stark et gl. 2007; McQuinn etlal. 200¥)ao
deterministic, linear mapping of halo mass toalLyuminosity,
M « L. As mentioned above, this assumption is often justified by
the narrow mass range probed by existing instruments. Uhisg
ansatz, the observed &yluminosity of a LAE, Lobs = Le™ P
(where the “intrinsic” Lyx luminosity, L, includes resonant attenu-
ation), can be written in terms of the halo maé&;,s = Me™ P,
where M,y is the apparent mass of the halo under this mapping,
after attenuation by the IGM. Given the minimum observabhle |
minosity, L(Mmin) (Where My is the mass that would produce a
luminosity L without any IGM absorption), one could then detect
halos withtp < — In(Mmin/M). In order to maintain generality,
we postpone the discussion of théM ) mapping until§4.d, where
we compare the luminosity functions to observations.

Hence, the cumulative number density of observable halos ca

be written as:
o0
‘/1;1n1in

/ln(M/Mmin) Op(> o, M, Fx11)
drp—F"—1—~
0

dn(> M)

dM iV

n(> Mmin, TH1)

©)

X ’

01D

wheredn(> M)/dM is the number density of halos per unit mass,
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Figure 5. Luminosity functions atz = 9. Top: Number density of ob-
jects brighter than some observed luminosityps (Mpmin ), i.€. with M
exp[-7p] > Mmin. Curves correspond toy; ~ 0, 0.26, 0.61, 0.72,
0.83, 0.88, 0.93tép to bottom). Bottom: Ratio of luminosity functions:
n(> Mmin, Zu1)/n(> Mmpin, 0). Curves correspond gy = 0.26, 0.61,
0.72, 0.83, 0.88, 0.93dp to bottom).

and the second integral is the fraction of halos of ma&svhich
can be detected above the threshblg, .

“Luminosity” functions generated with this procedure are
shown in the top panel of Figuré 5. The curves corresponghiox
0, 0.26, 0.61, 0.72, 0.83, 0.88, 0.98( to bottom). The bottom
panel shows the ratio of the apparent and intrinsic lumtgdaic-
tions: n(> Mumin, Zu1)/n(> Mmin, 0). Curves correspond @1
=0.26, 0.61, 0.72, 0.83, 0.88, 0.98y{ to bottom).

The luminosity functions in Fid.l5 represent the first sua pr
dictions forz = 9 which include the effect of inhomogeneous
reionization. As in analytic models and other simulatiche, de-
cline in the number density of observable LAE in a partiakun
tral universe when compared to a fully ionized universe fextom
panel of Fig[h) is nearly independent of halo mass (Furtareital.
2006; McQuinn et &l. 20()ﬂ.McO_uinn et al.l(2007) examined this
question in detail and showed that the scale-independsnobuist
to other assumed mappings between halo mass and lumir@sity.
explanation is that a lognormal distribution of optical theg) act-
ing on a power-law intrinsic luminosity function, producesearly
power-law apparent luminosity function. The bright endevehthe
intrinsic luminosity function falls exponentially, wouldlso fall
exponentially except that the broad distribution of ogtidepths
nearly erases the change in slope. Our results are consigthn
this explanation (see also McQuinn el al. 2007), espedi@bause
we have shown that the optical-depth distribution is breader

4 The slightly “wavy” features in some of the curves in Hiyy. Sut from
the discrete halo masses returned by our halo filtering proee The effect
is more noticeable at smatly;, when therp distributions become weaker
functions of M (see Fig[R and efy] 5).

massive objects. The (nearly) scale-independent suppneap-
pears to be a generic feature of reionization, requiringesother
explanation for the decline in number density for bright LsAGb-
served by Kashikawa etlal. (2006), and possibly that of Ogdl et
(2007) as well.

4.1 Existing Observational Constraints

By taking advantage of the strong magnification provided tayg
itational lensing through galaxy clusters, Stark etlal0{@ound
six candidate ¥ 50) LAEs in the redshift range = 8.7-10.2,
with all but one falling withinz = 9 + 0.35. The candidates have
unlensed luminosity estimates ranging fronf4®to 10'>7 ergs
s~!. A search for additional emission lines expected if the éand
dates were low: interlopers has been completed and has not found
evidence for a lowz scenario for any of the six candidates. If gen-
uine, these detections can provide an invaluable first gleripto
thez ~ 9 universe.

In order to compare our cumulative number densities in Fig.
with observations, one needs a mapping oflyminosity, L,
to halo massj/. Even if one assumes a deterministic, linear rela-
tion, there are still many unknowns. The simplest versidlofis
a well-trod path. We begin by assuming that about 2/3 of the io
izing photons absorbed within the galaxy are converted liyi®
photons [(Osterbrodk 1989). One can then write the conveso
L = 0.6Thva (1 — fesc) pr€y Ty res, Wherev, is the rest-frame Ly
frequency,fesc is the escape fraction of ionizing photors, is the
star formation rate (SFRg,, is the ionizing photon efficiency per
stellar mass, and, .. is the fraction of Lyx photons which escape
from the galaxy without gettingesonantly absorbed Assuming
that galaxies steadily convert a fractiofy, of their gas into stars
over some mean time-scalg, and thatf.sc < 1, one can write
the above relation as:

973 1
QM ME Ewjj'y,rcs

= 1.88 x 10 Zerg (E”f%) M.

The free parameters in equatiéh (6) are all almost uncanstiat
high redshifts. Hence, we are interested in exploring a waahge
of possibilities. From an astrophysical standpoint, it ischneasier
to use observed number densities to set robpér limits on Zux
than it is to set robust lower limits, since in the theordtimadel
one at least has the hard upper limit of using all availabkiga
every galaxy above the detection threshold. Setting cuatee
upper limits onzy translates to maximizinG: f+ Ty res /t+) in the
L + M mapping. Keeping this in mind, we apply four different
L + M choices to the Stark etlal. (2007) sample, with values, of
all taken from_Schaerer (2003) assuming metallicitieg of 0.04
Z. for Pop llandZ ~ 10~7 Z. for Pop Ill star formation:

(i) z ~ 6 parameters with Pop Il stars. Here we use values
which have been shown to fit = 5.7 LAE luminosity functions
fairly well (Dijkstra et al. 2006} Stark et al. 2007; McQuiehal.
2007). We setf.Ty res = 0.1, t. = 2/3 of the Hubble time=
1.87 x 10'° s, ande, = 6.3 x 10° ionizing photonsM ' as
might be expected from a Pop Il IMF. This translates to thatieh

L = 0.67hvaf (6)

5 As we have seen, our simulations model the damping wing caego
of the IGM absorptions . Hence, in order to compare with our simulated
number densities, we only need worry about the fraction af photons
that areresonantly absorbed. Defined as sudh, res ranges approximately
from0.5to0 1.
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L = 6.3 x 10*erg s~ (M/My), and to roughly 0.24../0.02)
ionizing photons per H atofh.

(i) z ~ 6 parameters with Pop Il stars. Here we again take
values of f., Ty res, andt. which fit z = 5.7 LAE luminosity
functions but use a Pop Il IMF far, atz = 9./Stark et al.|(2007)
show that a similar model can fit the Stark etlal. (2007) coirsis
moderately well. Specifically, we s¢i T, ;s = 0.1, t. = 2/3 of
the Hubble time= 1.87 x 10'¢ s, ande, = 8.1 x 10%! ionizing
photons,M(g1 as might be expected from a Pop Il IMF. This trans-
lates to the relatior, = 8.2 x 10%%erg s™'(M/Ms), and to 3.1
(fesc/0.02) ionizing photons per H atom.

(i) “maximally” conservative with Pop Il stars. Here we gu
the limits of a Pop Il model by setting. T ;es = 1, t. = the
dynamical time= 4.6 x 10'° s, ande, = 6.3 x 10°° ionizing
photonsMg1 as might be expected from a Pop Il IMF. In other
words, we assume that every baryon inside every halo is caave
into stars in one dynamical time (with this star formatiomsede
synchronized across all halos) and everyvlghoton escapes the
environs of the galaxy. This translates to the relatlor= 2.6 x
10%3erg s™! (M /M), and to 2.4 £.../0.02) ionizing photons per
H atom.

(iv) “maximally” conservative with Pop Il stars. Here we
completely push the limits by settinft 7% res = 1, t« = the dy-
namical time= 4.6 x 10" s,and e, = 8.1 x 10%* ionizing photons
M51 as might be expected from a Pop IIl IMF. This translates to
the relationZ, = 3.3 x 103*erg s~ (M/M¢), and to 31 f.../0.02)
ionizing photons per H atoffh.

The relations implied by (ii) or (iii) are probably the most
reasonably conservative estimates, as any stronger sowmdd
have produced many more photons than are required to reitvez
IGM. Relations with more efficient star formation [such as #&x-
treme (iv)] would result in an early reionization, contrémythe evi-
dence suggested WMAP (Page et al. 2006) and the SDSS quasar
spectral(Fan et al. 2006; Mesinger & Haiman 2004, 2007).

Number densities derived from the ~ 9 candidates in the
Stark et al. [(2007) survey, transformed to mass units udieg t
L <> M relations above are shown in Figlide 6, with the (i), (ii),
(iii), (iv) mappings shown right to left in the figufé Note that ex-
tending thezur > 0 luminosity functions from our model to the
low scales required by the most conservatlve— M relation is
computationally prohibitive. Luckily, the suppressiontbé lumi-
nosity function is almost independent df (see the bottom panel
of Fig.[3), allowing us to extend th&s; > 0 estimates by using the
mean suppression ratios obtained over the mass redtge 10*!
M. Solid curves thusly generated correspondie ~ 0, 0.26,
0.61, 0.72, 0.83, 0.88, 0.980 to bottom).

To estimate the size of the total (Poisson and cosmic vag)anc
uncertainties, we have performed Monte-Carlo simulatiomsl-

6 We estimate the number of ionizing photons per H atom by
(ex/nm) f fesc (/) [ Mdn(> M)/dM dM, whereny is the
number density of hydrogen atoms, the integration extends al halos
atz = 9 above the cooling thresholfl,;, = 10% K, and we sefly res = 1
in order to be conservative.

7 We will see that this extreme mapping implies that the Stagkt|€2007)
galaxies are below th&,;, = 10* K atomic cooling threshold. If we in-
stead allow stars to form down to the,Hooling thresholdZy;. ~ 300
K, this mapping would imply a whopping 14@./0.02) ionizing photons
per H atom!

8 Of the three luminosity bins presented|in_Stark étlal. (200 only
show the most tightly constrained one fat= 10*2 erg s™! This is the
only number density with less than 100% Poisson errors.

(© 0000 RAS, MNRASD00, 000-000

Lyman-« Emitters During Reionization 7

[ \,..l\\HH T T TTTTIT T T TTTTIT T \\\HH‘ T \\\HH‘ ]
102 S X,=0.00 _
E %,=0.26 3
& %,=0.61
10 & Xy =0.72 3
E %,=0.83 3
E %,=0.88 ]
1 E %y=0.93 3
e - E
2 01 =
2 g ]
~ 001 .
EH E 3
] F 7]
£ 1073 =
E 3 3
= E ]
N 10 | =
5 F
107 ¢ E
107 .

1 llHHM 1 llHHM 111l 1 llHHM 1Ll
108 107 108 109 1010 10t

Mmin (Mo)

Figure 6. Luminosity functions atz = 9. Points correspond to number
densities derived from the six ~ 9 candidates in the Stark et &l. (2007)
survey, mapped using the <+ M relations in the text, with (i), (i), (iii),
(iv) mappings shown right to left in the figure. Solid curvesrespond to
Zy1 ~0,0.26, 0.61,0.72, 0.83, 0.88, 0.98 to bottom). The dotted curve
corresponds t@yy ~ 0, but withog = 0.86. Total error bars (Poisson and
cosmic variance), generated with the Monte-Carlo proeedig@scribed in
text, are shown foy; ~ 0 and 0.72, at several choicesiaf,;,,.

eling the Stark et al! (2007) observations, which used thsirg
signature of 9 clusters to probe a combined volume of 13.5’Mpc
given L > 10*? erg s'!. Specifically, we tile our simulation box
with cells whose volume is equal to the mean volume probed by
each cluster, 1.5 Mﬁ(ﬂ We then repeatedly randomly select 9 such
sample volumes in our simulation box, keeping track of thalto
number of LAEs in each group of 9 sample volui@she total
error bars thus generated fofi;r =~ 0 and 0.72, at several choices
of My, are now shown in Fid.l6.

Assuming that the Stark etlal. (2007) candidates are genuine
and using the maximally conservative relation in (i) (z ~ 9)
cannot be constrained: such a scenario would permit the i&bé t
almost entirely neutral. However, it is very unlikely ttaitthe fac-
tors in eq.[(6) conspire to provide such efficient star foiomaand
Lya photon transmission (and even if they did, reionization kou
likely have ended long before). The more reasonably contieev
models, (ii) and (iii), prefefar < 0.2 andzar < 0.7, respectively.
The L ++ M relation from (i), which has been shown to provide

9 Note that the estimated geometry of this lensed long-sktspscopic
survey can be approximated with a long parallelepiped with02 Mp¢&
FOV and a LOS distance of 500 Mpc per cluster (Stark et al.|p0Bince
our box is 250 Mpc on a side and our halo field resolution scatel.17
Mpc, we must content ourselves with a flatter cell of the saoleme with
which to tile our box: a 0.03 MpcFoV with a LOS distance of 50 Mpc.
10 Note that this tiling procedure does not precisely mimicghevey, be-
cause we should ideally select volumes without tiling befiand. Obtain-
ing accurate statistics by randomly sampling volumes okguaulation box
would be computationally prohibitive at small source numdensities.



8 Mesinger & Furlanetto

1.5 arcmin cube

le—r—T7 71 1 7 717 T T T 3 1 S B Y Y

o1 M, =8.05% 1010 M, ] o1 M, =8.05x 1010 M, 1

z E-E:
Moot - Mool -
= 3 - E 3
o7 I R B 1 10 N Y R SO S E

1 I B 1§ — T T T T T T 3

o1 My, =3.66x 1010 My 7 o1 b My, =3.66x 1010 My 7

2 g O
Zo.01 = ook =
- 3 - E 3
o7 I R B E 10 I R R B E

1 R R 1] I B B

o1 My =1.67%10° Mg 3 o1 My =1.67%10° Mg

z ER
M 0.01 - Moot -
el = el E =
10-3 é 10-3 ;* é
L1 0 1 3 E 11 3

1 0 1 2 3 4 5 6 7 8 9 1

o
~2
@
©

3 arcmin cube (JWST)

Figure 7. Fraction of mock-survey fields containing N number of LAE. Curves correspond Zgy; =~ 0, 0.46, 0.56, 0.67, 0.72, 0.77, 0.83, 0.88, 0188 (
to bottom), assumingV/,in, = 8.06 x 1019, 3.68 x 1010, and1.67 x 10'° M, in the sub-panelst@p to bottom). Panels assume FoVs df:5’ x 1.5’ (left

panel) and3’ x 3’ (right panel).

a decent fit toz = 5.7 LAE luminosity functions, requires quite
massive halos and drastically overestimates the observed9
abundances (overestimating the mass function by a facte#60
at the required masses). Itis therefore inconsistent with @ com-
pletely ionized universe. Note however that since our estimare
based on the limited volume of our 250 Mpsimulation box, we
might be slightly underestimating the cosmic variance iGbution
to these error bars.

One possible remedy is if our background cosmology is
wrong. The dotted curve shows the mass functiamif ~ 0, but
with og = 0.86, as the combined three—yéAMAP and Lyman«
forest data prefel (Lewis 2006). This higher valueref= 0.86 in-
creases the abundance by a factor of several at the highendss
but it has only a modest effect in the range of interest. Thlented
abundances in our model (i) are still inconsistent withra ~ 0
universe, overestimating the mass function by a facter b0.

On amore fundamental level, the Stark etlal. (2007) LAE sam-
ple, if genuine,requires substantial star formation in halos with
M < 10° M. This is only a factor 10 greater than the atomic
cooling threshold at ~ 9, and these objects would correspond to
some of the smallest galaxies observedrstredshift. They must
also be fundamentally different from sourceszat 5.7, with ei-
ther much higher star formation rates or stars that are muwie m
efficient at producing ionizing photons. Unless the escapetibn
of UV photons is extremely small, any scenario that is cdesis
with the observations would produce several ionizing phsteer
IGM baryon, so we would expect reionization to have been wrell
derway (if not complete) by = 9. Needless to say, such a scenario
would be difficult to reconcile with reionization at~ 6-7.

To this point, we have assumed tlait galaxies abové/min
are LAEs. However, at moderate redshifts, we know that a rtgjo
of Lyman-break galaxies (LBGs) have weak or absentdmypission
lines (e.gl._Shapley etal. 2003), though there is some ewvé&len
an increase in the fraction of LAEs among LBGs at higher red-
shifts (Dawson et al. 2004; Hu etlal. 2004; Shimasakulet &6 20

Incorporating this into Figurlel 6 would be equivalent to shif the
curves downward by an amount equal to the fraction of albgala
ies that are LAEs. Thus this only strengthens our arguméets,
cause itvidens the disparity between the observed number density
of sources and the theoretical curves.

5 COUNTSIN-CELLSSTATISTICS

LAE abundances and luminosity functions have certainly@no
to be very useful in studying the ~ 6 universe. However, their
interpretation is inevitably controversial, because kieglge of the
M <« L mapping is required for a meaningful estimateraf. We
have already seen how difficult it is to place meaningful t@sts
with this method.

It is therefore worth considering other, more robust, sig-
natures. Reionization modulates the observed LAE field, in-
creasing the clustering of sources (Furlanetto et al. |22006;
McQuinn et all 2007). Galaxies inside large HIl bubbles amren
likely to be seen than those inside smaller bubbles. Thusnglu
reionization, we expect a field of view (FoV) that contains/AE_
to have ahigher probability of containinganother LAE, than would
be the case after reionization. This reionization-indudedtering
is illustrated in Figuré]l and can be quantified in any numider o
ways. To date, studies have focused on the linear bias andrpow
spectrum|(Furlanetto etlal. 2006; McQuinn €t al. 2007). Hare
the modulation is non-gaussian, so other statistics may lpoa-
erful.

Here we explore simple, statistical estimates of “counts-i
cells” that can be easily applied to future surveys. Thesgla
number counts essentially represent an “integrated” rmeesant
of the clustering and hence can be easier to generate with-a li
ited observational sample than other statistical indisasaich as
the power spectrum/correlation function, which try to megaghe
detailed scale dependence. They also place less stringgute:-
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ments on the survey strategy than, for example, the power- spe
trum, because they are easier to interpret with non-unifsumey
coverage (for example, following up bright sources to dedoc
fainter neighbors; see below). They are therefore moslylilcebe
powerful early in reionization or at extremely high redshifvhen
sources are rare.

To study this reionization-induced clustering, we perfam
mock-survey in our simulation box. We tile our simulatiorxtznd
tabulate “in-cell” number counts, givetyr and Mmin. FOr sim-
plicity, we assume the survey FoVs are cubical volumes, but o
results can easily be extended to more detailed surveyfieci
tions, once they are available. Note also that cell sizesaargy
arbitrary, as surveys can be broken down into small cellsfad-
ysis, and the optimal choice will depend on the survey depth a
volume. In Figurdl7, we present the fraction of our mock-surv
fields containing> N LAEs. The panels are constructed assuming
FoVs of 1.5" x 1.5’ (left panel) and3’ x 3’ (right panel), corre-
sponding to comoving sizes of 42and 8.48 Mpc?, respectively.
The latter (in angular coordinates) is the FoV of the Neérahed
Spectrograph (NIRSpec) aWST (Gardner et al. 2006); other fu-
ture IR instruments subtend comparable areas (for exaringén-
frared Multi-Object Spectrograph (IRMOS) on the proposédTT
has a5’ x 5" FoM]). Curves correspond tou; ~ 0, 0.46, 0.56,
0.67,0.72,0.77,0.83, 0.88, 0.98(f to bottom), assumingV/min =
8.06 x 10'°, 3.68 x 10'°, and1.67 x 10'° My, in the sub-panels
(top to bottom). In Figure[8, we show the ratio of the PDF curves
from the bottom right panel in Fif] 7 to those expected fronuiep
Poisson distribution. Note the relatively small changehia prob-
abilities during the later stages of reionization, framay = 0.5 to
Zu1 ~ 0, compared to the rapid evolution during the initial stages.
This is, of course, primarily because the strong dampinagveib-
sorption causes most of the sources to fall below the suretgcd
tion threshold befor&mur ~ 0.5.
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Figure 8. Ratio of the PDF curves from the bottom right panel in Fig.
[@ (in reverse ordetottom to top) to those expected from a pure Poisson
distribution.

(N), andé&» = 0. The biased nature of structure formation man-
ifests as a constant, positidg: (because we hold redshift, and
hence the halo population, fixed), and reionization matsfas an
increase ir€;2. Shallower surveys with large¥/,,;, have a larger
£12, because these rarer objects are more highly clusteredsiatr
cally. Interestingly, the curves are fairly flat for smallutel frac-
tions; this is because nearly all of the objects are visibtethe
observed clustering nearly matches its intrinsic valuéofeation
induces a sharp rise ifi2 atZur ~ 0.5, with the location of the
rise being a very weak function of the cell size ahf},in. This
increase is a result of the “small-scale” clustering enkarent de-
scribed by Furlanetto etlal. (2006), which occurs becausetbr
sources inside rare large bubbles remain visible earlyioniza-

In other words, because the curves shown in[Big. 7 correspondtion, but at the same time a large fraction of sources insité s

to raw number counts, they include two distinct consequemde
higher values ofu: (i) the enhanced clustering footprint of reion-
ization; and (ii) the decrease in the absolute number of rebde
LAEs. As is the case for luminosity functions, (ii) is diffituo
disentangle from astrophysical uncertainties and hencmtisan
ideal probe of reionization. The first offers more promise ttze
enhanced clustering of LAEs from reionization could onlyien-
icked by a large shift in the masses of underlying halos hgsti
LAES, as discussed below. Thus we wish to isolate the fireteff

To this end, we note that the variance of the in-cell count dis
tributions can be represented as (e.g. Peebles 1980):

ok = (N) + <<—J‘\/[>)2/V/Vdv1dv25l27

where (N) is the mean number of LAEs in a cell (i.e. field), and
the integrals over the two-point correlation functign;, are per-
formed over the cell volumd;. Keeping this in mind, in Figurel 9,
we plot:

2= (0% — (V) / (N)?, ®)

essentially the average value of the correlation functier a cell's
volume. Curves correspond M, = 3.68 x 10'° M, (dotted),
and1.67 x 10'° M (short-dashed).

If sources are uncorrelated (i.e. Poisson distributed), =

@)

11 http:/iwww.tmt.org
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bubbles are visible. The enhancement is nearly indeperdenée
underlying halo mass.

The long-dashed curve in the right panel of [Ei. 9 shows the
same quantity as the short-dashed curve, but in a scenaioiah
(N) is held constant regardless of the neutral fraction (at the-n
ber density found witttur = 0.77) by randomly selecting halos
above thery-dependent mass threshold. The fact that the long and
short dashed curves overlap illustrates explicitly thahaee accu-
rately removed the Poisson component of the fluctuatioms fror
statistic.

The dot-dashed curve in the right panel of FiY. 9 is gener-
ated by selecting only the most massive halos with numbesitjen
fixed by the value afur = 0.77 for My = 1.67 x 10'° Mg
(unlike the random selection performed for the long-dashede).
The curve is flat at smaltyr since it corresponds to the same set
of massive sources. The curve then increasas;at> 0.6, when
ionized regions are small enough to make some of these highly
biased, massive sources fall below the Mg, = 1.67 x 10'°
My, detection threshold. We see that the reionization-induised
in &12 surpasses the intrinsic clustering of even the most massive
sources with the same number densitycat > 0.6. Thus there
is no question that reionization can be observed throug$teru
ing measurements, at least sufficiently early in the prodésace,
counts-in-cells can provide a simple, robust probe of rigation.

Detecting the sharp rises evident in F[d. 9 could be a
“smoking-gun” signature of reionization; however, at arartje-
ular redshift we have only one measurement and (as with the lu
minosity function) can only compare with measurements &t di
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ferent redshiftE2. The fact that the curves in Fif] 9 are strong
functions of Mmin complicates the interpretation of any such de-
tection, because any increase dn. with redshift could be be-
cause of galaxy evolution alone; for example, evelifi, remains
constant with redshift, the bias of the objects would stifrease
with redshift. This degeneracy can be overcome if reioiongtro-
gresses rapidly compared to the underlying structure,amefcor-
relates the LAE field with a Lyman-break galaxy (LBG) fieldyz
the detectability of LBGs should not be affected by changesii
(see_McQuinn et al. 2007 for discussion of similar issue$ wef-
erence to the power spectrum).

Unfortunately, such a process is always uncertain. Instead
favor measuring the excess probability (over that in a cetep}
ionized universe) that a cell will contailv or more LAEs,given
that it already contains at least one LAE:

A‘P&?HI(Z N| > 1) = PiHI(Z N| > 1)_PEHI%0(Z N| > 1) ,(9)

whereP(> N| > 1) and Pzy,~0(> N| > 1) are the probabili-
ties that a cell containing at least one LAE will contaihor more
LAEs, in a partially ionized and a fully ionized universespec-
tively, normalized to have the same number density of LAEs. We
normalize ourzyr ~ 0 field by randomly choosing LAEs above
Mmin, until we obtain the same number of LAEs as in the partially
ionized box. Note, however, that the proper normalizaticoce-
dure is not well-defined so long as the mapping between maks an
luminosity remains unknown. However, we checked that seigc
only the most massive halos, until we obtain the same nunder d
sity, did not appreciably change the results for Nie= 2 curves.

The basic idea of this measure is to remove the overall nor-
malization of the galaxy number density, whose evolutionris
certain, but to retain the enhanced probability of obsergroups
of sources inside the rare large bubbles. Also note thatewthi
&12 statistic in eq.[(B) only uses second-order correlatiomiscam
be obtained by integrating over the power spectrum, thetseinn
cells method takes advantage of higher-order correlatmisthe
excess probability from ed.](9) shows this explicitly f§r> 2.

In Figure[10, we plot the excess probability from €d. (9), for
1.5" x 1.5 (I&ft panel) and3’ x 3 (right panel) cells. Solid (dotted)
curves assuma/ i, = 1.67 x 10'° (3.68 x 10'°) M. Thick and
thin curves correspond & = 2 and 3, respectively.

The enhanced clustering footprint of reionization can lgasi
be seen from Fid_10. Fatur > 0.5 and N = 2, AP > 10%,
and it increases by a factor ¢f 6 from zm1 = 0.2 to 0.8. Fur-
thermore, theV = 2 curves are much more sensitiveig; than
to Mmin, Suggesting that this statistic of the reionization-iretlic
clusteringcannot be mimicked by a change in the mass thresh-
old of the survey, or analogously by a shift in the underlyivado
masses hosting LAEs. Hence, the excess probability thakeoce
taining LAEs contains more than one LAE is a robust indicafor
changes inzur. The N = 3 curves do fall significantly for the
most massive objects (as do all the curvesigi ~ 1); this is
simply because the sources are too rare (se¢ Hig. 10). Theempp
drop-off atZmr = 0.9 is an artifact of our finite box size.

12 We remind the reader that our statistics are generated hdttsame
intrinsic source field, i.e. at a fixed redshift= 9. Since present-day simu-
lations cannot accurately simulate the redshift evolutbfy, this is the
cleanest way of extracting statistics on reionization,eesly given that
the ionization topology at fixedy; is almost independent of redshift in
this range|(McQuinn et al. 2007). Unfortunately, the reaivdrse is un-
cooperative on this point, and thus observations of thewifft stages of
reionization must necessarily be from different redshifts

We attempt to approximately remove the Poisson component
of the clustering statistics from the excess probabilityshiptract-
ing the second term in ed.](9). However, it is not immediatddyi-
ous that this statistic is completely independent of the IndiBhber
density. Hence it is intriguing to probe the robustness efdbem-
ing overlap of theV = 2 curves of different mass scales in Fig] 10.
To this end, we recreated thdi, = 1.67 x 10'° My, N = 2
curve from Fig[ID forrur < 0.77, by randomly choosing halos in
order to keep the number density constant (i.e. equal toutrder
density atzyr = 0.77, as we had for the long-dashed curve in the
right panel of Fig[P). We find that the excess probability aams
fairly unchanged atyu: > 0.5, seemingly suggesting that oyP
statistic is robust (not very sensitive to the LAE numbersifg.
The excess probability falls off more rapidly & < 0.5 (where
the excess clustering signature is weaker) than in our E[@0dr
though it is not clear if this trend is statistically signiitt since
the error bars become large in this regime. Thus, our prapdge
statistic does appear to be relatively robust to the intiinember
density, although the particularly close match in fiie= 2 curves
of Figure[10 may be somewhat coincidental.

In Figure[11, we show the survey characteristics required to
detect this excess probability, assuming = 2 and 3’ cubical
cells. Specifically, we requirA P — no > 0 for a no detection,
where AP is our derived value from Fig._10 anglis the uncer-
tainty on the measured value &P in the given survey volume.
Solid and dotted curves correspondM,in = 1.67 x 10'° and
3.68 x 10'° My, respectively. In the bottom panel, we show the
total number of cells containing galaxies that must be alesbn
order to detect the effect at thes3{top curve) and 2¢ (bottom
curve) level. It is nearly independent of halo mass at higher raéutr
fractions, because this integrated clustering measurendisponly
weakly on the characteristics of the underlying halo pojparta(see
the discussion above). Interestingly, a reasonably stdetection
requires only several tens of galaxy detections, with tlgired
source count decreasing as: increases. This is becaugeP is
large compared to the raw probability of detecting two nbigh
ing galaxies and increases as the ionized regions get snidiis
indicates the power of the counts-in-cell approach: theactum-
ber density of objects decreases4yb over this range, but this is
compensated by the increased probability. Many other ambes
to clustering, such as the power spectrum, would lose $étsih
this range because of the rarity of the sources.

The top panel shows the corresponding survey volumes that
must be observed to detect this many galaxies. (Of courseinth
creases rapidly with the mass threshold, even thahghdoes not,
because the probability of having = 1 is much smaller for rarer
sources.) We can see that a survey volume of 6 (R)° Mpc? is
required to detect the enhanced clustering:at ~ 0.5-0.8, with
a 2o (3-0) accuracy andmi, = 1.67 x 10'° M, sensitivity. If
the survey depth is only one cell deep, this corresponds ¢vexal
square degree survey at least. A deep, blind survey subgrdch
a region may be difficult in the foreseeable future, givenrtioal-
est FoVs of forthcoming near-IR instruments. However, tloelest
number of cells that actually contain sources suggestsatisaal-
low but wide survey to identify extremely bright candidatés-
lowed by deep followup with a large telescope to search fiotéa
neighbors, may be a viable strategy. Moreover, ifithe Stadk e
(2007) candidates are truly at= 9 and correspond to halos with
M§109M@, detecting large numbers of sources may be much
easier than our conservative estimates suggest. This iadwan-
tage of counts-in-cells over the power spectrum, which isemo
model-dependent in such unconventional survey strategies
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Figure9. The average two-point correlation function from €q. (8)asctions ofz 1. Curves correspond @68 x 1010 M (dotted), and1.67 x 1010 Mg
(short-dashed). The long-dashed curve in the right panel shows the sanmiguas the short-dashed curve, but in a scenario in whiéhis held constant at
the number density found witbyr = 0.77. The dot-dashed curve in the right panel is generated asguifj,;, = 1.67 x 1010 M), but by selecting only

the most massive halos with number density fixed by the valagia= 0.77.
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Figure 10. Excess probability (over that in an ionized universe noizedl to the same number density of LAES) that a FoV containirigast one LAE will
contain N or more LAEs. Panels correspond to FoVio§’ x 1.5’ (left) and3’ x 3’ (right). Solid and dotted curves assumg,;, = 1.67 x 10'° and
3.68 x 1010 M, respectively. Thick and thin curves corresponde= 2 and 3, respectively. Error bars indicate the Poisson uncertainty on thg = 2,

Myin = 1.67 x 1010 M,;,, curves.

Throughout our discussion, we have used somewhat arbitrary detect three-point clusteringithout reionization, assuming that a

cell sizes, as surveys can be broken down into small celksrfaly-
sis, and the optimal choice will depend on the charactesistf the
particular survey. However, in the absence of spectrosdofiow-
up, the LAE redshift might only be localized to the width of@n
row band filter. This sets a minimum cell size in the LOS ditt
With this in mind, in Fig[I2, we plot the same in-cell stdtistas
in Fig.[11, but extending the LOS axis of the cells to correspo
to a narrow band filter witl(R = A/AX ~ 100. Comparing to
Fig.[13, the required number of cells and survey volume asze
by less than a factor of 2. Essentially, so long as the cells are not
so long that random, distant neighbors overwhelm the reitn
clustering, cells of any radial size can be used without atsunial
increase in the survey requirements.

As mentioned previously, counts-in-cells (and specificallr
AP statistic) can make use of higher-order correlations. ¢iEs,
we plot the same statistics as in Higl 11, but using clugesfrthe
N = 3 term. Interestingly, at least for low-mass halos, meagurin
this term is no more difficult than measuring the two-poiittist
tic. These higher-order correlations have not yet beentifiezhin
the context of reionization, so we also show (with the datheal
curve) the requirements (assumif@,i, = 1.67 x 10'° My) to

(© 0000 RAS, MNRASD00, 000-000

survey probes all halos above a given mass threshold, naedab
the same number density. (In other words, this is the reoging to
detect three point clustering from just gravitational aislity; for
this nearly gaussian random field it contains little moreiinfation
than the power spectrum itself.) Thé = 3 term is much weaker
in this case and requires a considerably larger survey tcunea
Thus, detection of this three-point term may provide poulestip-
port for any detection of reionization-induced clustering

Note that we have ignored foreground contamination here.
This is likely a serious issue in any survey, but the detdif®ie-
ground removal depend on the survey specifics. Hence we idefer
to future works, more focused on particular surveys.

As mentioned previously, stochasticity in the<> M map-
ping, and secondary effects on the detectability of the lipe,
such as galactic winds and gas infall, can in principle affae
details of our counts in-cell estimates above. We defer eotigh
study of such effects to future works involving numericahsla-
tions.
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Figure 11. Survey characteristics required to detect the excessecingt
probability due to reionization (ef] 9) assuming,;, = 1.67 x 100

Mg (solid curves) and3.68 x 100 M (dotted curves), and N = 2.
The top panel shows the survey volume required fer @ep curve) and

2-0 (bottom curve) detections; the bottom panel shows the corresponding
number of cells that actually contain galaxies.
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Figure 12. Same as Fid_11, but with a cell size typical of narrow band
LAE surveys, withR = A\/AX ~ 100.
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Figure 13. Same as Fid._11, but witl = 3. The dot-dashed curve is
generated assuming/,i, = 1.67 x 100 Mg, but by selecting only the
most massive halos, normalized to the same number densiach ;.

6 CONCLUSIONS

In this work, we investigate the use of LAEs in constraining
reionization atz ~ 9. We generate 9 halo, velocity and
density fields in a 250 Mpc “semi-numerical” simulation box
(Mesinger & Furlanetip 200/7a). Our excursion-set appradickvs

us to resolve halos with massas > 2.2 x 10° M. We construct
ionization topologies corresponding to various valuesf.

As a first step, we generate damping wingrLgptical depth
distributions for the halos in our simulations. As expectad more
massive halos have narrower distributions with smaller rmesa
sorption, though the distributions become weaker funstiafrhalo
mass as reionization progresses. We show that these digirib
are roughly lognormal but are broader and have a smaller mean
than purely analytic predictions.

Using therp distributions, we generate = 9 LAE lumi-
nosity functions for various values @fr. Constrainingzur with
luminosity functions is difficult due to the many uncertéstinher-
ent in the host halo mass Ly« luminosity mapping. However, we
show that applying a very conservative mapping to the numéer
sities of the_Stark et al. (2007) sample yieltgi(z = 9) < 0.7.
More fundamentally, these LAE number densities, if genuire
quire substantial star formation in halos witli < 10° M, mak-
ing them unique among the current sample of observed higih-
jects.

The topology of reionization increases the apparent alingte
of the observed LAESs, aside from merely suppressing theirar
densities. We investigate the detectability of this sigratusing
“counts-in-cell” statistics, which are more robust thae trower-
spectrum at studying such non-gaussian fields and (as ateegr
measures) are more straightforward to interpret in the fewce
limit. We find that the likelihood of observingiore than one LAE
among the subset of fields which contain LAES>30% greater
in a universe withtygr > 0.5 than in an ionized universe with the
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same LAE number density. We show that this effect can be tigtec
atz ~ 9 with just a few tens o8’ cubical cells containing galaxies,

regardless of the underlying host halo mass.
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Fan X., Strauss M. A., Becker R. H., White R. L., Gunn J. E., gm&. R.,
Richards G. T., Schneider D. P., Brinkmann J., Fukugita M0& AJ,
132, 117

Counts-in-cells is only one approach to clustering, and it Fermnandez E. R., Komatsu E., 2007, ArXiv e-prints, 706

has advantages and disadvantages compared to the more nommo

power spectrum (or correlation function) approach (Mc@uéhal.
2007). The latter accounts for the detailed scale depeedeitte
clustering enhancement (and so in principle provides iméiion
on the ionization field; Furlanetto et/al. 2006) but does noluide
higher-order corrections to the clustering. Moreoverusitpower

Furlanetto S. R., Hernquist L., Zaldarriaga M., 2004, MNRA&54, 695
Furlanetto S. R., McQuinn M., Hernquist L., 2006, MNRAS, 3635
Furlanetto S. R., Zaldarriaga M., Hernquist L., 2004, AAB,6L
Furlanetto S. R., Zaldarriaga M., Hernquist L., 2006, MNRA&65, 1012
Gardner J. P., et al., 2006, Space Science Reviews, 123, 485
Gnedin N. Y., 2000, ApJ, 542, 535

Gunn J. E., Peterson B. A., 1965, ApJ, 142, 1633

spectrum measurements require a large number of sources to b Haiman Z., 2002, ApJ, 576, L1

detected and are relatively unforgiving of ad hoc survewntstr

gies, such as deep followup, which may be required when ssurc

are rare. The small FoVs of planned near-IR instrument&toer
make such measurements difficult at high redshifts.

By contrast, our counts-in-cells approach offers veryeliit-
formation on the scale dependence of the ionization fieldvéver,
it does include non-gaussianities, which become impogarly in
reionization €xr 2> 0.5). We explicitly showed, for the first time,
that reionization induces non-gaussianities in the gatiisyribu-
tion that should be separable from structure formationeast in

the deep survey limit. As a result, our signature becomesemor

powerful earlier in the reionization process, more than pem
sating for the declining apparent number density of LAEsldb
places very few constraints on the survey geometry, bectdugse

fields need not be contiguous (and in fact, to compensateofor ¢

mic variance, probably should not be). An ideal strategy trayjo
identify particularly bright candidate objects with a wicdallow
survey. Then, one can follow up these candidates with deefeer
grations to confirm their identity and search for faintergdiors.

Given that only a few tens of sources must be followed-up ¢ pr

vide interesting constraints, such a strategy would reqeiatively
modest telescope resources.

We are grateful to D. Eisenstein for suggesting countseitsc

as a probe of LAE clustering. We thank D. Stark for providing

his observed number densities0f- 9 candidate LAEs. We also

thank M. McQuinn, D. Stark, and the anonymous referee fqu-hel

ful comments on this manuscript. This research was suppbbrte
NSF-AST-0607470.
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