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Abstract

Let G be a group generated by a finite setS and equipped with the associated left-invariant word
metricdG. For a Banach spaceX let α∗X(G) (respectivelyα#

X(G)) be the supremum over allα ≥ 0 such
that there exists a Lipschitz mapping (respectively an equivariant mapping)f : G → X andc > 0 such
that for all x, y ∈ G we have‖ f (x) − f (y)‖ ≥ c · dG(x, y)α. In particular, theHilbert compression expo-
nent(respectively theequivariant Hilbert compression exponent) of G is α∗(G) ≔ α∗L2

(G) (respectively
α#(G) ≔ α#

L2
(G)). We show that ifX has modulus of smoothness of power typep, thenα#

X(G) ≤ 1
pβ∗(G) .

Hereβ∗(G) is the largestβ ≥ 0 for which there exists a set of generatorsS of G andc > 0 such that for
all t ∈ N we haveE

[
dG(Wt, e)

] ≥ ctβ, where{Wt}∞t=0 is the canonical simple random walk on the Cayley
graph ofG determined byS, starting at the identity element. This result is sharp whenX = Lp, general-
izes a theorem of Guentner and Kaminker [20], and answers a question posed by Tessera [37]. We also
show that ifα∗(G) ≥ 1

2 thenα∗(G ≀ Z) ≥ 2α∗(G)
2α∗(G)+1 . This improves the previous bound due to Stalder and

Valette [36]. We deduce that if we writeZ(1) ≔ Z andZ(k+1) ≔ Z(k) ≀ Z thenα∗(Z(k)) = 1
2−21−k , and use

this result to answer a question posed by Tessera in [37] on the relation between the Hilbert compression
exponent and the isoperimetric profile of the balls inG. We also show that the cyclic lamplighter groups
C2 ≀Cn embed intoL1 with uniformly bounded distortion, answering a question posed by Lee, Naor and
Peres in [26]. Finally, we use these results to show that edgeMarkov type need not imply Enflo type.

1 Introduction

Let G be a finitely generated group1. Fix a finite set of generatorsS ⊆ G, which we will always assume
to be symmetric (i.e.s ∈ S ⇐⇒ s−1 ∈ S). Let dG be the left-invariant word metric induced byS on G.
Given a Banach spaceX let α∗X(G) denote the supremum over allα ≥ 0 such that there exists a Lipschitz
mapping f : G → X and c > 0 such that for allx, y ∈ G we have‖ f (x) − f (y)‖ ≥ c · dG(x, y)α. For
p ≥ 1 we writeα∗Lp

(G) = α∗p(G) and whenp = 2 we writeα∗2(G) = α∗(G). The parameterα∗(G) is called
theHilbert compression exponentof G. This quasi-isometric group invariant was introduced by Guentner
and Kaminker in [20]. We refer to the papers [20, 11, 3, 14, 37,2, 36, 13] and the references therein for
background on this topic and several interesting applications.

Analogously to the above definition, one can consider theequivariant compression exponentα#
X(G), which

is defined exactly asα∗X(G) with the additional requirement that the embeddingf : G → X is equivariant

∗Research supported in part by NSF grants CCF-0635078 and DMS-0528387.
†Research supported in part by NSF grant DMS-0605166.
1In this paper all groups are assumed to be infinite unless stated otherwise.
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(see Section 2 for the definition). As above, we introduce thenotationα#
p(G) = α#

Lp
(G) andα#(G) = α#

2(G).

Clearlyα#
X(G) ≤ α∗X(G). In the Hilbertian case, whenG is amenable we haveα∗(G) = α#(G). This was

proved by by Aharoni, Maurey and Mityagin [1] (see also Chapter 8 in [9]) whenG is Abelian, and by
Gromov for general amenable groups (see [14]).

The modulus of uniform smoothness of a Banach spaceX is defined forτ > 0 as

ρX(τ) = sup

{
‖x+ τy‖ + ‖x− τy‖

2
− 1 : x, y ∈ X, ‖x‖ = ‖y‖ = 1

}
. (1)

X is said to be uniformly smooth if limτ→0
ρX(τ)
τ
= 0. Furthermore,X is said to have modulus of smoothness

of power typep if there exists a constantK such thatρX(τ) ≤ Kτp for all τ > 0. It is straightforward to
check that in this case necessarilyp ≤ 2. A deep theorem of Pisier [31] states that ifX is uniformly smooth
then there exists some 1< p ≤ 2 such thatX admits an equivalent norm which has modulus of smoothness
of power typep. For concreteness we note thatLp has modulus of smoothness of power type min{p, 2}. See
Section 2 for more information on this topic.

Defineβ∗(G) to be the supremum over allβ ≥ 0 for which there exists a symmetric set of generatorsS of G
andc > 0 such that for allt ∈ N,

E
[
dG(Wt, e)

] ≥ ctβ, (2)

where here, and in what follows,{Wt}∞t=0 is the canonical simple random walk on the Cayley graph ofG
determined byS, starting at the identity elemente. In [4] Austin, Naor and Peres used the method of
Markov typeto show that ifG is amenable andX has modulus of smoothness of power typep then

α∗X(G) ≤ 1
pβ∗(G)

. (3)

Our first result, which is proved in Section 2, establishes the same bound as (3) for the equivariant compres-
sion exponentα#

X(G), even whenG is not necessarily amenable.

Theorem 1.1. Let X be a Banach space which has modulus of smoothness of power type p. Then

α#
X(G) ≤ 1

pβ∗(G)
. (4)

Since whenG is amenableα∗(G) = α#(G), Theorem 1.1 is a generalization of (3) whenX = L2.

A theorem of Guentner and Kaminker [20] states that ifα#(G) > 1
2 thenG is amenable. Since for a non-

amenable groupG we haveβ∗(G) = 1 (see [25, 43]), Theorem 1.1 implies the Guentner-Kaminkertheorem,
while generalizing it to non-Hilbertian targets (when the target spaceX is a Hilbert space our method yields a
very simple new proof of the Guentner-Kaminker theorem—seeRemark 2.6). Note that both known proofs
of the Guentner-Kaminker theorem, namely the original proof in [20] and the new proof discovered by de
Cornulier, Tessera and Valette in [14], rely crucially on the fact thatX is a Hilbert space. It follows in
particular from Theorem 1.1 that for 2≤ p < ∞, if α#

p(G) > 1
2 thenG is amenable. This is sharp, since in

Section 2 we show that for the free group on two generatorsF2, for every 2≤ p < ∞ we haveα#
p(F2) = 1

2.
This answers a question posed by Tessera (see Question 1.6 in[37]).
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Theorem 1.1 isolates a geometric property (uniform smoothness) of the target spaceX which lies at the heart
of the phenomenon discovered by Guentner and Kaminker. Our proof is a modification of the martingale
method developed by Naor, Peres, Schramm and Sheffield in [28] for estimating the speed of stationary
reversible Markov chains in uniformly smooth Banach spaces. This method requires several adaptations in
the present setting since the random walk{Wt}∞t=0 is not stationary—we refer to Section 2 for the details.

Given two groupsG andH, the wreath productG ≀ H is the group of all pairs (f , x) where f : H → G has
finite support (i.e.f (z) = eG for all but finitely manyz ∈ H) andx ∈ H, equipped with the product

( f , x)(g, y) ≔
(
z 7→ f (z)g(x−1z), xy

)
.

If G is generated by the setS ⊆ G andH is generated by the setT ⊆ H thenG ≀ H is generated by the set
{(eGH , t) : t ∈ T} ∪ {(δs, eH) : s∈ S}. Unless otherwise stated we will always assume thatG ≀H is equipped
with the word metric associated with this canonical set of generators (although in most cases our assertions
will be independent of the choice of generators).

The behavior of the Hilbert compression exponent under wreath products was investigated in [3, 37, 36, 4].
In particular, Stalder and Valette proved in [36] that

α∗(G ≀ Z) ≥ α∗(G)
α∗(G) + 1

. (5)

Here we obtain the following improvement of this bound:

Theorem 1.2. For every finitely generated group we have,

α∗(G) ≥ 1
2
=⇒ α∗(G ≀ Z) ≥ 2α∗(G)

2α∗(G) + 1
, (6)

and

α∗(G) ≤ 1
2
=⇒ α∗(G ≀ Z) = α∗(G). (7)

We refer to Theorem 3.3 for an analogous bound forαp(G ≀ Z), as well as a more general estimate for
αp(G ≀ H). In addition to improving (5), we will see below instances in which (6) is actually an equality. In
fact, we conjecture that (6) holds as an equality for every amenable groupG.

Èrshler [17] (see also [34]) proved thatβ∗(G ≀ Z) ≥ 1+β∗(G)
2 . More generally, in Section 6 we show that

β∗(G ≀ H) ≥
{ 1+β∗(G)

2 if H has linear growth,
1 otherwise.

(8)

Since ifG is amenable thenG ≀ Z is also amenable (see e.g. [30, 24]) it follows that for an amenable group
G,

α∗(G ≀ Z) ≤ 1
1+ β∗(G)

. (9)

Corollary 1.3. If G is amenable andα∗(G) = 1
2β∗(G) then

α∗(G ≀ Z) =
1

2β∗(G ≀ Z)
=

2α∗(G)
2α∗(G) + 1

.
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In particular, if we define iteratively G(1) ≔ G and G(k+1) ≔ G(k) ≀ Z, then for all k≥ 1,

α∗(G(k)) =
2k−1α∗(G)

(2k − 2)α∗(G) + 1
.

Corollary 1.3 follows immediately from Theorem 1.2 and the bound (9). Additional results along these lines
are obtained in Section 4; for example (see Remark 3.4) we deduce thatα∗

(
Z ≀ Z

2
)
=

1
2.

For r ∈ N let J(r) be the smallest constantJ > 0 such that for everyf : G→ R which vanishes outside the
ball B(e, r) ≔ {x ∈ G : dG(x, e) ≤ r}, we have


∑

x∈G
f (x)2


1/2

≤ J ·

∑

x∈G

∑

s∈S
| f (sx) − f (x)|2


1/2

.

Let a∗(G) be the supremum over alla ≥ 0 for which there existsc > 0 such that for allr ∈ N we have
J(r) ≥ cra. Tessera proved in [37] thatα∗(G) ≥ a∗(G) and asked if it is true thatα∗(G) = a∗(G) for every
amenable groupG (see Question 1.4 in [37]). Corollary 1.3 implies that the answer to this question is
negative. Indeed, Corollary 1.3 implies that the amenable group (Z ≀ Z) ≀ Z satisfies

α∗
(
(Z ≀ Z) ≀ Z

)
=

4
7

yet a∗
(
(Z ≀ Z) ≀ Z

) ≤ 1
2
. (10)

In fact, the ratio a∗(G)/α∗(G) can be arbitrarily small, since if we denoteZ(1) ≔ Z andZ(k+1) ≔ Z(k) ≀Z then
for k ≥ 2,

α∗(Z(k)) =
1

2− 21−k
yet a∗(Z(k)) ≤

1
k− 1

. (11)

To prove (11), and hence also its special case (10), note thatthe assertion in (11) aboutα∗(Z(k)) is a conse-
quence of Corollary 1.3. To prove the upper bound on a∗(Z(k)) in (11) we note that ifG is a finitely generated
group such that the probability of return of the standard random walk{Wt}∞t=0 satisfies

P[Wt = e] ≤ exp
(−Ctγ

)
(12)

for someC, γ ∈ (0, 1) and allt ∈ N, then

a∗(G) ≤ 1− γ
2γ

. (13)

This implies (11) since Pittet and Saloff-Coste [32] proved that for allk ≥ 2 there existsc,C > 0 such that
for G = Z(k) we have for allt ≥ 1

exp
(
−Ct

k−1
k+1

(
log t

) 2
k+1

)
≤ P [Wt = e] ≤ exp

(
−ct

k−1
k+1

(
log t

) 2
k+1

)
. (14)

The bound (13) is essentially known. Indeed, assume thatJ(r) ≥ cra for everyr ≥ 1. Following the notation
of Coulhon [12], forv ≥ 1 letΛ(v) denote the largest constantΛ ≥ 0 such that for allΩ ⊆ G with |Ω| ≤ v,
every f : G→ R which vanishes outsideΩ satisfies

Λ ·
∑

x∈G
f (x)2 ≤

∑

x∈G

∑

s∈S
| f (sx) − f (x)|2.
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Since forr ≥ 2 we have|B(e, r)| ≤ |S|r , it follows immediately from the definitions thatJ(r)2 ≤ 1
Λ(|S|r ) .

Theorem 7.1 in [12] implies that there exists a constantK > 0 such that ifeKtγ ≥ |S| then,

t ≥
∫ eKtγ

|S|

dv
vΛ(v)

=

∫ Ktγ
log |S|

1

log |S|
Λ(|S|r )dr ≥ log |S|

∫ Ktγ
log |S|

1
J(r)2dr

≥ c2 log |S|
∫ Ktγ

log |S|

1
r2adr =

c2 log |S|
(2a+ 1)


(

Ktγ

log |S|

)2a+1

− 1

 .

Letting t →∞ it follows that (2a+ 1)γ ≤ 1, implying (13).

Remark 1.4. In [37] Tessera asserted that if the opposite inequality to (12) holds true, i.e. if we have
P[Wt = e] ≥ exp(−Ktγ) for someγ ∈ (0, 1), K > 0, and everyt ≥ 1, then a∗(G) ≥ 1− γ. Unfortunately, this
claim is false in general.2 Indeed, if it were true, then using (14) we would deduce that

a∗
(((
Z ≀ Z

)
≀ Z

)
≀ Z

)
= a∗(Z(4)) ≥

2
5
,

but from (11) we know that a∗(Z(4)) ≤ 1
3. On inspection of the proof of Proposition 7.2 in [37] we see that the

argument given there actually yields the lower bound a∗(G) ≥ 1−γ
2 (note the squares in the first equation of

the proof of Proposition 7.2 in [http://arxiv.org/abs/math/0603138v3]). Thus, the original argument
presented in [37] to establish the lower bound a∗(Z ≀Z) ≥ 2

3 only proves that a∗(Z ≀Z) ≥ 1
3. Nevertheless, the

lower bound of23, which was used crucially in [4], is correct, as follows fromour Theorem 1.2. After the
present paper was posted and sent to Tessera, he replaced theoriginal argument in [37] for the lower bound
α∗(Z ≀ Z) ≥ 2

3 by a correct argument, along the same lines as our proof of Theorem 1.2. ⊳

In Section 4 we show that the cyclic lamplighter groupC2 ≀ Cn admits a bi-Lipschitz embedding intoL1

with distortion independent ofn (here, and in what followsCn denotes the cyclic group of ordern). This
answers a question posed in [26] and in [5]. In Section 5 we usethe notion of Hilbert space compression
to show thatZ ≀ Z has edge Markov typep for any p < 4

3, but it does not have Enflo typep for any p > 1.
We refer to Section 5 for the relevant definitions. This result shows that there is no metric analogue of the
well known Banach space phenomenon “equal norm Rademacher type p implies Rademacherp′ for every
p′ < p” (see [38]). Finally, in Section 7 we present several open problems that arise from our work.

2 Equivariant compression and random walks

In what follows we will use≍ and., & to denote, respectively, equality or the corresponding inequality up
to some positive multiplicative constant.

Let X be a Banach space. We denote the group of linear isometric automorphisms ofX by Isom(X). Fix a
homomorphismπ : G → Isom(X), i.e. an action ofG on X by linear isometries. A functionf : G → X is
called a 1-cocycle with respect toπ if for every x, y ∈ G we havef (xy) = π(x) f (y) + f (x). The space of all
1-cocycles with respect toπ is denotedZ1(G, π). Equivalently, f ∈ Z1(G, π) if and only if v 7→ π(x)v+ f (x)
is an action ofG on X by affine isometries. A functionf : G → X is called a 1-cocycle if there exists a

2This remark concerns the versionhttp://arxiv.org/abs/math/0603138v3 of [37]; after we informed the author of this
mistake, it was corrected in later versions of [37] .
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homomorphismπ : G → Isom(X) such thatf ∈ Z1(G, π). A mappingψ : G → X is called equivariant
if it is given by the orbit of a vectorv ∈ X under an affine isometric action ofG on X, or equivalently
ψ(x) = π(x)v + f (x) for some homomorphismπ : G → Isom(X) and f ∈ Z1(G, π). Note that since the
function x 7→ π(x)v is bounded, the compression exponents ofψ and f coincide. Therefore in order to
bound the equivariant compression exponent ofG in X it suffices to study the growth rate of 1-cocycles.

Recall the definition (1) of the modulus of uniform smoothness ρX(τ), and thatX is said to have modulus of
smoothness of power typep if there exists a constantK such thatρX(τ) ≤ Kτp for all τ > 0. By Proposition
7 in [8], X has modulus of smoothness of power typep if and only if there exists a constantS > 0 such that
for everyx, y ∈ X

‖x+ y‖p + ‖x− y‖p ≤ 2‖x‖p + 2Sp ‖y‖p. (15)

The infimum over allS for which (15) holds is called thep-smoothness constant ofX, and is denotedSp(X).

It was shown in [8] (see also [18]) thatS2(Lp) ≤
√

p− 1 for 2≤ p < ∞ andSp(Lp) ≤ 1 for 1≤ p ≤ 2 (the
order of magnitude of these constants was first calculated in[21]).

Our proof of Theorem 1.1 is based on the following inequality, which is of independent interest. Its proof is
a modification of the method that was used in [28] to study the Markov type of uniformly smooth Banach
spaces.

Theorem 2.1. Let X be a Banach space with modulus of smoothness of power type p, and assume that
f : G→ X is a1-cocycle. Then for every time t∈ N,

E
[‖ f (Wt)‖p

] ≤ Cp(X)t · E [‖ f (W1)‖p] ,

where Cp(X) =
22pSp(X)p

2p−1−1 .

Theorem 2.1 shows that images of{Wt}∞t=0 under 1-cocycles satisfy an inequality similar to the Markov type
inequality (note thatf (W0) = f (e) = f (e · e) = π(e) f (e) + f (e) = 2 f (e), whencef (e) = 0). We stress that
one cannot apply Markov type directly in this case because ofthe lack of stationarity of the Markov chain
{ f (Wt)}∞t=0. We overcome this problem by crucially using the fact thatf is a 1-cocycle.

Before proving Theorem 2.1 we show how it implies Theorem 1.1.

Proof of Theorem 1.1.Observe that (4) is trivial ifα#
X(G) ≤ 1

p (sinceβ∗(G) ≤ 1). So, we may assume that

α#(G) > 1
p. Fix 1

p ≤ α < α#
X(G) and 0< β < β∗(G). Then there exists a 1-cocyclef : G→ X satisfying

x, y ∈ G =⇒ dG(x, y)α . ‖ f (x) − f (y)‖ . dG(x, y).

In addition we know thatE [dG(Wt, e)] & tβ. An application of Theorem 2.1 yields

E
[‖ f (Wt)‖p

]
. tE

[‖ f (W1)‖p] = tE
[‖ f (W1) − f (e)‖p] . tE

[
dG(W1, e)p]

= t. (16)

On the other hand, sincepα ≥ 1 we may use Jensen’s inequality to deduce that

E
[‖ f (Wt)‖p

]
= E

[‖ f (Wt) − f (e)‖p] & E [
dG(Wt, e)pα] ≥ (

E [dG(Wt, e)]
)pα
& tpαβ. (17)

Combining (16) and (17), and lettingt → ∞, implies thatpαβ ≤ 1, as required. �
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Remark 2.2. Theorem 1.1 is optimal for the class ofLp spaces. Indeed letF2 denote the free group on two
generators. We claim that for everyp ≥ 1,

α#
p(F2) = max

{
1
2
,

1
p

}
. (18)

Observe that since (trivially)β∗(F2) = 1, Theorem 1.1 implies thatα#
p(F2) ≤ max

{
1
2,

1
p

}
. In the reverse

direction Guentner and Kaminker [20] gave a simple construction of an equivariant mappingf : F2 → Lp

satisfying‖ f (x) − f (y)‖p ≥ dF2(x, y)1/p for all x, y ∈ F2. This implies (18) for 1≤ p ≤ 2. The casep ≥ 2
follows from Lemma 2.3 below. ⊳

Lemma 2.3. For every finitely generated group G and every p≥ 1 we haveα#
p(G) ≥ α#

2(G).

Proof. In what follows we denote the standard orthonormal basis ofℓ2(C) by (ej)∞j=1. Let γ denote the

standard Gaussian measure onC. Consider the countable productΩ ≔ Cℵ0, equipped with the product
measureµ ≔ γℵ0. Let H denote the subspace ofL2(Ω, µ) consisting of all linear functions. Thus, if we
consider the coordinate functionsg j : Ω→ C given byg(z1, z2, . . .) = zj thenH is the space of all functions
h : Ω→ C of the formh =

∑∞
j=1 a jg j , where the sequence (a j )∞j=1 ⊆ C satisfies

∑∞
j=1 |a j |2 < ∞, i.e. (a j )∞j=1 ∈

ℓ2(C). Note that we are using here the standard probabilistic fact (see [15]) that
∑∞

j=0 a jg j converges almost

everywhere, and has the same distribution as
(∑∞

i=1 |ai |2
)1/2

g1 (since {g j}∞j=1 are i.i.d. standard complex
Gaussian random variables). This fact also implies that forevery unitary operatorU : ℓ2(C)→ ℓ2(C),

Uz≔


∞∑

k=1

〈Uek, ej〉zj



∞

k=1

∈ Ω,

is well defined for almostz ∈ Ω, and thereforeU can be thought of as a measure preserving automorphism
U : Ω→ Ω (we are slightly abusing notation here, but this will not create any confusion).

Fix a unitary representationπ : G→ Isom
(
ℓ2(C)

)
and a cocyclef ∈ Z1(G, π) which satisfies

x, y ∈ G =⇒ dG(x, y)α . ‖ f (x) − f (y)‖ℓ2(C) . dG(x, y). (19)

For x ∈ G and h ∈ Lp(Ω, µ) define π̃(x)h ∈ Lp(Ω, µ) by π̃(x)h(z) = h(π(x)z). By the above reasoning,
sinceπ(x) is a measure preserving automorphism of (Ω, µ), π̃(x) is a linear isometry ofLp(Ω, µ), and hence
π̃ : G → Isom

(
Lp(Ω, µ)

)
is a homomorphism. Note that since all the elements ofH have a Gaussian

distribution, all of their moments are finite. HenceH ⊆ Lp(Ω, π). We can therefore definẽf : G→ Lp(Ω, µ)
by f̃ (x) ≔

∑∞
j=1〈 f (x), ej〉g j ∈ H ⊆ Lp(Ω, µ). It is immediate to check that̃f ∈ Z1(G, π̃) and that for every

x, y ∈ G we have
∥∥∥∥ f̃ (x) − f̃ (y)

∥∥∥∥
Lp(Ω,µ)

= ‖g1‖Lp(Ω,µ) · ‖ f (x) − f (y)‖ℓ2(C). Hence f̃ satisfies (19) as well. �

Remark 2.4. Lemma 2.3 actually establishes the following fact: there exists a measure space (Ω, µ) and
a subspaceH ⊆ ⋂

p≥1 Lp(Ω, µ) which is closed inLp(Ω, µ) for all 1 ≤ p < ∞ and such that theLp(Ω, µ)
norm restricted toH is proportional to theL2(Ω, µ) norm. For any groupG, any unitary representation
π : G → Isom(H) can be extended to a homomorphism̃π : G → Isom

(
Lp(Ω, µ)

)
. The spaceH is widely

used in Banach space theory, and is known as theGaussian Hilbert space. The above corollary about the
extension of group actions was previously noted in [6] underthe additional restriction that 1< p < 2Z, as a
simple corollary of an abstract extension theorem due to Hardin [22] (alternatively this is also a corollary of
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the classical Plotkin-Rudin theorem [33, 35]). Lemma 2.3 shows that no restriction onp is necessary, while
the theorem of Hardin used in [6] does require the above restriction on p. The key point here is the use of
the particular subspaceH ⊆ Lp(Ω, µ) for which unitary operators have a simple explicit extension to a linear
isometric automorphism ofLp(Ω, µ) for any 1≤ p < ∞. ⊳

We shall now pass to the proof of Theorem 2.1. We will use uniform smoothness via the following famous
inequality due to Pisier [31] (for the explicit constant below see Theorem 4.2 in [28]).

Theorem 2.5(Pisier). Fix 1 < p ≤ 2 and let{Mk}nk=0 ⊆ X be a martingale in X. Then

E
[‖Mn − M0‖p

] ≤
Sp(X)p

2p−1 − 1
·

n−1∑

k=0

E
[‖Mk+1 − Mk‖p

]
.

Proof of Theorem 2.1.By assumptionf (x) ∈ Z1(G, π) for some homomorphismπ : G → Isom(X). Let
{σk}∞k=1 be i.i.d. random variables uniformly distributed overS. Then fort ≥ 1 Wt has the same distribution
as the random productσ1 · · ·σt.

For everyt ≥ 1 the following identity holds true:

2 f (Wt) =
t∑

j=1

π
(
Wj−1

)
f
(
σ j

)
−

t∑

j=1

π
(
Wj

)
f
(
σ−1

j

)
. (20)

We shall prove (20) by induction ont. Note that everyx ∈ G satisfies 0= f (e) = f
(
x−1 · x

)
= π(x)−1 f (x) +

f
(
x−1

)
, i.e. f (x) = −π(x) f

(
x−1

)
. This implies (20) whent = 1. Hence, assuming the validity of (20) fort

we can use the identity 2f (xy) = 2 f (x) + π(x) f (y) − π(xy) f
(
y−1

)
to deduce that

2 f (Wt+1) = 2 f (Wtσt+1)

= 2 f (Wt) + π(Wt) f (σt+1) − π(Wt+1) f
(
σ−1

t+1

)

=

t∑

j=1

π
(
Wj−1

)
f
(
σ j

)
−

t∑

j=1

π
(
Wj

)
f
(
σ−1

j

)
+ π(Wt) f (σt+1) − π(Wt+1) f

(
σ−1

t+1

)

=

t+1∑

j=1

π
(
Wj−1

)
f
(
σ j

)
−

t+1∑

j=1

π
(
Wj

)
f
(
σ−1

j

)
,

proving (20).

Define

Mt ≔

t∑

j=1

π
(
Wj−1

) (
f
(
σ j

)
− v

)
=

t∑

j=1

π
(
σ1 · · ·σ j−1

) (
f
(
σ j

)
− v

)
,

and

Nt ≔

t∑

j=1

π
(
W−1

t Wj

) (
f
(
σ−1

j

)
− v

)
=

t∑

j=1

π
(
σ−1

t · · ·σ−1
j+1

) (
f
(
σ−1

j

)
− v

)
,
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wherev≔ E
[
f (W1)

] ∈ X. Note that sinceS is symmetric,σ−1
j has the same distribution asσ j, and therefore

Nt has the same distribution asMt. Moreover, (20) implies that 2f (Wt) = Mt − π(Wt)Nt − v+ π(Wt)v. Since
π(Wt) is an isometry, we deduce that

2p
E

[‖ f (Wt) ‖p
] ≤ 4p−1

E
[‖Mt‖p

]
+ 4p−1

E
[‖Nt‖p

]
+ 2 · 4p−1‖v‖p

= 2 · 4p−1
E

[‖Mt‖p
]
+ 2 · 4p−1

∥∥∥E [
f (W1)

]∥∥∥p ≤ 2 · 4p−1
E

[‖Mt‖p
]
+ 2 · 4p−1

E
[‖ f (W1)‖p] . (21)

Note that for everyt ≥ 1,

E

[
Mt

∣∣∣σ0, . . . , σt−1

]
= E


t∑

j=1

π
(
σ0 · · ·σ j−1

) (
f
(
σ j

)
− v

) ∣∣∣∣σ0, . . . , σt−1



= Mt−1 + π (σ0 · · ·σt−1)
(
E

[
f
(
σ j

)]
− v

)
= Mt−1,

Hence{Mk}∞k=0 is a martingale with respect to the filtration induced by{σk}∞k=0. By theorem 2.5,

E
[‖Mt‖p

] ≤
Sp(X)p

2p−1 − 1
·

t−1∑

k=0

E
[‖Mk+1 − Mk‖p

]
=

t−1∑

k=0

E
[‖ f (σk) − v‖p]

≤
Sp(X)p

2p−1 − 1
· t2p−1 (

E
[‖ f (W1)‖p] + ‖v‖p) ≤

2pSp(X)p

2p−1 − 1
· tE [‖ f (W1)‖p] . (22)

Combining (21) and (22) completes the proof of Theorem 2.1. �

Remark 2.6. When the target spaceX is Hilbert space one can prove Theorem 1.1 via the following simpler
argument. Using the notation in the proof of Theorem 2.1 we see that for eacht ∈ N the random vari-
ablesW−1

t = σ
−1
t · · ·σ−1

1 andW−1
t W2t = σt+1 · · ·σ2t are independent and have the same distribution asWt.

ThereforeY1 ≔ f
(
W−1

t

)
andY2 ≔ f

(
W−1

t W2t

)
= π

(
W−1

t

)
f (W2t) + f

(
W−1

t

)
are i.i.d., and hence satisfy

E

[
‖ f (W2t)‖2

]
= E

[∥∥∥∥π
(
W−1

t

)
f (W2t)

∥∥∥∥
2]
= E

[
‖Y1 − Y2‖2

]
= E

[
‖Y1‖2 − 2〈Y1,Y2〉 + ‖Y2‖2

]

= 2E
[
‖ f (Wt)‖2

]
− 2

∥∥∥E [
f (Wt)

]∥∥∥2 ≤ 2E
[
‖ f (Wt)‖2

]
.

By induction it follows that for everyk ∈ N,

E

[∥∥∥ f
(
W2k

)∥∥∥2
]
≤ 2k
E

[
‖ f (W1)‖2

]
.

This implies Theorem 1.1, and hence also the Guentner-Kaminker theorem [20], by arguing exactly as in
the conclusion of the proof of Theorem 1.1. ⊳

3 The behavior ofLp compression under wreath products

Given two groupsG,H let LG(H) denote the wreath productG ≀H where the set of generators ofG is taken
to beG \ {e} (i.e. any two distinct elements ofG are at distance 1 from each other). With this definition it is
immediate to check (see for example the proof of Lemma 2.1 in [5]) that

( f , i), (g, j) ∈ LG(Z) =⇒ dLG(Z)
(
( f , i), (g, j)

) ≍ |i − j| +max
{|k| + 1 : f (k) , g(k)

}
. (23)

The caseG = C2 corresponds to the classical lamplighter group onH.
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Lemma 3.1. For every group G we haveα∗
(
LG(Z)

)
= 1.

Proof. As shown by Tessera in [37],α∗(C2 ≀Z) = 1 (we provide an alternative explicit embedding exhibiting
this fact in Section 4 below). Therefore for everyα ∈ (0, 1) there is a mappingθ : C2 ≀ Z→ L2 satisfying

(x, i), (y, j) ∈ C2 ≀ Z =⇒ dC2≀Z

(
(x, i), (y, j)

)α
. ‖θ(x, i) − θ(y, j)‖2 . dC2≀Z

(
(x, i), (y, j)

)
. (24)

Let {εz}z∈G be i.i.d. {0, 1} valued Bernoulli random variables, defined on some probability space (Ω, P). For
every f : Z → G define a random mappingε f : Z → C2 by ε f (k) = ε f (k). We now define an embedding
F : LG(Z)→ L2(Ω, L2) by

F( f , i) ≔ θ(ε f , i).

Fix ( f , i), (g, j) ∈ LG(Z) and letkmax ∈ Z satisfy f (kmax) , g(kmax) and |kmax| = max
{|k| : f (k) , g(k)

}
.

Then

‖F( f , i) − F(g, j)‖2L2(Ω,L2) = E
[
‖θ(ε f , i) − θ(εg, j)‖22

] (24)
. E

[
dC2≀Z

(
(ε f , i), (εg, j)

)2]

(23)≍ E
[(
|i − j| +max

{|k| + 1 : ε f (k) , εg(k)
})2

]
≤

[
(|i − j| + |kmax| + 1)2

] (23)≍ dLG(Z)
(
( f , i), (g, j)

)2
.

In the reverse direction note that sincef (kmax) , g(kmax) with probability 1
2 we haveε f (kmax) , εg(kmax).

Therefore

‖F( f , i) − F(g, j)‖2L2(Ω,L2) = E
[
‖θ(ε f , i) − θ(εg, j)‖22

] (24)
& E

[
dC2≀Z

(
(ε f , i), (εg, j)

)2α]

(23)≍ E
[(
|i − j| +max

{|k| + 1 : ε f (k) , εg(k)
})2α

]
&

[
(|i − j| + |kmax| + 1)2α

] (23)≍ dLG(Z)
(
( f , i), (g, j)

)2α
.

This completes the proof of Lemma 3.1. �

Remark 3.2. In [37] Tessera shows that ifH has volume growth of orderd then

α∗
(
LG(H)

) ≥ 1
d
. (25)

Note that Tessera makes this assertion forLF(H), whereF is finite (see Section 5.1 in [37], and specifically
Remark 5.2 there). But, it is immediate from the proof in [37]that the constant factors in Tessera’s embed-
ding do not depend on the cardinality ofF, and therefore (25) holds in full generality. Observe that (25) is
a generalization of Lemma 3.1, but we believe that the argument in Lemma 3.1 which reduces the problem
to the caseG = C2 is of independent interest.

The caseH = Z2 in (25) can be proved via the following explicit embedding. For simplicity we describe it
whenG = C2. Fix 0 < α < 1

2 and let
{
vy,r,g : y ∈ Z2, r ∈ N ∪ {0}, g : y+ [−r, r]2 → {0, 1}, g . 0

}

be an orthonormal system of vectors inL2. For simplicity we also writevy,r,0 = 0. defineψ : C2≀Z
2→ R2⊕L2

by

ψ( f , x) = x⊕


∑

y∈Z2\{x}

∞∑

r=0

max{1− 2r/‖x− y‖∞, 0}

‖x− y‖
3
2−2α
∞

vy,r, f↾y+[−r,r]2

 .

An elementary (though a little tedious) case analysis showsthatψ is Lipschitz and has compressionα. ⊳
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The following theorem, in combination with Lemma 3.1, contains Theorem 1.2 as a special case (note
that (7) follows from (26) since clearlyα∗(G ≀ H) ≤ α∗(G)).

Theorem 3.3. Let G,H be groups and p≥ 1. Then

min
{
α∗p(G), α∗p

(
LG(H)

)} ≥ 1
p
=⇒ α∗p(G ≀ H) ≥

pα∗p(G)α∗p(LG(H))

pα∗p(G) + pα∗p
(
LG(H)

) − 1
,

and

min
{
α∗p(G), α∗p

(
LG(H)

)} ≤ 1
p
=⇒ α∗p(G ≀ H) ≥ min

{
α∗p(G), α∗p

(
LG(H)

)}
. (26)

Proof. We shall start with some useful preliminary observations. Let (X, dX) be a metric space,p ≥ 1, and
let Ω be a set. We denote byℓp(Ω,X) the metric space of all finitely supported functionsf : Ω → X,
equipped with the metric

dℓp(Ω,X)( f , g) ≔


∑

ω∈Ω
dX

(
f (ω), g(ω)

)p



1/p

.

It is immediate to verify that for every (f , x), (g, y) ∈ G ≀ H we have

dG≀H
(
( f , x), (g, y)

) ≍ dLG(H)
(
( f , x), (g, y)

)
+ dℓ1(H,G)( f , g). (27)

Indeed, it suffices to verify the equivalence (27) when (g, y) is the identity element (e, e) of G ≀ H. In this
case (27) simply says that in order to move from (e, e) to ( f , x) one needs to visit the locationsz ∈ H where
f (z) , e, and in each of these locations one must move withinG from e to the appropriate group element
f (z) ∈ G.

Another basic fact that we will use is that for every (f , x), (g, y) ∈ G ≀ H,
∣∣∣{z ∈ H : f (z) , g(z)}

∣∣∣ ≤ dLG(H)
(
( f , x), (g, y)

)
. (28)

Once more, this fact is entirely obvious: in order to move inLG(H) from ( f , x) to (g, y) once must visit all
the locations wheref andg differ.

We shall now proceed to the proof of Theorem 3.3. Fixa < α∗p(G) andb < α∗p
(
LG(H)

)
. Then there exists a

functionψ : G→ Lp such that

u, v ∈ G =⇒ dG(u, v)a . ‖ψ(u) − ψ(v)‖p . dG(u, v). (29)

We also know that there exists a functionφ : LG(H)→ Lp which satisfies

u, v ∈ LG(H) =⇒ dLG(H)(u, v)b . ‖φ(u) − φ(v)‖p . dLG(H)(u, v). (30)

Define a functionF : G ≀ H → Lp ⊕ ℓp(H, Lp) by

F( f , x) ≔ φ( f , x) ⊕ (ψ ◦ f ) .

11



Fix ( f , x), (g, y) ∈ G ≀ H and denotem ≔ dLG(H)
(
( f , x), (g, y)

)
andn ≔ dℓ1(H,G)( f , g). We know from (27)

thatdG≀H
(
( f , x), (g, y)

) ≍ m+ n. Now,

‖F( f , x) − F(g, y)‖p =
‖φ( f , x) − φ(g, y)‖pp +

∑

z∈H
‖ψ( f (z)) − ψ(g(z))‖pp



1/p

≤ ‖φ( f , x) − φ(g, y)‖p +
∑

z∈H
‖ψ( f (z)) − ψ(g(z))‖p

(29)∧(30)
. m+ n ≍ dG≀H

(
( f , x), (g, y)

)
.

In the reverse direction we have the lower bound

‖F( f , x) − F(g, y)‖p
(29)∧(30)
&

m
bp
+

∑

z∈H
dG( f (z), g(z))ap



1/p

. (31)

If ap≤ 1 then
∑

z∈H dG( f (z), g(z))ap ≥ (∑
z∈H dG( f (z), g(z))

)ap
= nap and (31) implies that

‖F( f , x) − F(g, y)‖p &
(
mbp
+ nap

)1/p
& (m+ n)min{a,b} & dG≀H

(
( f , x), (g, y)

)min{a,b}
. (32)

Assume thatap> 1. It follows from (28) that
∣∣∣{z ∈ H : f (z) , g(z)}

∣∣∣ ≤ m. Thus, using Hölder’s inequality,
we see that

∑

z∈H
dG( f (z), g(z))ap ≥ 1

map−1


∑

z∈H
dG( f (z), g(z))



ap

=
nap

map−1
. (33)

Note thatmbp
+

nap

map−1 ≥ n
abp2

ap+bp−1 , which follows by considering the casesm ≥ n
ap

ap+bp−1 andm ≤ n
ap

ap+bp−1

separately. Hence,

‖F( f , x) − F(g, y)‖p
(31)∧(33)
&

(
mbp
+

nap

map−1

)1/p

& max
{
mb, n

abp
ap+bp−1

}

& (m+ n)min
{
b, abp

ap+bp−1

}
≍ dG≀H

(
( f , x), (g, y)

)min
{
b, abp

ap+bp−1

}
. (34)

Note that whenap> 1, if b ≤ abp
ap+bp−1 thenbp≤ 1. Therefore (32) and (34) imply Theorem 3.3. �

Remark 3.4. Theorem 3.3, in combination with Remark 3.2 and the results of Section 6 below, imply that
if G is amenable andH has quadratic growth then

α∗(G ≀ H) = min

{
1
2
, α∗(G)

}
. (35)

Thus, in particular,

α∗
(
C2 ≀ Z

2
)
= α∗

(
Z ≀ Z

2
)
=

1
2
.

To see (35) note that by Theorem 6.1 in Section 6 we haveβ∗(G ≀ H) = 1. Using (3) we deduce that
α∗(G ≀H) ≤ 1

2, and the inequalityα∗(G ≀H) ≤ α∗(G) is obvious. The reverse inequality in (35) is a corollary
of Theorem 3.3 and Remark 3.2. ⊳
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4 Embedding the lamplighter group into L1

In this section we show that the lamplighter group on then-cycle,C2 ≀ Cn, embeds intoL1 with distortion
independent ofn. This implies via a standard limiting argument that alsoC2 ≀ Z embeds bi-Lipschitzly into
L1. We present two embeddings ofC2≀Cn into L1. Our first embedding is a variant of the embedding method
used in [5]. In [5] there is a detailed explanation of how suchembeddings can be discovered by looking
at the irreducible representations ofC2 ≀ Cn. The embedding below can be motivated analogously, and we
refer the interested reader to [5] for the details. Here we just present the resulting embedding, which is very
simple. Our second embedding is motivated by direct geometric reasoning rather than the “dual” point of
view in [5].

In what follows we slightly abuse the notation by considering elements (x, i) ∈ C2 ≀ Cn as an indexi ∈ Cn

and a subsetx ⊆ Cn. For the sake of simplicity we will denote the metric onC2 ≀ Cn by ρ. The metricdCn

will denote the canonical metric on then-cycleCn. It is easy to check (see Lemma 2.1 in [5]) that

(x, j), (y, ℓ) ∈ C2 ≀Cn =⇒ ρ
(
(x, j), (y, ℓ)

) ≍ dCn( j, k) + max
k∈x△y

(dCn(0, k) + 1). (36)

First embedding of C2 ≀ Cn into L1. We denote byα : Cn → Cn the shiftα( j) = j + 1. Let us writeI
for the family of all arcs (i.e. connected subsets) ofCn of length⌊n/3⌋ (of which there aren). We define an
embeddingf : C2 ≀Cn→

⊕
I∈I

⊕
A⊆I ℓ1(Cn) by

f (x, j) ≔
⊕

I∈I

⊕

A⊆I

(
(−1)|A∩α

k(x)| ·
1I (k+ j) + n1Cn\I (k+ j)

n22n/3

)

k∈Cn

.

It is immediate to check that the metric onC2≀Cn given by‖ f (x, j)− f (x′, j′)‖1 isC2≀Cn-invariant. Therefore
it suffices to show that‖ f (x, j) − f (∅, 0)‖1 ≍ ρ

(
(x, j), (∅, 0)

)
for all (x, j) ∈ C2 ≀Cn.

Now,

‖ f (x, j) − f (∅, 0)‖1 ≍
∑

I∈I

∑

A⊆I



∣∣∣{k ∈ Cn : 1I (k) + 1I (k+ j) = 1}
∣∣∣

n2n/3
+

∑

k∈Cn

|A∩αk(x)| odd

1I (k) + n1Cn\I (k)

n22n/3



≍ dCn(0, j) +
1

n22n/3

∑

I∈I

∑

k∈Cn

∣∣∣{A ⊆ I : |A∩ αk(x)| odd}
∣∣∣ · (1I (k) + n1Cn\I (k)

)

≍ dCn(0, j) +
1

n2

∑

I∈I

∑

k∈Cn

I∩αk(x),∅

(
1I (k) + n1Cn\I (k)

)
. (37)

It suffices to prove the Lipschitz condition‖ f (x, j)− f (∅, 0)‖1 . ρ
(
(x, j), (∅, 0)

)
for the generators ofC2 ≀Cn,

i.e. when (x, j) ∈ {
({0}, 0), (∅, 1)

}
. This follows immediately from (37) since when (x, j) = (∅, 1) then the

second summand in (37) is empty, and therefore‖ f (∅, 1)− f (∅, 0)‖1 ≍ 1 = ρ
(
(∅, 1), (∅, 0)

)
, and

‖ f ({0}, 0)− f (∅, 0)‖1 ≍
1

n2

∑

I∈I

∑

k∈I

(
1I (k) + n1Cn\I (k)

) ≍ 1 . ρ
(
({0}, 0), (∅, 0)

)
.
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To prove the lower bound‖ f (x, j)− f (∅, 0)‖1 & ρ
(
(x, j), (∅, 0)

)
suppose thatℓ ∈ x is a point ofx at a maximal

distance from 0 inCn. By considering only the terms in (37) for whichαk(ℓ) ∈ I we see that

‖ f (x, j) − f (∅, 0)‖1 & dCn(0, j) +
1

n2

∑

I∈I

∑

k∈α−ℓ(I)

(
1I (k) + n1Cn\I (k)

)

≍ dCn(0, j) +
1

n2

∑

I∈I

∣∣∣I ∩ α−ℓ(I )
∣∣∣ + 1

n

∑

I∈I

∣∣∣α−ℓ(I ) \ I
∣∣∣ & dCn(0, j) +

(
1+ dCn(0, ℓ)

)
& ρ ((x, j), (∅, 0)) .

This completes the proof thatf is bi-Lipschitz withO(1) distortion. �

Remark 4.1. Fix s∈ (1/2, 1) and consider the embeddingf : C2 ≀Cn→
⊕

I∈I
⊕

A⊆I ℓ2(Cn) given by

f (x, j) ≔
⊕

I∈I

⊕

A⊆I

(−1)|A∩α
k(x)| ·

1I (k+ j) +
√

n · [dCn(k + j, I )
]s− 1

2

n2n/6


k∈Cn

.

Arguing similarly to [5] (and the above) shows thatρ(u, v)s . ‖ f (u) − f (v)‖2 . ρ(u, v) for all u, v ∈ C2 ≀Cn,
where the implied constants are independent ofn. By a standard limiting argument it follows thatα∗(C2≀Z) =
1. This fact was first proved by Tessera in [37] via a different approach. ⊳

Second embedding ofC2 ≀ Cn into L1. Let J be the set of all arcs inCn. In what follows forJ ∈ J we
let J◦ denote the interior ofJ. Let {vJ,A : J ∈ J , A ⊆ J} be disjointly supported unit vectors inL1. Define
f : C2 ≀Cn→ C ⊕ L1 by

f (x, j) ≔
(
ne

2πi j
n

)
⊕


1
n

∑

J∈J
1{ j<J◦}vJ,x∩J

 .

As before, since the metric onC2 ≀Cn given by‖ f (x, j) − f (x′, j′)‖1 is C2 ≀Cn-invariant, it suffices to show
that‖ f (x, j) − f (∅, 0)‖1 ≍ ρ

(
(x, j), (∅, 0)

)
for all (x, j) ∈ C2 ≀Cn. Now,

‖ f (x, j) − f (∅, 0)‖1 ≍ dCn(0, j) +
1
n

∑

J∈J

∥∥∥1{ j<J◦}vJ,x∩J − 1{0<J◦}vJ,∅
∥∥∥

1

= dCn(0, j) +
1
n

∑

J∈J
x∩J=∅

∣∣∣1{ j<J◦} − 1{0<J◦}
∣∣∣ + 1

n

∑

J∈J
x∩J,∅

(
1{ j<J◦} + 1{0<J◦}

)
. (38)

We check the Lipschitz condition for the generators (∅, 1) and ({0}, 0) as follows:

‖ f (∅, 1)− f (∅, 0)‖1
(38)≍ 1+

1
n

∣∣∣∣
{
J ∈ J :

∣∣∣{0, 1} ∩ J◦
∣∣∣ = 1

}∣∣∣∣ ≍ 1 = ρ
(
(∅, 1), (∅, 0)

)
,

and

‖ f ({0}, 0)− f (∅, 0)‖1
(38)≍ 1

n

∣∣∣{J ∈ J : 0 ∈ J \ J◦
}∣∣∣ ≍ 1 = ρ

(
({0}, 0), (∅, 0)

)
.

Hence‖ f (x, j) − f (∅, 0)‖1 . ρ
(
(x, j), (∅, 0)

)
for all (x, j) ∈ C2 ≀Cn.
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To prove the lower bound‖ f (x, j)− f (∅, 0)‖1 & ρ
(
(x, j), (∅, 0)

)
suppose thatℓ ∈ x is a point ofx at a maximal

distance from 0 inCn. Then

‖ f (x, j)− f (∅, 0)‖1
(38)
& dCn(0, j)+

1
n

∑

J∈J
ℓ∈J

(
1{ j<J◦} + 1{0<J◦}

)
≍ dCn(0, j)+

1
n

∣∣∣{J ∈ J : ℓ ∈ J ∧ {0, j} \ J◦ , ∅}
∣∣∣

& dCn(0, j) +
(ℓ + 1)(n− ℓ)

n
≍ dCn(0, j) + dCn(0, ℓ) + 1 ≍ ρ((x, j), (∅, 0)

)
, (39)

Where in (39) we used the fact that the intervals
{
[a, b] : a ∈ {0, . . . , ℓ}, b ∈ {ℓ, . . . , n− 1}} do not contain 0

in their interior, but do containℓ. �

Remark 4.2. A separable metric space embeds with distortionD into Lp if and only if all its finite subsets
do. Therefore our embeddings forC2 ≀Cn into L1 imply thatC2 ≀Z admits a bi-Lipschitz embedding intoL1.
This can also be seen via the explicit embeddingF(x, j) ≔ j ⊕ (

ψ(x, j) − ψ(0, 0)
)
, where

F(x, j) ≔
∑

k≥ j

v[k,∞),x∩[k,∞) +

∑

k≤ j

v(−∞,k],x∩(−∞,k] ,

and{vJ,A : J ∈ {[k,∞)}k∈Z ∪ {(−∞, k]}k∈Z, A ⊆ J} are disjointly supported unit vectors inL1. ⊳

5 Edge Markov type need not imply Enflo type

A Markov chain{Zt}∞t=0 with transition probabilitiesai j ≔ P(Zt+1 = j | Zt = i) on the state space{1, . . . , n} is
stationaryif πi ≔ P(Zt = i) does not depend ont and it isreversibleif πi ai j = π j a ji for everyi, j ∈ {1, . . . , n}.
Given a metric space (X, dX) andp ∈ [1,∞), we say thatX hasMarkov type pif there exists a constantK > 0
such that for every stationary reversible Markov chain{Zt}∞t=0 on{1, . . . , n}, every mappingf : {1, . . . , n} → X
and every timet ∈ N,

E
[
dX( f (Zt), f (Z0))p] ≤ Kp t E

[
dX( f (Z1), f (Z0))p]. (40)

The least suchK is called the Markov typep constant ofX, and is denotedMp(X). Similarly, givenD > 0 we
let M≤D

p (X) denote the least constantK satisfying (40) with the additional restriction thatdX ( f (Z0), f (Z1)) ≤
D holds pointwise. We callM≤D

p (X) the D-bounded increment Markov typep constant ofX. Finally, if
(X, dX) is an unweighted graph equipped with the shortest path metric then theedge Markov type pconstant
of X, denotedMedge

p (X), is the least constantK satisfying (40) with the additional restriction thatf (Z0) f (Z1)
is an edge (pointwise).

The fact thatL2 has Markov type 2 with constant 1, first noted by K. Ball [7], follows from a simple spectral
argument (see also inequality (8) in [28]). Since forp ∈ [1, 2] the metric space

(
Lp, ‖x− y‖p/22

)
embeds

isometrically intoL2 (see [42]), it follows thatLp has Markov typep with constant 1. Forp > 2 it was
shown in [28] thatLp has Markov type 2 with constantsO

(√
p
)
. We refer to [28] for a computation of the

Markov type of various additional classes of metric spaces.

A metric space (X, dX) is said to haveEnflo type pif there exists a constantK such that for everyn ∈ N and
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every f : {−1, 1}n→ X,

E
[
dX( f (ε), f (−ε))p]

≤ Tp
n∑

j=1

E

[
dX

(
f (ε1, . . . , ε j−1, ε j , ε j+1, . . . , εn), f (ε1, . . . , ε j−1,−ε j , ε j+1, . . . , εn)

)p]
, (41)

where the expectation is with respect to the uniform measureon {−1, 1}n. In [29] it was shown that Markov
type p implies Enflo typep. We define analogously to the case of Markov type the notions of bounded
increment Enflo type and edge Enflo type.

The notions of Enflo type and Markov type were introduced as non-linear analogues of the fundamental
Banach space notion ofRademacher type. We refer to [16, 10, 7, 29, 27, 28] and the references thereinfor
background on this topic and many applications. In Banach space theory the notion analogous to bounded
increment Markov type is known asequal norm Rademacher type. It is well known (see [38]) that for
Banach spaces equal norm Rademacher type 2 implies Rademacher type 2 and that for 1< p < 2 equal
norm Rademacher typep implies Rademacher typeq for every q < p (but is does notgenerally imply
Rademacher typep). It is natural to ask whether the analogous phenomenon holds true for the above metric
analogues of Rademacher type. Here we show that this is not the case.

It follows from Theorem 1.2 thatα∗(Z ≀ Z) ≥ 2
3. Therefore for every 0< α < 2

3 there is a mapping
F : Z ≀ Z→ L2 such that

x, y ∈ Z ≀ Z =⇒ dZ≀Z(x, y)α . ‖F(x) − F(y)‖2 . dZ≀Z(x, y).

Fix a stationary reversible Markov chain{Zt}∞t=0 on {1, . . . , n} and a mappingf : {1, . . . , n} → Z ≀ Z such
thatdZ≀Z ( f (Z0), f (Z1)) ≤ D holds pointwise. Using the fact thatL2 has Markov type 2 with constant 1 we
deduce that

E

[
dZ≀Z

(
f (Zt), f (Z0)

)2α
]
. E

[
‖F ◦ f (Zt) − F ◦ f (Z0)‖22

]
≤ t E

[
‖F ◦ f (Z1) − F ◦ f (Z0)‖22

]

. t E
[
dZ≀Z

(
f (Z1), f (Z0)

)2]
. D2(1−α)t E

[
dZ≀Z

(
f (Z1), f (Z0)

)2α]
.

Thus
M≤D

2α (Z ≀ Z) . D1−α.

In particularZ ≀ Z hasD-bounded increment Markov typep and edge Markov typep for everyp < 4
3.

On the other hand we claim thatZ ≀Z does not have Enflo typep for any p > 1. This is seen via an argument
that was used by Arzhantseva, Guba and Sapir in [3]. Fixn ∈ N and definef : {−1, 1}n→ Z ≀ Z by

f (ε1, . . . , εn) ≔


2n∑

j=n+1

ε j−nnδ j , 0

 , (42)

whereδ j is the delta function supported atj. Then for everyε ∈ {−1, 1}n,

dZ≀Z
(
f (ε), f (−ε)) ≍ n2 (43)

and for everyj ∈ {1, . . . , n},

dZ≀Z
(
f (ε1, . . . , ε j−1, ε j , ε j+1, . . . , εn), f (ε1, . . . , ε j−1,−ε j , ε j+1, . . . , εn)

)
≍ n. (44)

Therefore ifZ ≀Z has Enflo typep, i.e. if (41) holds true, then for everyn ∈ N we haven2p . np+1, implying
that p ≤ 1. �
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6 A lower bound onβ∗(G ≀ H)

In this section we shall prove (8), which is a generalizationof Èrshler’s work [17]. Namely, we will prove
the following theorem:

Theorem 6.1. Let G and H be finitely generated groups. If H has linear growth(or equivalently, by Gro-
mov’s theorem [19], H has a subgroup of finite index isomorphic to Z) thenβ∗(G ≀ H) ≥ 1+β∗(G)

2 . For all
other finitely generated groups H we haveβ∗(G ≀ H) = 1.

Assume thatG is generated by a finite symmetric setSG ⊆ G andH is generated by a finite symmetric set
SH ⊆ H. We also leteG, eH denote the identity elements ofG andH, respectively. Giveng1, g2 ∈ G and
h ∈ H define a mappingf h

g1,g2
: H → G by

f h
g1,g2

(x) ≔



g1 if x = eH ,

g2 if x = h,
eG otherwise.

It is immediate to check that the set

SG≀H ≔
{
f h
g1,g2

: g1, g2 ∈ SG andh ∈ SH

}

is symmetric and generatesG ≀ H.

From now on, we will assume that the metrics onG, H and G ≀ H are induced bySG, SH and SG≀H,
respectively. Analogously we shall denote by

{
WG

k

}∞
k=0

,
{
WH

k

}∞
k=0

and
{
WG≀H

k

}∞
k=0

the corresponding random
walks, starting at the corresponding identity elements.

Theorem 6.2. Assume that for someβ ∈ [0, 1] we have

E

[
dG

(
WG

n , eG

)]
& nβ, (45)

where the implied constant may depend on SG. If H has linear growth then

E

[
dG≀H

(
WG≀H

n , eG≀H

)]
& n

1+β
2 . (46)

If H has quadratic growth then

E

[
dG≀H

(
WG≀H

n , eG≀H

)]
&

n

(1+ logn)1−β . (47)

If the random walk
{
WH

n

}∞
n=0

is transient then

E

[
dG≀H

(
WG≀H

n , eG≀H

)]
& n. (48)

The implied constants in(46), (47)and (48)may depend on SG and SH.

Theorem 6.1 is a consequence of Theorem 6.2 since by Varopoulos’ celebrated result [39, 41] (which relies
on Gromov’s growth theorem [19]. See [24] and [43] for a detailed discussion), the three possibilities in
Theorem 6.2 are exhaustive for infinite finitely generated groupsH. In the case when the random walk on
H is transient, Theorem 6.2 was previously proved by Kaı̆manovich and Vershik in [24].

The following lemma will be used in the proof of Theorem 6.2.
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Lemma 6.3. Define for n∈ N,

ψH(n) ≔



√
n if H has linear growth,

1+ logn if H has quadratic growth,
1 otherwise.

Then

E

[∣∣∣∣
{
0 ≤ k ≤ n : WH

k = eH

}∣∣∣∣
β
]
& ψH(n)β, (49)

and

E

[∣∣∣WH
[0,n]

∣∣∣
]
&

n
ψH(n)

, (50)

where WH
[0,n] ≔

{
WH

0 , . . . ,W
H
n

}
.

Proof. By a theorem of Varapoulos [40, 41] (see also [23] and Theorem4.1 in [43]) for everyk ≥ 0,

P

[
WH

k = eH

]
+ P

[
WH

k+1 = eH

]
≍


1√
k+1

if H has linear growth,
1

k+1 if H has quadratic growth,
(51)

and if H has super-quadratic growth then
∑∞

k=1 P
[
WH

k = eH

]
< ∞. Hence, if we denote

Xn ≔

∣∣∣∣
{
0 ≤ k ≤ n : WH

k = eH

}∣∣∣∣ =
n∑

k=0

1{WH
k =eH }

then it follows that

E [Xn] =
n∑

k=0

P

[
WH

k = eH

] (51)≍ ψH(n). (52)

To prove (49) note that

E

[
X2

n

]
=

n∑

i, j=0

P

[
WH

i = eH ∧ WH
j = eH

]
≤ 2

n∑

i=0

n−i∑

k=0

P

[
WH

i = eH

]
· P

[
WH

k = eH

]
≤ 2(E [Xn])2 (52)≍ ψH(n)2.

Using Hölder’s inequality we deduce that

ψH(n) ≍ E [Xn] = E

[
X

β

2−β
n · X

2−2β
2−β

n

]
≤

(
E

[
Xβ

n

]) 1
2−β

(
E

[
X2

n

]) 1−β
2−β
.

(
E

[
Xβ

n

]) 1
2−β
ψH(n)

2−2β
2−β .

This simplifies toE
[
Xβ

n

]
& ψH(n)β, which is precisely (49).

We now pass to the proof of (50). For everyk ∈ {1, . . . , n} denote byV1, . . . ,Vk the firstk elements ofH that
were visited by the walk

{
WH

j

}∞
j=0

. Write

Yk ≔

∣∣∣∣
{
0 ≤ j ≤ n : WH

j ∈ {V1, . . . ,Vk}
}∣∣∣∣ .
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Then

E [Yk] =
k∑

j=1

E

[∣∣∣∣
{
0 ≤ j ≤ n : WH

j = V j

}∣∣∣∣
]
≤ k

n∑

r=0

P

[
WH

r = eH

] (51)≍ kψH(n).

Therefore for everyk ∈ N,

P

[∣∣∣WH
[0,n]

∣∣∣ ≤ k
]
≤ P [Yk ≥ n] ≤ E [Yk]

n
.

kψH(n)
n

.

Hence we can choosek ≍ n
ψH (n) for whichP

[∣∣∣∣WH
[0,n]

∣∣∣∣ ≥ k
]
≥ 1

2, implying (50). �

Proof of Theorem 6.2.We may assume thatn ≥ 4. Let QH : G ≀ H → H be the natural projection, i.e.
QH( f , x) ≔ x. Also, for everyx ∈ H let Qx

G : G ≀ H → G be the projectionQx
G( f , y) ≔ f (x).

Fix n ∈ N. For everyh ∈ H denote

Th ≔

∣∣∣∣
{
0 ≤ k ≤ n : QH

(
WG≀H

k

)
= h

}∣∣∣∣ .

The set of generatorsSG≀H was constructed so that the random walk onG ≀ H can be informally described
as follows: at each step the “H coordinate” is multiplied by a random elementh ∈ SH. The “G coordinate”
is multiplied by a random elementg1 ∈ SG at the originalH coordinate of the walker, andalsoby a random
elementg2 ∈ SG (which is independent ofg1) at the newH coordinate of the walker. This immediately
implies that the projection

{
QH

(
WG≀H

k

)}∞
k=0

has the same distribution as
{
WH

k

}∞
k=0

. Moreover, conditioned

on {Th}h∈H and onQH

(
WG≀H

n

)
, if h ∈ H \

{
eH ,QH

(
WG≀H

n

)}
then the elementQh

G

(
WG≀H

n

)
∈ G has the same

distribution asWG
2Th

. If h ∈
{
eH ,QH

(
WG≀H

n

)}
andeH , QH

(
WG≀H

n

)
thenQh

G

(
WG≀H

n

)
has the same distribution

asWG
max{2Th−1,0}, and ifeH = QH

(
WG≀H

n

)
thenQh

G

(
WG≀H

n

)
has the same distribution asWG

2Th
.

These observations imply, using (45), that for everyh ∈ H we haveE
[
dG

(
Qh

G

(
WG≀H

n

)
, eG

)]
& E

[
Tβ

h

]
.

Writing Aℓ ≔
{
h =WH

ℓ
∧ h <WH

[0,ℓ−1]

}
we see that

E

[
Tβ

h

]
≥
⌊n/2⌋∑

ℓ=0

P(Aℓ) · E
[
Tβ

h

∣∣∣Aℓ
] (49)
≥
⌊n/2⌋∑

ℓ=0

P(Aℓ) · ψH(n/2)β = P
[
h ∈WH

[0,⌊n/2⌋]
]
ψH(n/2)β.

Hence,

E

[
dG≀H

(
WG≀H

n , eG≀H

)]
&

∑

h∈H
E

[
dG

(
Qh

G

(
WG≀H

n

)
, eG

)]
&

∑

h∈H
E

[
Tβ

h

]

& ψH (n)β
∑

h∈H
P

[
h ∈WH

[0,⌊n/2⌋]
]
= ψH(n)β · E

[∣∣∣WH
[0,⌊n/2⌋]

∣∣∣
] (50)
&

n

ψH(n)1−β .

This is precisely the assertion of Theorem 6.2. �

Remark 6.4. In [13] de Cornulier, Stalder and Valette show that ifG is a finite group then for everyp ≥ 1
we haveα#

p(G≀Fn) ≥ 1
p, whereFn denotes the free group onn ≥ 2 generators. Note that in combination with

Lemma 2.3 this implies that we actuallyα#
p(G ≀ Fn) ≥ max

{
1
p,

1
2

}
. This bound is sharp due to Theorem 1.1

and the fact thatβ∗(G ≀ Fn) = 1.
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In fact, we have the following stronger result: ifX is a Banach space with modulus of smoothness of
power typep, G is a nontrivial group, andH is a group whose volume growth is at least quadratic, then
α∗X(G ≀ H) ≤ 1

p. In particularα∗p(G ≀ F2) = max
{

1
p,

1
2

}
. To prove the above assertion note that it is enough

to deal with the caseG = C2. If H is amenable then by Theorem 6.1 we haveβ∗(C2 ≀ H) = 1, so that
the required result follows from the result of [4] and the fact that X has Markov typep [28]. If H is
nonamenable then it has exponential growth (see [30]). Thusγ ≔ limr→∞ |B(eH, r)|1/r > 1, whereB(x, r)
denotes the ball of radiusr centered atx in the word metric onH (note that the existence of the limit follows
from submultiplicativity). Fixδ ∈ (0, 1) such thatη ≔ (1−δ)2γ

1+δ > 1 and letk0 ∈ N be such that for allk ≥ k0

we have [(1− δ)γ]k ≤ |B(eH, k)| ≤ [(1 + δ)γ]k. Fork ≥ k0 let {x1, . . . , xN} be a maximal subset ofB(eH, 2k)
such that the balls{B(xi , k/2)}Ni=1 are disjoint. Maximality implies that the balls{B(xi, k)}Ni=1 coverB(x, 2k),
so that

[(1 + δ)γ]kN ≥ N|B(eH , k)| ≥
∣∣∣∣∣∣∣

N⋃

i=1

B(xi , k)

∣∣∣∣∣∣∣
≥ |B(eH, 2k)| ≥ [(1 − δ)γ]2k,

which simplifies to give the lower boundN ≥ ηk. Thusk . logN.

Fix α ∈ [0, 1] and assume thatF : C2 ≀ H → X satisfies

x, y ∈ C2 ≀ H =⇒ dC2≀H(x, y)α . ‖F(x) − F(y)‖ . dC2≀H(x, y).

Our goal is to prove thatα ≤ 1
p. For everyε = (ε1, . . . , εN) ∈ {−1, 1}N defineψε : H → C2 by ψε(xi) =

1+εi
2 ,

andψε(x) = 0 if x < {x1, . . . , xN}. Let f : {−1, 1}N → C2 ≀ H be given byf (ε) = ( fε, eH). It is immediate
to check that for allε, ε′ ∈ {−1, 1}N we havek

2‖ε − ε
′‖1 ≤ ‖ f (ε) − f (ε′)‖ ≤ 4k‖ε − ε′‖1. Metric spaces

with Markov typep also have Enflo typep [29], i.e. they satisfy (41). Thus we can apply the Enflo type
inequality (41) to the mappingF ◦ f : {−1, 1}N → X and deduce that (Nk)αp . Nkp. Consequently,
Nαp . Nkp . N(log N)p. Since the last inequality holds for arbitrarily largeN, we infer thatαp ≤ 1. ⊳

7 Discussion and further questions

In this section we discuss some natural questions that arisefrom the results obtained in this paper. We start
with the following potential converse to (3):

Question 7.1. Is it true that for every finitely generated amenable group G,

α∗(G) =
1

2β∗(G)
?

If true, Question 7.1, in combination with Corollary 1.3, would imply a positive solution to the following
question:

Question 7.2. Is it true that for every finitely generated amenable group G,

α∗(G ≀ Z) =
2α∗(G)

2α∗(G) + 1
?

Additionally, sinceβ∗(G) ≤ 1, a positive solution to Question 7.1 would imply a positivesolution to the
following question:
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Question 7.3. Is it true that for every finitely generated amenable group G,

α∗(G) ≥ 1
2

?

Using (27), and arguing analogously to Lemma 3.1 while usingtheL1 embedding ofC2 ≀Z in Section 4, we
have the following fact:

Lemma 7.4. If a finitely generated group G admits a bi-Lipschitz embedding into L1 then so does G≀ Z.

Question 7.5. Is it true that for every finitely generated amenable group G we haveα∗1(G) = 1?

Since the metric space
(
L1,

√
‖x− y‖1

)
embeds isometrically intoL2 (see [42]), a positive solution to Ques-

tion 7.5 would imply a positive solution to Question 7.3.

Our repertoire of groupsG for which we know the exact value ofα∗(G) is currently very limited. In partic-
ular, we do not know the answer to the following question:

Question 7.6.Does there exist a finitely generated amenable group G for whichα∗(G) is irrational? Does
there exist a finitely generated amenable group G for which2

3 < α
∗(G) < 1?

In [44] Yu proved that for every finitely generated hyperbolic groupG there exists a largep > 2 for which
α#

p(G) ≥ 1
p. In view of Theorem 1.1 it is natural to ask:

Question 7.7. Is it true that for every finitely generated hyperbolic groupG there exists some p≥ 1 for
whichα#

p(G) ≥ 1
2?

We do not know the value ofα∗p(Z ≀ Z) for 1 < p < 2. The following lemma contains some bounds for this
number:

Lemma 7.8. For every1 < p < 2,

p
2p− 1

≤ α∗p(Z ≀ Z) ≤ min

{
p+ 1
2p

,
4

3p

}
. (53)

Proof. The lower bound in (53) is an immediate corollary of Theorem 3.3. Sinceβ∗(Z ≀ Z) ≥ 3
4, the upper

boundα∗p(Z ≀ Z) ≤ 4
3p follows immediately from the results of [4] (or alternatively Theorem 1.1), using the

fact thatLp, 1 < p < 2, has Markov typep. The remaining upper bound is an application of the fact thatLp,
1 < p < 2, has Enflo typep, which is similar to an argument in [3]. Indeed, fix a mappingF : Z ≀ Z → Lp

such that
x, y ∈ Z ≀ Z =⇒ dZ≀Z(x, y)α . ‖F(x) − F(y)‖p . dZ≀Z(x, y).

Let f : {−1, 1}n → Z ≀ Z be as in (42). Plugging the bounds in (43) and (44) into the Enflo type p inequal-
ity (41) for the mappingF ◦ f : {−1, 1}n→ Lp, we see that for alln ∈ N we haven2pα . np+1, implying that
α ≤ p+1

2p . �

Question 7.9.Evaluateα∗p(Z ≀ Z) for 1 < p < 2.

We end with the following question which arises naturally from the discussion in Section 5:
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Question 7.10.Does there exist a finitely generated group G which has edge Markov type2 but does not
have Enflo type p for any p> 1?

We do not even know whether there exists a finitely generated groupG which has edge Markov type 2 but
does not have Markov type 2. Note that the results of Section 5imply that if 1< p < 4

3 then the metric space(
Z ≀ Z, dp/2

Z≀Z

)
has bounded increment Markov type 2, but does not have Enflo typeq for anyq > 2

p. However,
this metric is not a graph metric.
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