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Abstract
The far-zone flux of energy contains hereditary (tail) contributions that depend on the entire past history of

the source. Using the multipolar post-Minkowskian wave generation formalism, we propose and implement
a semi-analytical method in the frequency domain to computethese contributions from the inspiral phase of
a binary system of compact objects moving in quasi-elliptical orbits up to third post-Newtonian (3PN) order.
The method explicitly uses the quasi-Keplerian representation of elliptical orbits at 1PN order and exploits
the doubly periodic nature of the motion to average the 3PN fluxes over the binary’s orbit. Together with
the instantaneous (non-tail) contributions evaluated in acompanion paper, it provides crucial inputs for the
construction of ready-to-use templates for compact binaries moving on quasi-elliptic orbits, an interesting
class of sources for the ground based gravitational wave detectors such as LIGO and Virgo as well as space
based detectors like LISA.
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I. INTRODUCTION

The gravitational-wave (GW) energy flux from a system of two point masses in elliptic mo-
tion in the leading quadrupolar approximation (Newtonian order) was first obtained by Peters &
Mathews [1, 2]. Using the first post-Newtonian (1PN) order quasi-Keplerian representation of
the binary’s orbit [3], Blanchet & Schäfer [4] computed the1PN corrections to the above result
(confirming earlier work by Wagoner & Will [5]).1 Using the generalized quasi-Keplerian rep-
resentation of the 2PN motion [6, 7, 8], Gopakumar and Iyer [9] extended these results to 2PN
order and computed the ‘secular’ evolution of orbital elements under 2PN gravitational radiation-
reaction (4.5PN terms in the equations of motion). These constitute one of the basic inputs for
gravitational wave phasing of binaries in quasi-eccentricorbits in the adiabatic approximation.
All these works above relate to theinstantaneousterms in the phasing of gravitational waves.

The multipole moments describing GWs emitted by an isolatedsystem do not evolve indepen-
dently. They couple to each other and with themselves, giving rise to non-linear physical effects.
Consequently, starting at relative 1.5PN order, the above instantaneous terms in the flux must be
supplemented by the contributions arising from these non-linear multipole interactions. The lead-
ing multipole interaction is between the mass quadrupole moment I i j and the mass monopoleM
or Arnowitt, Deser and Misner (ADM) mass. It is associated with the non-linear effect of tails at
order 1.5PN, and is physically due to the backscatter of linear waves from the space-time curva-
ture generated by the total massM. Tails imply a non-locality in time since they are describedas
integrals depending on the history of the source from the remote past to the current retarded time.
They are thus appropriately referred to ashereditarycontributions by Blanchet & Damour [10, 11]
– terms non-local in time depending on the dynamics of the system in its entire past [11]. The most
detailed study of tails in this context [12, 13] is based on the multipolar post-Minkowskian formal-
ism [14, 15]. Up to 3PN order the hereditary terms comprise the dominant quadratic-order tails,
the quadratic-order memory integral [11, 16, 17, 18, 19] andthe cubic-order tails. The lattercubic
“monopole-monopole-quadrupole” interaction can be called “tails of tails” of GWs (see [12, 13]
for earlier references to the general topic of tails). In this paper we set up a general theoretical
framework to compute the hereditary contributions for binaries moving in elliptical orbits and
apply it to evaluateall the tail contributions contained in the 3PN accurate GW energy flux.

For the instantaneous terms in the energy flux, explicit closed form analytical expressions can
be given in terms of dynamical variables related to relativevelocity and relative separation. Con-
sequently, these expressions can be conveniently averagedin the time domain over an orbit using
their quasi-Keplerian representation. For the hereditarycontributions on the other hand one can
only write down formal analytical expressions as integralsover the past. More explicit expressions
in terms of the dynamical variablesa priori require a model of the binary’s orbital evolution in
the past to implement the integration. In general, one can show [11] that the past-influence of tails
decreases with some kernel∝ 1/(t − t′)2 wheret is the current time andt′ the integration time in
the past. Thus the “remote-past” contribution to the tail integrals is negligible. More precisely,
it was shown [20] that the contribution due to the past of the tail integral isO(ξrad ln ξrad) where
ξrad ≡ ω̇/ω2 is the adiabatic parameter associated with the binary’s inspiral due to radiation re-
action, which is of order 2.5PN. Consequently, the tail integrals may be evaluated using standard
integrals for afixednon-decaying circular orbit and errors due to inspiral by gravitation radiation
reaction are at least 4PN order [20].

1 As usual thenPN order refers to the post-Newtonian terms of order (v/c)2n wherev denotes the typical binary’s

orbital velocity andc is the speed of light.

2



In the circular orbit case, with the above simplified model ofbinary inspiral one can work
directly in the time domain. For instance, the hereditary terms in the flux were computed up to
3.5PN [12, 13] while those in the GW polarisations could be obtained up to 2.5PN [19, 21]. In
the elliptic orbit case on the other hand the situation is more involved. Even after using the quasi-
Keplerian parametrization, one cannot perform the integrals in the time domain (as for the circular
orbit case), since the multipole moments have a more complicated dependence on time and the
integrals are not analytically solvable in simple closed forms. By working in the Fourier domain
Ref. [20] computed the hereditary tail terms at 1.5PN for elliptical orbits using the lowest order
Keplerian representation.

In the present investigation we tackle the terms at orders 2.5PN and 3PN and we need to go
beyond the (Newtonian) Keplerian representation of the orbit to a 1PN quasi-Keplerian represen-
tation. Here we encounter two further complications. Firstly, the 1PN parametrization of the
binary [3] involves three kinds of eccentricities (er , et andeφ). More seriously, at 1PN order the
periastron precession effect appears in the problem and one has to contend with two times scales:
the orbital time scale and the periastron precession time scale. These new features are to be prop-
erly accounted for in the calculations to extend the Fouriermethod of Ref. [20]. This strategy
has been proposed and used earlier in computing the instantaneous terms in the GW polarizations
from binaries on elliptical orbits [22, 23, 24]. We shall adapt these features here to treat the more
involved hereditary contribution to the total energy flux.

Following Ref. [20], we express all the multipole moments needed for the hereditary compu-
tation at Newtonian order as discrete Fourier series in the mean anomaly of motionℓ. However,
for the quadrupole momentI i j needed beyond the lowest Newtonian order, the “doubly periodic”
nature of the motion needs to be crucially incorporated. Theevaluation of the Fourier coefficients
is done numerically based on a series of combinations of Bessel functions. All tail terms at 2.5PN
and 3PN are computed to provide the “enhancement factors” (functions of eccentricity playing
a role similar to the classic Peters & Mathews [1] enhancement factor) for binaries in elliptical
orbits at the 2.5PN and 3PN orders. The present work extends results for hereditary contributions
at 1.5PN [20] for elliptical orbits to 2.5PN and 3PN orders. The 3PN hereditary contributions
comprise the tail-of-tail terms and are also extensions of [12, 13] for circular orbits to the elliptical
case.2

Combining thehereditarycontributions computed in this paper with theinstantaneouscontri-
butions computed in the companion paper [29] will yield the complete 3PN energy flux, general-
izing the circular orbit results at 2.5PN [30] and 3PN [31, 32, 33] to the elliptical orbit case. The
final expressions represent GWs from a binary evolving adiabatically under gravitational radiation
reaction, including precisely up to 3PN order the effects of eccentricity and periastron precession
during epochs of inspiral when the orbital parameters are essentially constant over a few orbital
revolutions. It thus represents the first input to go towardsthe full quasi-ellipticalcase, namely
the evolution of the binary in an elliptical orbit under gravitational radiation reaction.

Recently, Damour, Gopakumar & Iyer [24] proposed an analytic method based on an improved
“method of variation of constants” to construct high accuracy templates for the GW signals from
the inspiral phase of compact binaries moving in quasi-elliptical orbits. The three time scales, re-
spectively related to orbital motion, orbital precession and radiation reaction, are handled without
the usual approximation of assuming adiabaticity relativeto the radiation reaction time scale. The
explicit results of the above treatment [24] relate to “Newtonian” radiation reaction (2.5PN terms

2 Recall that tails are not just mathematical curiosities in general relativity but facets that should show up in the GW

signals of inspiraling compact binaries and be decoded by the detectors Virgo/LIGO and LISA [25, 26, 27, 28].
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in the equations of motion). It leads to post-adiabatic (fast) oscillations resulting in amplitude cor-
rections at order 2.5PN beyond the secular terms. More recently this work has been extended [34]
to 1PN radiation reaction (3.5PN terms in the equations of motion).3

The paper is organized as follows: In Section II we review thesolution of the equations of
motion of compact binaries and discuss its important properties relevant for this present work.
Section III provides the Fourier decomposition of multipole moments and its use in averaging
the energy flux. Section IV provides the computations of all the tail contributions whose numer-
ical implementation is elaborated in Section V. The complete 3PN contributions are exhibited in
Section VI together with relevant checks. The paper ends with an Appendix listing the Fourier
coefficients of the required Newtonian moments in terms of the Bessel functions.

II. SOLUTION OF THE EQUATIONS OF MOTION OF COMPACT BINARIES

A. Doubly-periodic structure of the solution

In this work and the next one [29], we shall often need to use the explicit solution for the
motion of non-spinning compact binary systems in the post-Newtonian (PN) approximation. We
review here the relevant material we need, which includes the general “doubly-periodic” structure
of the PN solution, and the quasi-Keplerian representationof the 1PN binary motion by means of
different types of eccentricities. We closely follow the works [3, 22, 35].

The equations of motion of a compact binary system up to the 3PN order admit, when neglect-
ing the radiation reaction term at the 2.5PN order, ten first integrals of the motion corresponding to
the conservation of energy, angular and linear momenta, andposition of the center of mass [36, 37].
When restricted to the frame of the center of mass, the equations admit four first integrals associ-
ated with the energyE and the angular momentum vectorJ, given at 3PN order by Eqs. (4.8)–(4.9)
of Ref. [38].

The motion takes place in the plane orthogonal toJ. Denoting byr = |x| the binary’s orbital
separation in that plane, and byv = v1−v2 the relative velocity, we find thatE andJ are functions of
r, ṙ2, v2 andx×v (we are employing for definiteness the harmonic coordinate system of [38]4), and
depend on the total massm= m1+m2 and reduced massµ = m1m2/m. We adopt polar coordinates
r, φ in the orbital plane, and expressE and the normJ = |J|, thanks tov2 = ṙ2 + r2φ̇2, as some
explicit functions ofr, ṙ2 andφ̇. The latter functions can be inverted (by means of straightforward
PN iteration) to give ˙r2 andφ̇ in terms ofr and the constants of motionE andJ. Hence,

ṙ2 = R[r; E, J], (2.1a)

φ̇ = G[r; E, J], (2.1b)

where the functionsR andG denote certain polynomials in 1/r, the degree of which depends on
the PN approximation in question (it is seventh degree for both R andG at 3PN order [39]). The
various coefficients of the powers of 1/r are themselves polynomials inE and J, and also, of
course, depend onm and the dimensionless reduced mass ratioν ≡ µ/m. In the case of bounded

3 For circular orbits,secularevolution of the phase, computed in the adiabatic approximation, is known up to 3.5PN

order [32, 33].
4 All calculations in this paper will be done at the relative 1PN order, and at that order there is no difference between

the harmonic and ADM coordinates.
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elliptic-like motion, one can prove [22] that the functionR admits two real roots,rP andrA such
that rP < rA, which admit some non-zero finite Newtonian limits whenc → ∞, and represent
respectively the radii of the orbit’s periastron and apastron. The other roots tend to zero when
c→ ∞.

We are considering a given binary’s orbital configuration, fully specified by some given values
of the integrals of motionE andJ. We no longer indicate the dependence onE andJ which is
always implicit in what follows. The binary’s orbital period, or time of return to the periastron, is
obtained by integrating the radial motion as

P = 2
∫ rA

rP

dr
√
R[r]

. (2.2)

We introduce the fractional angle (i.e. the angle divided by 2π) of the advance of the periastron
per orbital revolution,

K =
1
π

∫ rA

rP

dr
G[r]
√
R[r]

, (2.3)

which is such that the precession of the periastron per period is given by∆φ = 2π(K − 1). As
K tends to one in the limitc → ∞ (as is easily checked from the Newtonian limit), it is often
convenient to posek ≡ K − 1, which will then entirely describe therelativistic precession.

Let us define the mean anomalyℓ and the mean motionn by

ℓ = n(t − tP), (2.4a)

n =
2π
P
. (2.4b)

HeretP denotes the instant of passage to the periastron. For a givenvalue of the mean anomalyℓ,
the orbital separationr is obtained by inversion of the integral equation

ℓ = n
∫ r

rP

dr′
√
R [r ′]

. (2.5)

This defines the functionr(ℓ) which is a periodic function inℓ with period 2π. The orbital phaseφ
is then obtained in terms of the mean anomalyℓ by integrating the angular motion as

φ = φP+
1
n

∫ ℓ

0
dℓ′G [

r(ℓ′)
]

, (2.6)

whereφP denotes the value of the phase at the instanttP. In the particular case of a circular orbit,
r = const, the phase evolves linearly with time,φ̇ = G [r] = ω, whereω is the orbital frequency of
the circular orbit given by

ω = K n = (1+ k) n. (2.7)

In the general case of a non-circular orbit it is convenient to keep the definition ofω = Kn (which
will notably be very useful in the next work [29]) and to explicitly introduce the linearly growing
part of the orbital phase (2.6) by writing it in the form

φ = φP+ ω (t − tP) +W(ℓ)

= φP+ K ℓ +W(ℓ). (2.8)
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HereW(ℓ) denotes a certain function which is periodic inℓ (hence, periodic in time with period
P). According to (2.6) this function is given in terms of the mean anomalyℓ by

W(ℓ) =
1
n

∫ ℓ

0
dℓ′

[

G [

r(ℓ′)
] − ω

]

. (2.9)

Finally, the decomposition (2.8) exhibits clearly the “doubly periodic” nature of the binary motion,
in terms of the mean anomalyℓ with period 2π, and in terms of the periastron advanceK ℓ with
period 2πK. 5 It may be noted that in Refs. [23, 24] the notationλ is used; it corresponds to
λ = K ℓ and will also occasionally be used here.

B. Quasi-Keplerian representation of the motion of compactbinaries

In the following we shall also use the explicit solution of the motion at 1PN order, in the form
due to Damour & Deruelle [3]. The solution is given in parametric form in terms of the eccentric
anomalyu. Then the radiusr and mean anomalyℓ are expressed as

r = ar (1− er cosu), (2.10a)

ℓ = u− et sinu. (2.10b)

The phase angleφ is given by (the additive constantφP is for convenience set equal to zero)

φ = K V, (2.11)

where the true anomalyV is defined by6

V = 2 arctan

[(

1+ eφ
1− eφ

)1/2

tan
u
2

]

. (2.12)

In the above,K is the periastron advance given in general terms by Eq. (2.3), andar is the semi-
major axis of the orbit. Note that there are, in this parametrization at 1PN order, three kinds of
eccentricitieser , et andeφ (labelled after the coordinatesr, t andφ). All these eccentricities differ
from one another by 1PN terms, while the advance of the periastron per orbital revolution appears
also starting at the 1PN order. Due to these features, this representation is referred to as the “quasi-
Keplerian” (QK) parametrization for the 1PN orbital motionof the binary. The periodic function
W of Eq. (2.9) now reads

W = K (V − ℓ) . (2.13)

To close the above solution we need to know the explicit dependence of the orbital elements in
terms of the 1PN conserved energyE and angular momentumJ in the center-of-mass frame (taken

5 Recall, that though standard, the term “doubly periodic” may mislead a bit in that the motion in physical space is

not periodic in general. The radial motionr(t) is periodic with periodP while the angular motionφ(t) is periodic

[modulo 2π] with periodP/k wherek = K − 1. Only when the two period are commensurable,i.e. whenk = 1/N

whereN is a natural integer, is the motion periodic in physical space (with periodNP).
6 We have denoted the true anomaly byV rather than by the symbolv of earlier papers to avoid conflict with the

relative speedv.
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as usual per unit of the reduced massµ). This is given in Ref. [3]. Note that the semi-major axis
ar and mean motionn depend at 1PN order only on the constant of energy through

ar = −
G m
2E

{

1+

(

7
2
− ν

2

)

E
c2

}

, (2.14a)

n =
(−2E)3/2

G m

{

1+

(

15
4
− ν

4

)

E
c2

}

. (2.14b)

Posingh ≡ J/(Gm), the 1PN periastron precession simply reads7

K = 1+
3

c2 h2
, (2.15)

while the three different eccentricities are given by

er =

{

1+ 2E h2

[

1+

(

−15
2
+

5
2
ν

)

E
c2
+
−6+ ν
c2h2

]}1/2

, (2.16a)

et =

{

1+ 2E h2

[

1+

(

17
2
− 7

2
ν

)

E
c2
+

2− 2ν
c2h2

]}1/2

, (2.16b)

eφ =

{

1+ 2E h2

[

1+

(

−15
2
+
ν

2

)

E
c2
− 6

c2h2

]}1/2

. (2.16c)

Notice the following simple ratios (valid at 1PN order)

et

er
= 1+ (8− 3ν)

E
c2
, (2.17a)

et

eφ
= 1+ (8− 2ν)

E
c2
, (2.17b)

er

eφ
= 1+ ν

E
c2
. (2.17c)

In the following paper [29] we shall need and use the explicitsolution of the generalized QK
binary motion up to 3PN order.

III. FOURIER DECOMPOSITION OF THE BINARY’S MULTIPOLE MOMEN TS

A. Peters & Mathews derivation of the Newtonian energy flux

The method we shall use in this paper is exemplified by the computation of the averaged en-
ergy flux of compact binaries at Newtonian order using a Fourier decomposition of the Keplerian
motion [1]. The GW energy flux, say

F ≡
(

dE
dt

)GW

≡
(∫

dΩ
dE

dt dΩ

)GW

, (3.1)

7 Thus it is sometimes useful to definek′ = k/3 which reduces to 1/(c2h2) at 1PN order.
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whereE is the energy carried in the gravitational waves, reduces atNewtonian order to the standard
Einstein quadrupole formula8

F (N) =
1
5

(3)
I i j

(N)(t)
(3)
I i j

(N)(t), (3.2)

where (N) means the Newtonian limit, the superscript (n) refers to differentiation w.r.t timen times,
andI (N)

i j is the symmetric-trace-free (STF) quadrupole moment at Newtonian order given by

I (N)
i j = µ x<i xj>. (3.3)

Herexi is the binary’s orbital separation, and the angular brackets around indices indicate the STF
projection:x<i xj> ≡ xi xj − 1

3δ
i j r2. Peters & Mathews [1] obtained the expression of the (averaged)

Newtonian flux for compact binaries on eccentric orbits by two methods. The first method was to
take directly the average in time of Eq. (3.2) using the expression (3.3) computed for the Keplerian
ellipse; the second method was to decompose the components of the quadrupole moment into
discrete Fourier series using the known Fourier decomposition of the Keplerian motion (the two
methods, as expected, agreed on the result).

In the second method the quadrupole moment, which is a periodic function of time at Newto-
nian order, is thus decomposed into the Fourier series

I (N)
i j (t) =

+∞
∑

p=−∞
I
(p)

(N)
i j ei pℓ, (3.4a)

with I
(p)

(N)
i j =

∫ 2π

0

dℓ
2π

I (N)
i j e−i pℓ, (3.4b)

whereℓ is the mean anomaly of the binary motion, Eq. (2.4). SinceI (N)
i j is real the Fourier discrete

coefficients satisfy(p)I(N)
i j = (−p)I(N)∗

i j (∗ denotes the complex conjugate). Inserting Eqs. (3.4)
into (3.2) we obtain

F (N) =
1
5

+∞
∑

p=−∞

+∞
∑

q=−∞
(ip n)3(iq n)3 I

(p)

(N)
i j I

(q)

(N)
i j ei(p+q)ℓ. (3.5)

Next we perform an average over one periodP which means the average overℓ = n (t − tP) which
is easily performed with the formula

〈eipℓ〉 ≡
∫ 2π

0

dℓ
2π

ei pℓ = δp,0. (3.6)

This immediately yields the averaged energy flux in the form of the Fourier series

〈F (N)〉 = 2
5

+∞
∑

p=1

(p n)6 |I
(p)

(N)
i j |

2. (3.7)

8 From now on we setc = 1 andG = 1.
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Using dimensional analysis (and the known circular orbit limit) this flux is necessarily of the form

〈F (N)〉 = 32
5
ν2

(m
a

)5

f (e), (3.8)

whereν = µ/m anda is the semi-major axis of the Newtonian orbit, and the function f (e) is
a dimensionless function depending only on the binary’s eccentricity e. The coefficient in front
of (3.8) is chosen in such a way thatf (e) reduces to one for circular orbits,i.e. whene= 0. Thus
we have

f (e) =
1

16µ2 a4

+∞
∑

p=1

p6 |I
(p)

(N)
i j |

2. (3.9)

The Fourier coefficients of the quadrupole moment are explicitly given by Eqs.(A3) in the Ap-
pendix A below. Remarkably this function admits an algebraically closed-form expression, crucial
for the timing of the binary pulsar PSR 1913+16 [40], and given by

f (e) =
1+ 73

24e2 + 37
96e4

(1− e2)7/2
. (3.10)

The function f (e) is the Peters & Mathews [1] “enhancement” function, so designated because
in the case of the binary pulsar, which has eccentricitye = 0.617· · · , it enhances the effect of
the orbitalṖ by a factor∼ 11.843. The proof that the series (3.9) can be summed up to yield
the closed-form expression (3.10) is given in the Appendix of [1]. Of course Eq. (3.10) is in full
agreement with the direct computation of the average performed in the time domain [1],i.e.

f (e) =
1

32µ2 a4 n6
〈

(3)
I i j

(N)
(3)
I i j

(N)〉. (3.11)

The method of decomposing the Newtonian moment of compact binaries as discrete Fourier
series was used in Ref. [20] to compute the tail at the dominant 1.5PN order. To extend this result
we need to be more systematic about the Fourier decomposition of the (not necessarily Newtonian)
source multipole moments.

B. General structure of the Fourier decomposition

The two sets of source-type multipole moments of the compactbinary system are denoted by
IL(t) andJL(t) following Ref. [41]. Here the multi-index notation meansL ≡ i1i2 · · · i l, wherel is
the number of indices or multipolarity (which is not to be confused with the mean anomalyℓ). In
this Section we investigate the structure of the mass and current momentsIL and sayJL−1 (where
L−1 ≡ i1i2 · · · i l−1 is chosen in the current moment for convenience rather thanL), at any PN order
and for a compact binary system moving on a general non-circular orbit9. Their general structure

9 However the intrinsic spins of the compact objects are neglected, so the motion takes place in a fixed orbital plane.
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can be written as

IL(t) =
l

∑

k=0

Fk[r, ṙ, v
2] x<i1···ikvik+1···il>, (3.12a)

JL−1(t) =
l−2
∑

k=0

Gk[r, ṙ , v
2] x<i1···ikvik+1···il−2εil−1>abxavb, (3.12b)

whereεiab is the Levi-Civita symbol (such thatε123 = 1), wherexi = yi
1−yi

2 andvi = dxi/dt = vi
1−vi

2
denote the relative position and ordinary velocity of the two bodies (in a harmonic coordinate
system). In (3.12) we pose for instancexi1···ik ≡ xi1 · · · xik, and the angular brackets surrounding
indices refer to the usual symmetric-trace-free (STF) projection with respect to those indices.

Using polar coordinatesr, φ in the orbital plane (as in Sec. II A), the above introduced coeffi-
cientsFk andGk depend on the masses and onr, ṙ andv2 = ṙ2 + r2φ̇2. For quasi-elliptic motion
we can explicitly factorize out the dependence on the orbital phaseφ by insertingx = r cosφ,
y = r sinφ, andvx = ṙ cosφ − r φ̇ sinφ, vy = ṙ sinφ + r φ̇ cosφ. Furthermore, using the explicit
solution of the motion (Sec. II B) we can expressr, ṙ andv2, and hence theFk’s andGk’s, as peri-
odic functions of the mean anomalyℓ = n (t − tP), wheren = 2π/P. We then find that the above
general structure of the multipole moments can be expressedin terms of the phase angleφ, as the
following finite sum over some “magnetic-type” indexm ranging from−l to+l,

IL(t) =
l

∑

m=−l

A
(m)

L(ℓ) ei mφ, (3.13a)

JL−1(t) =
l

∑

m=−l

B
(m)

L−1(ℓ) ei mφ, (3.13b)

involving some coefficients(m)AL and (m)BL−1 depending on the mean anomalyℓ and which are
complex (∈ C). (Some of these coefficients could be vanishing in particular cases.) The point for
our purpose is that these coefficients areperiodicfunctions ofℓ with period 2π. As we can see, the
structure of the mass and current momentsIL andJL−1 is basically the same, but their coefficients
(m)AL and (m)BL−1 will have a different parity, because of the Levi-Civita symbol entering the
current momentJL−1.

To proceed further, let us exploit the doubly periodic nature of the dynamics in the two variables
λ ≡ K ℓ andℓ (as reviewed in Sec. II A). The phase is given in full generality by Eq. (2.8) where
we recall thatW(ℓ) is periodic inℓ. In the following it will be more convenient to single out in
the expression of the phase the purely relativistic precession of the periastron, namelyλ − ℓ = kℓ
wherek = K−1. Inserting the expression of the phase variable into Eqs. (3.13) yields many factors
which do modify the coefficients of (3.13), but in such a way that they remain periodic in ℓ. Hence
we can write

IL(t) =
l

∑

m=−l

I
(m)

L(ℓ) ei m kℓ, (3.14a)

JL−1(t) =
l

∑

m=−l

J
(m)

L−1(ℓ) ei m kℓ, (3.14b)
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where the coefficients(m)IL(ℓ) and(m)JL−1(ℓ) are 2π-periodic. Finally, this makes it possible to use
a discrete Fourier series expansion in the intervalℓ ∈ [0, 2π] for each of these coefficients, namely

I
(m)

L(ℓ) =
+∞
∑

p=−∞
I

(p,m)
L ei pℓ, (3.15a)

J
(m)

L−1(ℓ) =
+∞
∑

p=−∞
J

(p,m)
L−1 ei pℓ, (3.15b)

with inverse relations given by

I
(p,m)

L =

∫ 2π

0

dℓ
2π
I
(m)

L(ℓ) e−i pℓ, (3.16a)

J
(p,m)

L−1 =

∫ 2π

0

dℓ
2π
J
(m)

L−1(ℓ) e−i pℓ. (3.16b)

This leads then to the following final decompositions of the multipole moments,

IL(t) =
+∞
∑

p=−∞

l
∑

m=−l

I
(p,m)

L ei (p+m k) ℓ, (3.17a)

JL−1(t) =
+∞
∑

p=−∞

l
∑

m=−l

J
(p,m)

L−1 ei (p+m k) ℓ. (3.17b)

Obviously, since the momentsIL andJL−1 are real, their Fourier coefficients must satisfy(p,m)IL =

(−p,−m)I∗L and(p,m)JL−1 = (−p,−m)J∗L−1.
The previous decompositions were general, but it is still useful to introduce a special notation

for the particular case of the Newtonian (N) order, for whichthe relativistic precessionk tends to
zero. In this case we recover the usual periodic Fourier decomposition of the moments [generaliz-
ing Eqs. (3.4)], with only one Fourier summation over the index p, so that

I (N)
L (t) =

+∞
∑

p=−∞
I
(p)

(N)
L ei pℓ, (3.18a)

J(N)
L−1(t) =

+∞
∑

p=−∞
J
(p)

(N)
L−1 ei pℓ. (3.18b)

The Newtonian Fourier coefficients are equal to the sums overm of the doubly-periodic Fourier
coefficients in Eqs. (3.17) when taken in the Newtonian limit, namely

I
(p)

(N)
L =

l
∑

m=−l

I
(p,m)

(N)
L , (3.19a)

J
(p)

(N)
L−1 =

l
∑

m=−l

J
(p,m)

(N)
L−1. (3.19b)
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IV. TAIL CONTRIBUTIONS IN THE FLUX OF COMPACT BINARIES

The technique of the previous Section is applied to the computation of the tail integrals in the
energy flux of compact binaries. Although the computations are effectively done up to the 3PN
level, the method we propose could in principle be implemented at any PN order.

A. Expression of the tail integrals in the 3PN energy flux

As reviewed in the Introduction, the first hereditary term inthe energy fluxF occurs at the
1.5PN order and is due to GW tails caused by interaction between the mass quadrupole moment
and the total ADM mass. At the 3PN order, three kinds of hereditary terms appear: (1) The
tails caused by quadratic non-linear interaction between higher-order multipole moments with the
mass; (2) the “tails of tails” due to the cubic non-linear interaction between the tail itself and the
mass; (3) a particular “tail-squared” term arising from self-interaction of the tail10.

In the equations to follow, we list the expressions for all these hereditary tail terms. They are
given as non-local integrals over the source multipole moments of the systemI i j (t), I i jk (t), ... and
Ji j (t), ..., where we use the specific definition of the PN source moments given in Ref. [41]. Thus
the energy fluxF defined by Eq. (3.1) can be split at 3PN order into

F (3PN) = Finst + Fhered, (4.1)

where the “instantaneous” part, which depends on the sourcemoments at the same instant (sayt),
reduces at the Newtonian order to the Einstein quadrupole moment fluxF (N) given by Eq. (3.2).
On the other hand, the “hereditary” part reads

Fhered= Ftail + Ftail(tail) + F(tail)2, (4.2)

where the quadratic-order tail integrals are explicitly given by (see Ref. [31])11

Ftail =
4M
5

I (3)
i j (t)

∫ +∞

0
dτ I (5)

i j (t − τ)
[

ln

(

τ

2r0

)

+
11
12

]

+
4M
189

I (4)
i jk (t)

∫ +∞

0
dτ I (6)

i jk (t − τ)
[

ln

(

τ

2r0

)

+
97
60

]

+
64M
45

J(3)
i j (t)

∫ +∞

0
dτ J(5)

i j (t − τ)
[

ln

(

τ

2r0

)

+
7
6

]

, (4.3)

10 Recall that the hereditary character of the non-linear memory integral [11, 16, 17, 18, 19] is that of a time anti-

derivative in the waveform (i.e. the radiative moments). Thus the non-linear memory becomesinstantaneous in

the energy flux, which is made out of time derivatives of the radiative moments, and will be included into the

instantaneous terms computed in [29].
11 For convenience we do not indicate the neglected PN terms,e.g.O(c−n). All equations are valid through the aimed

3PN precision. In the companion paper [29] we shall restore all powers of 1/c (andG).
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while the cubic-order tails (proportional toM2) are

Ftail(tail) =
4M2

5
I (3)
i j (t)

∫ +∞

0
dτ I (6)

i j (t − τ)
[

ln2

(

τ

2r0

)

+
57
70

ln

(

τ

2r0

)

+
124627
44100

]

, (4.4a)

F(tail)2 =
4M2

5

(∫ +∞

0
dτ I (5)

i j (t − τ)
[

ln

(

τ

2r0

)

+
11
12

]

)2

. (4.4b)

In these expressions recall thatM is theconservedmass monopole or total ADM mass of the
source. The first term in (4.3) is the dominant tail at order 1.5PN while the second and third
represent the sub-dominant tails both appearing at order 2.5PN. The higher-order tails are not
given since they are at least at 3.5PN order (see [12] for their expressions). The two cubic-order
tails given in Eqs. (4.4) are both at 3PN order.

The constantr0 scaling the logarithms in the above tail integrals has been defined to match
with the choice made in the computation of tails-of-tails inRef. [12]. This is the length scale
appearing within the regularization factor (r/r0)B used in the multipolar moment formalism valid
for general sources [41]. Note thatr0 is a freely specifiable constant entering the relation between
the retarded time in radiative coordinates [used in Eqs. (4.3)-(4.4)] and the corresponding time in
harmonic coordinates. Hencer0 merely relates the origins of time in the two coordinate systems
and is unobservable.

We shall compute all the tail and tail-of-tail terms (4.3)–(4.4) [i.e. up to the 3PN order] averaged
over the mean anomalyℓ. Together with the instantaneous terms reported in the nextpaper [29]
we shall obtain the complete expression of the 3PN energy flux. It is clear from Eqs. (4.3)–(4.4)
that all the terms necessitate an evaluation at the relativeNewtonian orderexceptthe mass-type
quadrupolar tail term – first term in (4.3) – which must crucially include the 1PN corrections. We
start with all the terms required at relative Newtonian order and then tackle the more difficult 1PN
quadrupolar tail term.

B. Tails at relative Newtonian order

As a warm up, we consider the mass-type quadrupolar tail termin the energy flux, the first term
in Eq. (4.3), but given simply at the relative Newtonian order, namely12

〈F (N)
mass quad〉tail = 〈

4M
5

(3)
I i j

(N)(t)
∫ +∞

0
dτ

(5)
I i j

(N)(t − τ)
[

ln

(

τ

2r0

)

+
11
12

]

〉, (4.5)

where the brackets〈〉 refer to the average over the mean anomalyℓ as defined by Eq. (3.6). The
term (4.5) was already computed using a Fourier series at Newtonian order in Ref. [20]; note that
the method of [20] is valid only for periodic motion and thus is applicable only at the Newtonian
level. In this Section we recover the Newtonian result of [20].

The Fourier decomposition of the Newtonian quadrupole moment was already given in general
form by Eqs. (3.4). We insert that decomposition into the flux(4.5) and we evaluate the tail
integral by using the fact that ifℓ(t) = n (t − tP) corresponds to the current timet, then clearly
ℓ(t − τ) = ℓ(t) − nτ corresponds to the retarded timet − τ. Next we perform the average over the

12 We shall compute this term at 1PN relative order in Sec. IV D.
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current valueℓ(t) with the help of the formula (3.6). The result is

〈F (N)
mass quad〉tail = −

4M
5

+∞
∑

p=−∞
(p n)8 |I

(p)

(N)
i j |

2

∫ +∞

0
dτ eip nτ

[

ln

(

τ

2r0

)

+
11
12

]

. (4.6)

It remains to handle the last factor in (4.6) which is the tailintegral in the Fourier domain, and
which is computed using the closed-form formula

∫ +∞

0
dτ ei στ ln

(

τ

2r0

)

= − 1
σ

[

π

2
sign(σ) + i

(

ln(2|σ|r0) +C
)

]

, (4.7)

whereσ ≡ p n, sign(σ) = ±1 andC = 0.577· · · denotes the Euler constant. Inserting Eq. (4.7)
into (4.6), we check that the imaginary parts cancel out, andthe result reduces to

〈F (N)
mass quad〉tail =

4πM
5

+∞
∑

p=1

(p n)7 |I
(p)

(N)
i j |2. (4.8)

Observe that the range ofp’s corresponds to positive frequencies only. Eq. (4.8) agrees with the
result of [20] and can interestingly be compared with the expression of the Newtonian part of
the averaged flux (quadrupole formula) as given by Eq. (3.7).Although Eq. (4.8) is expressed
in terms of the relatively simple Fourier series (4.8) [unlike for the case of the 1PN quadrupole
tail in Sec. IV D which will turn out to be substantially more intricate], it has to be left in this
form since no analytic closed-form expression can be found for the infinite sum of these Fourier
components [20]. This is in contrast with the quadrupolar Newtonian flux (3.7) which does admit a
closed-form expression [recall Eq. (3.10)]. In Sec. V we shall further proceed following Ref. [20]
by expressing Eq. (4.8) in terms of a new “enhancement” factor depending on the eccentricity and
which will be computed numerically.

Let us stress that the result (4.8) and all similar results derived below are “exact” only in a
PN sense. Indeed we have formally replaced inside the tail integral the orbit of the binary at any
earlier timet − τ by its orbit at the current timet, thereby neglecting the effect of the binary’s
adiabatic evolution by radiation reaction in the past. As a result there should be a remainder term
in (4.8), given by the order of magnitude of the adiabatic parameterξrad ≡ ω̇/ω2 associated with
the binary’s inspiral by radiation reaction. Indeed, we know [11, 20] that the replacement of the
current motion inside the tail integral is valid only modulosome remainderO (ξrad) or, rather,
O (ξrad ln ξrad). In terms of a PN expansion such remainder brings a correction of relative 2.5PN
order which is always negligible here (indeed the tails are themselves at 1.5PN order so the total
error due the neglect of the influence of the past in the tails is 4PN).

The other tail integrals, given by the second and third termsin Eq. (4.3), are evaluated in exactly
the same way. With the PN accuracy of the present calculationthese integrals are truly Newtonian
so the mass octupole momentI i jk and current quadrupole momentJi j are required at Newtonian
order only. For simplicity, we do not add a superscript (N) toindicate this because there can be no
confusion with other results. We thus need to evaluate the time-averaged fluxes

〈Fmass oct〉tail = 〈
4M
189

I (4)
i jk (t)

∫ +∞

0
dτ I (6)

i jk (t − τ)
[

ln

(

τ

2r0

)

+
97
60

]

〉, (4.9a)

〈Fcurr quad〉tail = 〈
64M
45

J(3)
i j (t)

∫ +∞

0
dτ J(5)

i j (t − τ)
[

ln

(

τ

2r0

)

+
7
6

]

〉. (4.9b)
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Inserting the Fourier decomposition of the moments, performing the average using Eq. (3.6) and
using the integration formula (4.7) immediately results in

〈Fmass oct〉tail =
4πM
189

+∞
∑

p=1

(p n)9 |I
(p)

i jk |2, (4.10a)

〈Fcurr quad〉tail =
64πM

45

+∞
∑

p=1

(p n)7 |J
(p)

i j |2. (4.10b)

In Sec. V we shall have to provide some numerical plots for theeccentricity-dependent enhance-
ment factors associated with Eqs. (4.10), since they cannotbe computed analytically.

C. Tails-of-tails and tails squared

We have seen that at the 3PN order (i.e. 1.5PN beyond the dominant tail) the first cubic non-
linear interaction, between the quadrupole momentI i j and two mass monopole factorsM, appears.
Following Eqs. (4.4) we thus have to compute the “tail-of-tail” contribution,

〈Ftail(tail)〉 = 〈
4M2

5
I (3)
i j (t)

∫ +∞

0
dτ I (6)

i j (t − τ)
[

ln2

(

τ

2r0

)

+
57
70

ln

(

τ

2r0

)

+
124627
44100

]

〉, (4.11)

and the so-called “tail squared” one,

〈F(tail)2〉 = 〈4M2

5

(∫ +∞

0
dτ I (5)

i j (t − τ)
[

ln

(

τ

2r0

)

+
11
12

]

)2

〉. (4.12)

Both contributions are evaluated at relative Newtonian order, inserting the Fourier decomposition
of the Newtonian quadrupole moment (3.4) [suppressing the notation (N) for simplicity]. The new
feature with respect to the previous computation is the occurrence of a logarithmsquaredin the
tail-of-tail integral (4.11). The integration formula required to deal with this term is [compare with
Eq. (4.7)]

∫ +∞

0
dτ ei σ τ ln2

(

τ

2r0

)

=
i
σ

{

π2

6
−

[

π

2
sign(σ) + i

(

ln(2|σ|r0) +C
)

]2
}

, (4.13)

and with this formula, together with (4.7), we obtain the result

〈Ftail(tail)〉 =
4M2

5

+∞
∑

p=1

(p n)8 |I
(p)

(N)
i j |

2

{

π2

6
− 2

(

ln(2p n r0) +C
)2
+

57
35

(

ln(2p n r0) +C
)

− 124627
22050

}

.

(4.14)
On the other hand the tail squared term is readily computed with (4.7) and found to be

〈F(tail)2〉 = 4M2

5

+∞
∑

p=1

(p n)8 |I
(p)

(N)
i j |

2

{

π2

2
+ 2

(

ln(2p n r0) +C − 11
12

)2
}

. (4.15)
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Summing up the two results (4.14) and (4.15) we finally obtain

〈Ftail(tail)+(tail)2〉 = 4M2

5

+∞
∑

p=1

(p n)8 |I
(p)

(N)
i j |

2

{

2π2

3
− 214

105
ln(2p n r0) −

214
105

C − 116761
29400

}

. (4.16)

As we can see the contribution from logarithmssquaredhas cancelled out between the two
terms (4.14)–(4.15). Such cancellation is in fact known to occur for general sources [12]. We
observe also that the result (4.16) still depends on the arbitrary length scaler0. It will be important
to trace out the fate of this constant and check that the complete energy flux we obtain at the end
(including all the instantaneous contributions computed in [29]) is independent ofr0.

D. The mass quadrupole tail at 1PN order

Let us now tackle the computation of the mass quadrupole tailat the relative 1PN order, namely

〈Fmass quad〉tail = 〈
4M
5

I (3)
i j (t)

∫ +∞

0
dτ I (5)

i j (t − τ)
[

ln

(

τ

2r0

)

+
11
12

]

〉. (4.17)

At the 1PN order (and similarly at any higher PN orders), we must take care of the doubly-periodic
structure of the solution of the motion [Sec. II A], and decompose the multipole moments accord-
ing to the general formulas (3.17). So the 1PN mass quadrupole momentI i j entering Eq. (4.17) is
decomposed as

I i j (t) =
+∞
∑

p=−∞

2
∑

m=−2

I
(p,m)

i j ei (p+m k) ℓ, (4.18)

with doubly-indexed Fourier coefficients(p,m)Ii j which are valid through order 1PN. We can be
more precise and notice that the harmonics for whichm= ±1 are zero at the 1PN order, so that

I i j (t) =
+∞
∑

p=−∞

{

I
(p,−2)

i j ei (p−2k) ℓ + I
(p,0)

i j ei pℓ + I
(p,2)

i j ei (p+2k) ℓ

}

, (4.19)

but in the following it is more convenient to work with the general decomposition (4.18), keeping
in mind that the terms withm = ±1 are absent. As before we insert (4.18) into (4.17) to obtain
[after neglecting 2.5PN radiation reaction termsO (ξrad)]

〈Fmass quad〉tail =
4M
5

∑

p,p′;m,m′
n8(p+mk)3(p′ +m′k)5 I

(p,m)
i j I

(p′,m′)
i j

× 〈ei(p+p′+(m+m′)k)ℓ〉
∫ +∞

0
dτ e−i (p′+m′k) nτ

[

ln

(

τ

2r0

)

+
11
12

]

, (4.20)

where the summations range from−∞ to +∞ for p and p′, and from−2 to 2 for m and m′.
Evidently the factors (p+mk)3 and (p′ +m′k)5 come from the time-derivatives of the quadrupole
moment. We have explicitly left the last two factors in (4.20) as they are, namely the average over
ℓ of an elementary “doubly-periodic” complex exponential, and the Fourier transform of the tail
integral.

The expression (4.20) is to be worked out at the 1PN order. Since the relativistic advance of
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the periastronk is already a small 1PN quantity, the first thing to do is to evaluate (4.20) atlinear
order ink [i.e., neglectingO(k2) which is at least 2PN]. Afterwards we shall insert the explicit
expressions for the 1PN quadrupole moment and ADM mass. We provide here the necessary
formulas for performing the linear-order expansion ink of the last two factors in (4.20). The
average we perform is over the orbital period (time to returnto the periastron) and so is defined by

〈ei (p+m k) ℓ〉 ≡
∫ 2π

0

dℓ
2π

ei (p+m k) ℓ. (4.21)

Using the fact thatm k≪ 1 since we are in the limit wherek → 0 (hencep + m k is never an
integer unlessk = 0), we readily find

〈ei (p+m k) ℓ〉 =























m
p

k if p , 0

1+ i πm k if p = 0























+ O(k2). (4.22)

This result depends only on whetherp is zero or not, and is true for any integerm, except that
whenm= 0 the result (4.22) becomes “exact” as there is no remainder termO(k2) in this case.

On the other hand, to compute the tail integral given by the last factor in Eq. (4.20), we expand
it at first order ink, obtaining thereby

∫ +∞

0
dτ ei (p+m k) nτ ln

(

τ

2r0

)

=

(

1− m k
p

) ∫ +∞

0
dτ eip nτ ln

(

τ

2r0

)

− i
m k
p2n
+ O(k2), (4.23)

and we apply for the remaining integral in (4.23) the formula(4.7).
With Eqs. (4.22) and (4.23) in hand we can explicitly work outthe tail expression (4.20) at first

order ink (the extension to higher order ink would in principle be straightforward). The result
will be left in the form of the multiple Fourier series (4.20), into which the results (4.22)–(4.23)
have been inserted (we do not try to give a more explicit form for this result which is given by a
complicated Mathematica expression). In the next Section we shall re-express this series in terms
of some elementary enhancement functions which will finallybe evaluated numerically.

V. NUMERICAL CALCULATION OF THE TAIL INTEGRALS

A. Definition of the eccentricity enhancement factors

We define here some functions of the eccentricity by certain Fourier series of the components
of theNewtonianmultipole momentsI (N)

L andJ(N)
L−1 for a Keplerian ellipse with eccentricitye, semi-

major axisa, frequencyn = 2π/P (such that Kepler’s lawn2a3 = m holds at Newtonian order). In
the frame of the center of mass we haveI (N)

L = µsl(ν)x<L> andJ(N)
L−1 = µsl(ν)x<L−2εil−1>abxavb where

µ = m1m2/m = νm. Here we posesl(ν) ≡ Xl−1
2 + (−)lXl−1

1 , where X1 ≡ m1
m =

1
2

(

1+
√

1− 4ν
)

,

and X2 ≡ m2
m =

1
2

(

1−
√

1− 4ν
)

. Let us rescale the latter Newtonian moments in order to make
them dimensionless by posing

I (N)
L ≡ µ al sl(ν) ÎL , (5.1a)

J(N)
L−1 ≡ µ al n sl(ν) ĴL−1 . (5.1b)
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Our first “enhancement” function is of course the Peters & Mathews [1] function which we have
already expressed in Eq. (3.9) as a Fourier series [and whichturns out to admit the analytically
closed form (3.10)]. In terms of the Fourier components of the rescaled quadrupole momentÎ i j

this series reads

f (e) =
1
16

+∞
∑

p=1

p6 | Î
(p)

i j |2, (5.2)

and is such that the averaged energy flux of compact binaries at the Newtonian order reads

〈F (N)〉 = 32
5
ν2 x5 f (e), (5.3)

where we have defined for future convenience the frequency-related PN parameterx = (mω)2/3

whereω is the binary’s orbital frequency defined for general orbitsby Eq. (2.7). Note that in
Eq. (5.3) which is Newtonian we can approximateω by n (hencex reduces tom/a).

Next, we define several other “enhancement” functions of theeccentricity which will permit to
usefully parametrize the tail terms at Newtonian order. First we pose

ϕ(e) =
1
32

+∞
∑

p=1

p7 | Î
(p)

i j |2. (5.4)

Like for f (e) this function is defined in such a way that it tends to one in the circular orbit limit,
whene→ 0. However, unlike forf (e), it does not admit a closed-form expression, and will have
to be left in the form of a Fourier series. The functionϕ(e) parametrizes the mass quadrupole tail
at Newtonian order, in the sense that we have, from Eq. (4.8),

〈F (N)
mass quad〉 =

32
5
ν2 x5

[

4π x3/2 ϕ(e)
]

. (5.5)

For circular orbits,ϕ(0) = 1 and we recognize the coefficient 4π of the 1.5PN tail term (∝ x3/2)
as computed numerically in Ref. [42] and analytically in Refs. [20, 43]. The functionϕ(e) has
already been computed numerically from its Fourier series (5.4) in Ref. [20]. Here we show the
plot of ϕ(e) in Fig. 1 (see Sec. V B for details on the numerical computation)13.

We next proceed similarly for the 2.5PN mass octupole and current quadrupole tails. We pose

β(e) =
20

49209

+∞
∑

p=1

p9 | Î
(p)

i jk |2, (5.6a)

γ(e) = 4
+∞
∑

p=1

p7 |Ĵ
(p)

i j |2. (5.6b)

Again these functions tend to one whene→ 0 (as will be checked later) and most probably do not

13 Note that our notation is different from the one in [20]; the functionϕBS(e) there is related to our definition by

ϕBS(e) = ϕ(e)/ f (e). In the present work it is better not to divide the various functions by the Peters & Mathews

function f (e) entering the Newtonian approximation.
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FIG. 1: Variation ofϕ(e) with the eccentricitye. The functionϕ(e) agrees with the numerical calculation of
Ref. [20] modulo a trivial rescaling withf (e). The inset graph is a zoom of the function (which looks like a
straight horizontal line in the main graph) at a smaller scale. The dots represent the numerical computation
and the solid line is a fit to the numerical points. In the circular orbit limit we haveϕ(0) = 1.

admit any closed-form expressions. With their help these tail terms (∝ x5/2) of Eqs. (4.9) read

〈Fmass oct〉tail =
32
5
ν2 x5

[

16403
2016

π (1− 4ν) x5/2 β(e)

]

, (5.7)

〈Fcurr quad〉tail =
32
5
ν2 x5

[

π

18
(1− 4ν) x5/2 γ(e)

]

. (5.8)

The numerical graphs of the functionsβ(e) andγ(e) are shown in Fig. 2.
Two further enhancement factors are then introduced to parametrize the tail-of-tail and tail

squared integrals (which are Newtonian with the present approximation). The first of these func-
tions looks very much like the Peters & Mathews functionf (e), Eq. (5.2), in the sense that its
Fourier series involvesevenpowers of the modesp. Namely we define

F(e) =
1
64

+∞
∑

p=1

p8 | Î
(p)

i j |2. (5.9)

Thanks to this even power∝ p8 we find thatF(e) can also be computed as an average performed
in the time domain similar to the one of Eq. (3.11) forf (e). Namely we easily verify that

F(e) =
1

128n8
〈Î (4)

i j Î (4)
i j 〉, (5.10)
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FIG. 2: Variation ofβ(e) (left panel) andγ(e) (right panel) with the eccentricitye. In the circular orbit limit
we haveβ(0) = γ(0) = 1.

which can straightforwardly be computed in the time domain with the result thatF(e) admits like
for f (e) an analytic closed form which is readily obtained as

F(e) =
1+ 85

6 e2 + 5171
192 e4 + 1751

192 e6 + 297
1024e

8

(1− e2)13/2
. (5.11)

On the other hand we shall need to introduce a function whose Fourier transform differs from the
one ofF(e) by the presence of thelogarithmof modes, namely

χ(e) =
1
64

+∞
∑

p=1

p8 ln
( p
2

)

| Î
(p)

i j |2. (5.12)

One can be convinced that very likelyχ(e) does not admit any analytic form [hence we name it
using the Greek alphabet – in contrast tof (e) andF(e)]. Note thatχ(e) has been exceptionally
defined in such a way that itvanisheswhene→ 0. This is easily checked since in the circular
orbit limit (and at Newtonian order) the quadrupole momentI (N)

i j possesses only one harmonic
corresponding top = 2 which due to the log term reducesχ(e) to zero in this case. In Fig. 3 we
show the numerical plot of the functionχ(e) [and also the one forF(e)].

With those definitions we find that the sum of tail-of-tail andtail squared contributions obtained
in Eq. (4.16) reads

〈Ftail(tail)+(tail)2〉 = 32
5
ν2 x8

{[

−116761
3675

+
16
3
π2 − 1712

105
C − 1712

105
ln (4ω r0)

]

F(e) − 1712
105

χ(e)

}

.

(5.13)
The circular-orbit limit can be immediately read off from this expression and seen to agree with
Eq. (5.9) in Ref. [12] or Eq. (12.7) in Ref. [31].

Finally we provide the result in the case of the mass quadrupole tail at 1PN order. We have seen
in Sec. IV D that the calculation in this case is much more involved, as the Fourier series (4.20)
contains several summations, and depend on the intermediate results (4.22) and (4.23). In addition
the computation must take into account the 1PN relativisticcorrection in the mass quadrupole
moment and ADM mass; these are provided in Eqs. (5.16) and (5.17) below. We find that probably
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FIG. 3: Variation ofχ(e) (left panel) andF(e) (right panel) with the eccentricitye. In the right panel,
the exact expression ofF(e) given by Eq. (5.11) is used. In the circular orbit limit we have χ(0) = 0 and
F(0) = 1.

there is no simple way [i.e. no simple-looking Fourier series like for instance (5.12)]for expressing
the new enhancement functions of eccentricity which appearat the 1PN order. However one can
check beforehand that the 1PN term is a linear function of thesymmetric mass ratioν, hence we
must introduce two enhancement functions, denoted belowα andθ. As before we normalize these
functions so thatα(0) = 1 andθ(0) = 1. We have [extending Eq. (5.5) at the 1PN order]

〈Fmass quad〉tail =
32
5
ν2 x13/2

{

4π ϕ(et) + π x

[

−428
21

α(et) +
178
21

ν θ(et)

]}

. (5.14)

This equation provides the definition of the two enhancementfunctionsα andθ, and we resort to
the Mathematica computation to obtain them as complicated Fourier decompositions, which will
then be directly computed numerically using the method outlined in Sec. V B. Notice that since
we are at the 1PN level we must use a specific definition for the eccentricity, and we adopted here
the “time” eccentricityet entering the Kepler equation (2.10b) in Sec. II B. At the 1PN order the
other eccentricities are related to it by Eqs. (2.17). On theother hand, the frequency-related PN
parameter, given by

x = (mω)2/3, (5.15)

crucially includes the 1PN relativistic correction comingfrom the periastron advanceK = 1 + k,
through the definitionω = n K of Sec. II A. All the 1PN corrections arising from the formu-
las (4.22) and (4.23), the multipole momentsM andI i j , the use of the time eccentricityet and the
specific PN variablex, are incorporated in a Mathematica program dealing with thedecomposi-
tion (4.20) and used to obtain (5.14). The behaviour of the enhancement functionsα(e) andθ(e)
are given in Fig. 4.

B. Numerical evaluation of the Fourier coefficients

We now describe the numerical implementation of the procedure for the computation of the
Fourier coefficients of the multipole moments that lead to the numerical plots of the previous
Section. We focus the discussion on the computation of the crucial coefficients (p,m)Ii j at 1PN
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FIG. 4: Variation ofα(e) (left panel) andθ(e) (right panel) with the eccentricitye. In the circular orbit limit
we haveα(0) = θ(0) = 1.

order which are the more difficult to obtain. The mass quadrupole moment with 1PN accuracyis
given by [compare with the general structure (3.12a)]

I i j = µ

{

1+

[

v2

(

29
42
− 29

14
ν

)

+
m
r

(

−5
7
+

8
7
ν

)]

x〈i xj〉

+

(

11
21
− 11

7
ν

)

r2 v〈iv j〉 +

(

−4
7
+

12
7
ν

)

r ṙ x〈iv j〉
}

, (5.16)

wherexi andvi = dxi/dt are the relative position and velocity in harmonic coordinates, andr = |xi |
(like in Sec. II B). Equation (5.16) is valid for non-spinning compact binaries on an arbitrary
quasi-Keplerian orbit in the center-of-mass frame (seee.g.[44]). Since we investigate tails with
1PN relative accuracy we need also the relation of the ADM mass M to the total massm= m1+m2

at 1PN order,

M = m

[

1+ ν

(

v2

2
− m

r

)]

. (5.17)

Using the quasi-Keplerian representation of the motion [Sec. II B], the dependence ofI i j on
xi , vi , r, v2 and ˙r can be parametrized in terms of the eccentric anomalyu. However, as explained
previously we requireI i j (ℓ) in the time domain to proceed. The steps of our numerical implemen-
tation scheme can be summarised as follows:

1. To begin with, each component of the 1PN mass quadrupole isexpressed in terms of
the quasi-Keplerian parameters using Eqs. (2.10)–(2.12).The components of the mass
quadrupole are now functions of the eccentric anomalyu, and are parametrized by the mean
motionn and by one of the eccentricities which is chosen to beet – the “time” eccentricity
in Kepler’s equation (2.10b).14

2. We next invert, numerically, the equation for the mean anomalyℓ = u−et sinu to obtain the
functionu(ℓ). This can be done either by using the series representationin terms of Bessel

14 The semi-major axisar and the other eccentricitieser andeφ are deduced fromn andet using Eqs. (2.14)–(2.17).
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functions,

u = ℓ + 2
+∞
∑

s=1

1
s

Js(s et) sin(sℓ), (5.18)

or numerically by finding the root ofℓ = u − et sinu. The latter is a more efficient and
more accurate method and we employed it in this work (we used the FindRoot routine in
Mathematica). In this case we generated a table of 20 000 points of u and ℓ between 0
and 2π (for each value ofet). The above inversion enables us to re-express all functions of
the eccentric anomalyu as functions of the mean anomalyℓ. If required, a more accurate
implementation for solving Kepler’s equation along the lines of [45] can be used in the
future.

3. One needs to be careful in dealing with theu dependence ofV in Eq. (2.12) to avoid the
discontinuity there. To this end it is best to use

V(u) = u+ 2 arctan
( βφ sinu

1− βφ cosu

)

, (5.19)

whereβφ ≡ [1−(1−e2
φ)

1/2]/eφ. By this process, we thus have in hand the Fourier coefficients
(m)Ii j (ℓ) defined in Eq. (3.14a) as explicit (numerical) functions ofℓ.

4. Recall that these functions also have a dependence on the mass ratioν and the PN parameter
x defined by (mω)2/3 whereω = n K. To avoid assuming numerical values forν andx and
hence to preserve the full generality of the result, we splitthe function(m)Ii j into

I
(m)

i j (ℓ, et, ν, x) = I
(m)

00
i j (ℓ, et) + x

[

I
(m)

10
i j (ℓ, et) + ν I

(m)

11
i j (ℓ, et)

]

. (5.20)

Notice that we have neglected the terms higher than 1PN in writing the above expression.
Now the various(m)I ab

i j are only functions ofℓ andet. We evaluate the Fourier coefficients
of these terms separately in the next step of the procedure.

5. For a fixed value ofet, we can straightforwardly get the plot of(m)I 00
i j versusℓ. Equivalently,

one can also write the Fourier decomposition of(m)I 00
i j (ℓ) as

I
(m)

00
i j (ℓ) =

+∞
∑

p=−∞
I

(p,m)

00
i j ei pℓ. (5.21)

Now we seek a numerical fit to Eq. (5.20), in powers ofeipℓ, to extract out the coefficients
(p,m)I 00

i j . We do the same for different values ofet and for(p,m)I 10
i j and(p,m)I 11

i j .

6. The fitting procedure mentioned above can be implemented either starting with the STF
momentI i j or the non-STF projected one. The expressions will be different in these two
cases as for the first case thezzcomponent of the moment is not equal to zero by definition
[sinceIzz = −(Ixx + Iyy)] whereas for the latter case thezzcomponent is zero due to planar
motion. This provides a simple algebraic check on the numerical calculation.

7. Instead of using the basic multipole moment as the starting function (e.g. Ii j ), we find that
using the leading time derivative (i.e. I(3)

i j ) improves the numerical convergence of the results
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because one deals with lower derivatives of the basic function. This is very helpful for higher
values of eccentricity.

8. Substituting the Fourier coefficients into Eq. (4.20) one can generate the numerical valuesof
the averaged energy flux〈Fmass quad〉 for the different values ofet, and hence get the numerical
values of the enhancement functions, and most importantly of the 1PN onesα(et) andθ(et)
defined by (5.14). The plots of these functions reported in Sec. V A readily follow.

We have just described the procedure for the most difficult 1PN quadrupole tail yielding the
computation ofα(et) and θ(et). This procedure is quite general, and provides a method which
could be extended to higher PN orders. However, at the Newtonian order it is in fact much more
efficient to make use of the well-known Fourier decomposition ofthe Keplerian motion. Using
this we can derive the components of the multipole moments (at Newtonian order) as a series of
combinations of Bessel functions. Then it is a very simple matter to compute numerically the
associated “Newtonian” enhancement functions [namely thefunctionsϕ(e), β(e), γ(e) andχ(e)
defined in Sec. V A]. For the convenience of the reader we give in Appendix A all the expressions
for each of the components of the required Newtonian moments[I (N)

i j , I (N)
i jk andJ(N)

i j ] as a series of
Bessel functions. We have used them to compute numerically the enhancement functionsϕ(e),
β(e), γ(e) andχ(e)15.

VI. THE HEREDITARY CONTRIBUTION TO THE 3PN ENERGY FLUX

A. Final expression of the tail terms

Based on the treatment outlined above of a numerical scheme for the computation of the orbital
average of the hereditary part of the energy flux up to 3PN, we finally provide the complete results
for the numerical plots of the dimensionless enhancement factors. It is convenient for the final
presentation to redefine in a minor way the “elementary” enhancement functions of Sec. V A,
which were directly given by simple Fourier decompositions. Let us choose

ψ(e) ≡ 13696
8191

α(e) − 16403
24573

β(e) − 112
24573

γ(e), (6.1a)

ζ(e) ≡ −1424
4081

θ(e) +
16403
12243

β(e) +
16

1749
γ(e), (6.1b)

κ(e) ≡ F(e) +
59920
116761

χ(e). (6.1c)

Considering thus the 1.5PN and 2.5PN terms, composed of tails, and the 3PN terms, composed of
the tail-of-tail and the tail-squared terms, the total hereditary contribution to the energy flux (4.2)
when averaged overℓ (and normalized to the Newtonian value for circular orbits)finally reads

〈Fhered〉 =
32
5
ν2 x5

{

4π x3/2 ϕ(et) + π x5/2

[

−8191
672

ψ(et) −
583
24

ν ζ(et)

]

15 On the other hand, for the Newtonian tail terms, we could proceed exactly in the same way as for the 1PN term,

following the steps 1 - 8. We have verified that both methods agree well.
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FIG. 5: Variation ofψ(e) (left panel) andζ(e) (right panel) with the eccentricitye. The inset graph is a
zoom of the function (which looks like a straight horizontalline in the main graph) at a smaller scale. The
dots represent the numerical computation and the solid linea fit to the numerical points. In the circular orbit
limit we haveψ(0) = ζ(0) = 1.

+x3

[

−116761
3675

κ(et) +

[

16
3
π2 − 1712

105
C − 1712

105
ln (4ω r0)

]

F(et)

]}

. (6.2)

In this result all the enhancement functions reduce to one inthe circular case, whenet = 0, so the
circular-limit is immediately deduced from inspection of Eq. (6.2), and is seen to be in complete
agreement with Refs. [12, 31]. The functionF(et) is known analytically, and we recall here its
expression,

F(et) =
1+ 85

6 e2
t +

5171
192 e4

t +
1751
192 e6

t +
297
1024e

8
t

(1− e2
t )13/2

. (6.3)

However the other enhancement functionsϕ(et), ψ(et), ζ(et) andκ(et) in Eq. (6.2) (very likely) do
not admit any analytic closed-form expressions. We have explained in Sec. V B the details of the
numerical calculation of these functions. We now present the numerical plots of the final functions
ψ(et), ζ(et) andκ(et) in Figs. 5–6 as functions of the eccentricityet [recall that the functionϕ(et)
has already been given in Fig. 1]16.

As seen from Eq. (6.2) the final result depends on the constantr0 at the 3PN order. Let us
understand in bit more detail the occurrence of this constant. We first recall from Ref. [12] that
the dependence on the constantr0 of the radiativequadrupole moment at infinity, sayUi j , arises
precisely at the 3PN order, and comes exclusively from the contribution of tails-of-tails (i.e. the
cubic multipole interactionM2 × I i j ). It is explicitly given by

Ui j (t) = I (2)
i j (t) + · · · + 214

105
M2 I (4)

i j (t) ln r0 + · · · , (6.4)

in which we have indicated thatUi j simply reduces to the second time derivative ofI i j at the
Newtonian order, and where we show the only term which depends on the constantr0; such a term
appears at 3PN order and turns out to be proportional to the fourth time derivative ofI i j . The dots
in Eq. (6.4) denote many terms which do not depend onr0. From (6.4) it is then trivial to deduce

16 The numerical results used for the figures 1-6 are available in the form of Tables on request from the authors.

25



0.0 0.2 0.4 0.6 0.8 1.0
0

1x105

2x105

3x105

 

 

(e)

e

0.0 0.2 0.4 0.6

0

100

200

0

100

200

 

 

FIG. 6: Variation ofκ(e) with the eccentricitye. In the circular orbit limit we haveκ(0) = 1.

that the corresponding dependence onr0 of the averaged energy flux at 3PN order must be

〈F (3PN)〉 = 1
5
〈U(1)

i j U(1)
i j 〉 + · · ·

=
1
5
〈I (3)

i j I (3)
i j 〉 + · · · +

428
525

M2 〈I (3)
i j I (5)

i j 〉 ln r0 + · · · . (6.5)

Now we can take advantage of the fact that inside the operation of averaging overℓ [denoted by〈〉
and defined by (4.21)] one can freely operate by parts the timederivatives. Hence, we can write
that〈I (3)

i j I (5)
i j 〉 = −〈I

(4)
i j I (4)

i j 〉 and so we arrive at the result

〈F (3PN)〉 = 1
5
〈I (3)

i j I (3)
i j 〉 + · · · −

428
525

M2 〈I (4)
i j I (4)

i j 〉 ln r0 + · · · . (6.6)

The factor of lnr0 in Eq. (6.6) looks like a “quadrupole formula” but where the third time derivative
of the moment would be replaced by the fourth one. Notice thatthe above expression has been
computed for general radiative-type moments and is true forany PN source, in particular for a
binary system moving on an eccentric orbit. Therefore the dependence on lnr0 found in (6.6)
should perfectly match with the one we have obtained in Eq. (6.2). Thus, comparing with (6.2),
one readily infers that the functionF(et) in the case of an eccentric binary must necessarily be
given by the components of the quadrupole moment in the time domain as

F(et) =
M2

128ν2 x8
〈I (4)

i j I (4)
i j 〉. (6.7)

This prediction is perfectly in agreement with our finding for the functionF(et) in Eq. (5.10)
(indeed, since we are at leading order,M reduces tom, et agrees withe, ω equalsn). We have
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therefore confirmed the correctness of the dependence uponr0 of Eq. (6.2).
We already know from the study of the circular-orbit case (cf. [31]) that the dependence on

r0 is cancelled out with a similar term contained in the expression of the source-type quadrupole
momentI i j at 3PN order. This cancellation must in fact be true for general sources, and has
been proved on general grounds in Ref. [12]. It will therefore give an interesting check of our
calculations when we show in the companion paper [29] that the cancellation ofr0 occurs for
general eccentric orbits.

To finish let us provide here the expressions of our final enhancement functions at the first order
in e2

t whenet → 0. These expansions will be useful in the following paper [29], when we compare
the perturbative limit of the complete energy flux at 3PN order (including all instantaneous terms)
with the result of black-hole perturbations. Note that those expansions are obtained analytically.
For the functions which are Newtonian we can either use the Fourier coefficients in the Appendix A
and expand them at first order ine2

t or follow the general procedure explained in Sec. V B for the
relevant moments but expanding Eq. (5.18) to only first orderin e2

t , namely,

u = ℓ + et sinℓ +
e2

t

2
sin 2ℓ + O

(

e3
t

)

. (6.8)

Concerning the two 1PN functions [ψ(et) andζ(et)], on the other hand, we obtain them directly
using the latter procedure. We find

ϕ (et) = 1+
2335
192

e2
t + O

(

e4
t

)

, (6.9a)

ψ (et) = 1− 22988
8191

e2
t + O

(

e4
t

)

, (6.9b)

ζ (et) = 1+
1011565
48972

e2
t + O

(

e4
t

)

, (6.9c)

κ (et) = 1+

(

62
3
− 4613840

350283
ln 2+

24570945
1868176

ln 3

)

e2
t + O

(

e4
t

)

, (6.9d)

and of course [since this is immediately deduced from Eq. (6.3)]

F (et) = 1+
62
3

e2
t + O

(

e4
t

)

. (6.10)

We have checked that the numerical results of Figs.1, 5 and 6 agree well with Eqs. (6.9) in the
limit of small eccentricities.

B. Conclusion and future directions

The far-zone flux of energy contains hereditary contributions that depend on the entire past
history of the source. Using the GW generation formalism consisting of a multipolar post-
Minkowskian expansion with matching to a PN source, we have proposed and implemented a
semi-analytical method to compute the hereditary contributions from the inspiral phase of a bi-
nary system of compact objects moving on quasi-elliptical orbits up to 3PN order. The method
explicitly uses the 1PN quasi-Keplerian representation ofelliptical orbits and exploits the dou-
bly periodic nature of the motion to average the fluxes over the binary’s orbit. Together with the
instantaneous contributions evaluated in the next paper [29], it provides crucial inputs for the con-
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struction of ready-to-use templates for binaries moving oneccentric orbits, an interesting class of
sources for the ground based gravitational wave detectors LIGO/Virgo and especially space based
detectors like LISA.

The extension of these methods to compute the hereditary terms in the 3PN angular momentum
flux and 2PN linear momentum flux is the next step required to proceed towards the above goal
and is currently under investigation. The extension to compute the 3.5PN terms for elliptical orbits
is currently not possible due to some as yet uncalculated terms in the generation formalism at this
order for general orbits. It would also require the use of the2PN generalised quasi-Keplerian
representation for some of the leading multipole moments.
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APPENDIX A: FOURIER COEFFICIENTS OF THE MULTIPOLE MOMENTS

In this Appendix we provide the expressions of the Fourier coefficients of theNewtonianmul-
tipole moments in terms of combinations of Bessel functions. We decompose the components of
the moments as Fourier series,

I (N)
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(N)
L eipℓ, (A1a)
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(N)
L−1 eipℓ, (A1b)

where the Fourier coefficients can be obtained by evaluating the following integrals
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For the mass quadrupole moment at Newtonian order we have17
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17 Note that the Fourier coefficients we provide are fornormalizedmultipole moments as defined in Eqs (5.1a)–(5.1b).
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For the mass octupole moment we find
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Finally, for the current quadrupole moment,
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