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SIGNED-ELIMINABLE GRAPHS AND FREE MULTIPLICITIES

ON THE BRAID ARRANGEMENT

TAKURO ABE, KOJI NUIDA, AND YASUHIDE NUMATA

Abstract. We define specific multiplicities on the braid arrangement by using
signed graphs. To consider their freeness, we introduce the notion of signed-
eliminable graphs as a generalization of Stanley’s classification theory of free
graphic arrangements by chordal graphs. This generalization gives us a com-
plete classification of the free multiplicities defined above. As an application,
we prove one direction of a conjecture of Athanasiadis on the characterization
of the freeness of certain deformations of the braid arrangement in terms of
directed graphs.

0. Introduction

Let V = V ℓ be an ℓ-dimensional vector space over a field K of characteristic zero,
{x1, . . . , xℓ} a basis for the dual vector space V ∗ and S := Sym(V ∗) ≃ K[x1, . . . , xℓ].
Let DerK(S) denote the S-module of K-linear derivations of S, i.e., DerK(S) =⊕ℓ

i=1 S · ∂xi
. A non-zero element θ =

∑ℓ

i=1 fi∂xi
∈ DerK(S) is homogeneous of

degree p if fi is zero or homogeneous of degree p for each i.
A hyperplane arrangement A (or simply an arrangement) is a finite collection

of affine hyperplanes in V . If each hyperplane in A contains the origin, we say
that A is central. In this article we assume that all arrangements are central unless
otherwise specified. A multiplicity m on an arrangement A is a map m : A → Z≥0

and a pair (A,m) is called a multiarrangement. Let |m| denote the sum of the
multiplicities

∑
H∈Am(H). When m ≡ 1, (A,m) is the same as the hyperplane

arrangement A and sometimes called a simple arrangement. For each hyperplane
H ∈ A fix a linear form αH ∈ V ∗ such that ker(αH) = H . The first main object in
this article is the logarithmic derivation module D(A,m) of (A,m) defined by

D(A,m) := {θ ∈ DerK(S)|θ(αH) ∈ S · α
m(H)
H (for all H ∈ A)}.

A multiarrangement (A,m) is free if D(A,m) is a free S-module of rank ℓ. If
(A,m) is free, then there exists a homogeneous free basis {θ1, . . . , θℓ} for D(A,m).
Then we define the exponents of a free multiarrangement (A,m) by exp(A,m) :=
(deg(θ1), . . . , deg(θℓ)). The exponents are independent of a choice of a basis. When
m ≡ 1, the logarithmic derivation module and exponents are denoted by D(A) and
exp(A). When we fix a simple arrangement A, we say that a multiplicity m on A
is free (resp. non-free) if a multiarrangement (A,m) is free (resp. non-free).

A fundamental object of study in hyperplane arrangements is the arrangement
of all reflecting hyperplanes of a Coxeter group, called a Coxeter arrangement.
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The study of the logarithmic derivation module for a Coxeter arrangement and
its freeness were initiated by K. Saito in [16], developed in [17], and promoted
by Solomon-Terao in [18], Terao in [21] and many other authors. In particular,
Yoshinaga proved in [24] and [25] that the freeness of an arrangement is closely
related to the canonical restricted multiarrangement defined by Ziegler in [27].
Hence the freeness of multiarrangements is now a very important subject of research.

Recently, some results were developed in [4] and [5] to study D(A,m) for general
multiarrangements. Also, some results concerning free multiplicities on Coxeter
arrangements have been found, e.g., see [3], [6] and [26]. In this article we generalize
the study of free multiplicities on the braid arrangement.

A braid arrangement Aℓ, or the Coxeter arrangement of type Aℓ is defined as
{Hij := {xi − xj = 0}|1 ≤ i, j ≤ ℓ + 1, i 6= j} in V = V ℓ+1. By using the
primitive derivation introduced in [16], free multiplicities on Coxeter arrangements
are studied by Solomon-Terao [18], Terao [21], Yoshinaga [23], and the first au-
thor and Yoshinaga [6]. Combining these results, we have a characterization of the
freeness of quasi-constant multiplicities m on a Coxeter arrangement, i.e., multi-
plicities such that maxH,H′∈A |m(H) −m(H ′)| ≤ 1. However, it is known that if
maxH,H′∈A |m(H)−m(H ′)| = 2 then the same method using the primitive deriva-
tion does not work. Also, to determine explicitly which multiplicity makes (A,m)
free is a difficult problem. Our aim is to consider these multiplicities on the braid
arrangement and classify their freeness completely. In fact, we consider every mul-
tiplicity m such that |2k −m(Hij)| ≤ 1 for some k ∈ Z>0 since, as shown in [6], a
mysterious and interesting symmetry of the freeness and duality of exponents exists
for these kinds of multiplicities m.

To state the main theorem, let us introduce some notation. Let A be the braid
arrangement in V ℓ+1. To express the multiplicity m mentioned in the previous
paragraph, we use a signed graph G, i.e., G is a graph consisting of the vertex
set VG = {v1, v2, . . . , vℓ+1} and the set of edges EG which has the decomposition
EG = E+

G ∪ E−
G with E+

G ∩ E−
G = ∅. Then we can define the following map.

Definition 0.1. The map mG on the braid arrangement Aℓ is defined by

mG(Hij) :=





1 if {vi, vj} ∈ E+
G ,

−1 if {vi, vj} ∈ E−
G , and

0 otherwise,

where {vi, vj} denotes the undirected edge between vi and vj.

Also, we introduce the following notion of signed graphs to characterize the
freeness.

Definition 0.2. The graph G is signed-eliminable with a signed-elimination or-
dering ν : VG → {1, 2, . . . , ℓ + 1} if ν is bijective, and for every three vertices
vi, vj , vk ∈ VG with ν(vi), ν(vj) < ν(vk), the induced subgraph G|{vi,vj ,vk} satisfies
the following conditions:

(1) For σ ∈ {+,−}, if {vi, vk} and {vj , vk} are edges in Eσ
G, then {vi, vj} ∈ Eσ

G.
(2) For σ ∈ {+,−}, if {vk, vi} ∈ Eσ

G and {vi, vj} ∈ E−σ
G , then {vk, vj} ∈ EG.

For a signed-eliminable graph G with a signed-elimination ordering ν, v ∈ VG and

i ∈ {1, 2, . . . , ℓ+ 1}, define the degree d̃egi(v) by

d̃egi(v) := deg(v, VG, E
+
G |ν−1{1,2,...,i})− deg(v, VG, E

−
G |ν−1{1,2,...,i}),
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where deg(w, VH , EH) := |{x ∈ VH |{w, x} ∈ EH}| is the degree of the vertex w in
the graph H = (VH , EH), and (VG, E

σ
G|S) with respect to S ⊂ VG is the induced sub-

graph of G whose set of edges is equal to {{vi, vj} ∈ Eσ
G|vi, vj ∈ S}. Furthermore,

define d̃egi := d̃egi(ν
−1(i)) for each i (1 ≤ i ≤ ℓ+ 1).

We consider the property of signed-eliminable graphs in Sections two and three.
Also note that a signed-eliminable graph is a generalization of a chordal graph, or
a graph which has a vertex elimination order (see Remark 2.3). By using chordal
graphs, Stanley classified completely the free and non-free graphic arrangements in
[19] (see also [10] or Section one in this article). What we will do in this article is the
multi-version of Stanley’s result. In other words, we will classify free multiplicities
on the braid arrangement of the form 2k +mG with mG defined in Definition 0.1
in more general setting. The main result is the following characterization of the
freeness in terms of signed-eliminable graphs.1

Theorem 0.3. Let A be the braid arrangement in V ℓ+1, G a signed graph and mG

the map in Definition 0.1. Let k, n1, . . . , nℓ+1 be non-negative integers. Define a
multi-braid arrangement (A,m) = Aℓ(n1, n2, . . . , nℓ+1)[G] by m(Hij) = 2k + ni +

nj +mG(Hij) and put N = (ℓ + 1)k +
∑ℓ+1

i=1 ni. Assume that one of the following
three conditions is satisfied:

(a) k > 0.
(b) E−

G = ∅.
(c) E+

G = ∅ and m(Hij) > 0 for all Hij ∈ A.

Then Aℓ(n1, n2, . . . , nℓ+1)[G] is free with

exp(A,m) = (0, N + d̃eg2, . . . , N + d̃egℓ+1)

if and only if G is signed-eliminable.

If we let n1 = · · · = nℓ+1 = 0 for case (b) of Theorem 0.3 then the corresponding
arrangement is a graphic arrangement where each hyperplane has multiplicity one.
Therefore, Theorem 0.3 is a generalization of Stanley’s classification of free graphic
arrangements. In Sections two and three we will see that a signed-eliminable graph
is a generalization of the concept of a chordal graph. Hence, Theorem 0.3 generalizes
both aspects of Stanley’s work in [19]: the freeness of certain arrangements and
combinatorial properties of the corresponding graphs.

The organization of this article is as follows. In Section one we introduce some
fundamental results and definitions about multiarrangements and their freeness.
In Section two we introduce the theory of signed-eliminable graphs, which can be
regarded as a generalization of the chordal graph theory from the viewpoint of the
characterization of free graphic arrangements due to Stanley. In Section three we
quote a characterization of signed-eliminable graphs from [13]. In Section four we
apply the results in the previous sections to the study of free multiplicities on the
braid arrangement, and prove Theorem 0.3. In Section five, we give an application
of Theorem 0.3 to a conjecture of Athanasiadis in [9].

Acknowledgments. The authors appreciate ProfessorMasahiko Yoshinaga and
Professor Max Wakefield for advice and comments to this article. Also the authors
are grateful to the referee for useful comments to this article. The first and third

1 Theorem 0.3 is not correct as it is stated below. See Appendix A for the corrected statements,
conditions and proofs.
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1. Preliminaries

In this section let us review some results and definitions which will be used in
this article. Let us begin with those for (multi)arrangements of hyperplanes, for
which we refer the reader to [14]. First we introduce some results for the study
of free and non-free multiarrangements. Let (A,m) be a multiarrangement in an
ℓ-dimensional vector space and fix H0 ∈ A with m(H0) > 0. Define the deletion
(A′,m′) of (A,m) with respect to H0 by A′ = A and

m′(H) =

{
m(H) if H 6= H0,
m(H0)− 1 if H = H0.

Theorem 1.1 ([5], Theorem 0.4). If (A,m) and (A′,m′) are both free, then there
exists a basis {θ1, . . . , θℓ} for D(A′,m′) such that {θ1, . . . , θk−1, αH0

θk, θk+1, . . . , θℓ}
is a basis for D(A,m) for some k ∈ {1, . . . , ℓ}.

For X ∈ A′′ := {H ′ ∩H0|H ′ ∈ A \ {H0}}, define AX := {H ∈ A|X ⊂ H} and
mX := m|AX

. Since AX is essentially a 2-multiarrangement, Theorem 1.1 implies
that (AX ,mX) is free with a basis {ζ3, ζ4, . . . , ζℓ, θX , ψX}, where deg(ζi) = 0, θX 6∈
αH0

DerK(S) and ψX ∈ αH0
DerK(S). Then we define the Euler multiplicity m∗ on

A′′ by m∗(X) := deg(θX), and we call (A′′,m∗) the Euler restriction. Then the
following Addition-Deletion theorem holds.

Theorem 1.2 ([5], Theorem 0.8). Let (A,m), (A′,m′) and (A′′,m∗) be the triple
with respect to H0. Then any two of the following statements imply the third:

(i) (A,m) is free with exp(A,m) = (d1, . . . , dℓ−1, dℓ).
(ii) (A′,m′) is free with exp(A′,m′) = (d1, . . . , dℓ−1, dℓ − 1).
(iii) (A′′,m∗) is free with exp(A′′,m∗) = (d1, . . . , dℓ−1).

In particular, if (A,m) and (A′,m′) are both free, then all the statements (i), (ii)
and (iii) above hold.

In general, the computation of Euler multiplicities m∗ is difficult without using
a computer program. However, under some special condition, we can obtain m∗ in
the following manner:

Proposition 1.3 ([5], Proposition 4.1). Let (A,m) be a multiarrangement, H0 ∈ A
and (A′′,m∗) the Euler restriction of (A,m) with respect to H0. Let X ∈ A′′ and
put m0 = m(H0). Suppose k = |AX | and m1 = max{m(H)|H ∈ AX\{H0}}.

(1) If k = 2 then m∗(X) = m1.
(2) If 2m0 ≥ |mX | then m∗(X) = |mX | −m0.
(3) If 2m1 ≥ |mX | − 1 then m∗(X) = m1.
(4) If |mX | ≤ 2k − 1 and m0 > 1 then m∗(X) = k − 1.
(5) If |mX | ≤ 2k − 2 and m0 = 1 then m∗(X) = |mX | − k + 1.
(6) If mX ≡ 2 then m∗(X) = k.

(7) If k = 3, 2m0 ≤ |mX |, and 2m1 ≤ |mX | then m∗(X) =
⌊
|mX |

2

⌋
.

Also, to show the freeness of some deformations of the Coxeter arrangement, the
following theorems by Ziegler in [27] and Yoshinaga in [24] play central roles (see
Section five). To introduce these results, let us review some definitions. Let A be
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a non-empty hyperplane arrangement and H0 ∈ A. The intersection lattice L(A)
of A is defined by

L(A) := {
⋂

H∈B

H |B ⊂ A}

with the reverse inclusion as the partial ordering. For X ∈ L(A) the subarrange-
mentAX ⊂ A is defined as the set {H ∈ A|X ⊂ H}. A′ is the deletion ofA with re-
spect toH0, defined by A′ := A\{H0}. Also, A

′′ is the restriction ofA with respect
to H0, defined by A′′ := {H ′∩H0|H ′ ∈ A′}. For each X ∈ A′′ we can associate the
Ziegler multiplicity mH0

, defined in [27], by mH0
(X) := |{H ′ ∈ A′|H ′ ∩H0 = X}|,

and we call (A′′,mH0
) the Ziegler restriction with respect to H0.

Theorem 1.4 ([27]). In the above notation, if A is free with exp(A) = (1, d2, . . . , dℓ),
then (A′′,mH0

) is free with exp(A′′,mH0
) = (d2, . . . , dℓ).

Theorem 1.5 ([24], Theorem 2.2). In the above notation, assume that ℓ ≥ 4.
Then A is free if and only if (A′′,mH0

) is free and AX is free for all X ∈ L(A′′) \
{
⋂

H∈AH}.

Next we introduce a criterion to check the non-freeness of multiarrangements,
see [4] for the notation and details.

Theorem 1.6 ([4], Corollary 4.6). If a multiarrangement (A,m) is free, then
GMP (k) = LMP (k) (1 ≤ k ≤ ℓ), where GMP (k) is the k-th global mixed product
of (A,m) and LMP (k) is the k-th local mixed product of (A,m).

The next proposition is useful to determine the non-freeness of multiarrange-
ments, and the proof is the same as that for simple arrangements, see Theorem
4.37 in [14] for example.

Proposition 1.7 ([2], Lemma 3.8). Let (A,m) be a multiarrangement and X ∈
L(A). If (A,m) is free, then so is (AX ,mX).

Next let us review the theory of a graphic arrangement and chordal graph by
Stanley in [19]. First, let us consider a subarrangement B of the Coxeter arrange-
ment of type Aℓ. Then B can be uniquely characterized by using the graph G
consisting of the vertex set VG = {1, 2, . . . , ℓ+1} and the set of non-directed edges
EG in the following manner:

Definition 1.8. For a graph G as above, a graphic arrangement AG associated to
the graph G is defined by

AG := {Hij |{i, j} ∈ EG}.

It is a natural problem to consider whether we can characterize the freeness of
graphic arrangements in terms of the combinatorics of G. For that purpose, let us
introduce the following graph.

Definition 1.9. Let G be a graph as above. A subgraph C ⊂ G is a cycle if C
consists of vertices i1, . . . , is (s ≥ 3) and {i1, i2}, {i2, i3}, . . . , {is−1, is}, {is, i1} are
edges of C. A chord of a cycle C is an edge {i, j} for non-consecutive vertices i, j
on the cycle C. A graph G is chordal if every cycle C ⊂ G with |C| > 3 has a
chord.

It is known that a graph is chordal if and only if its vertex set admits a vertex
elimination order, see [12]. By using chordal graphs, Stanley gave a complete
classification of free graphic arrangements as follows:
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Theorem 1.10 ([19]). A graphic arrangement AG is free if and only if G is chordal.

For the rest of this article we give a generalization of Definition 1.9 and Theorem
1.10.

2. Signed-eliminable graphs

In this section we introduce the theory of signed-eliminable graphs and give
fundamental properties. This is a generalization of a chordal graph from the view-
point of its vertex elimination ordering property. Recall the definition of a signed-
eliminable graph in Definition 0.2 for the multi-braid arrangement. In the rest of
this section, we introduce the theory of signed-eliminable graphs under the following
setting.

Let G be a graph consisting of the vertex set VG with |VG| = ℓ and the set of
edges EG which has the decomposition EG = E+

G ∪ E−
G such that E+

G ∩ E−
G = ∅.

For a subset S ⊂ VG, G|S is the induced subgraph of G with VG|S = S. We often
consider that a sign σ ∈ {+,−} is associated to each edge in Eσ

G. A signed graph
G is signed-eliminable if VG admits a signed-elimination ordering ν.

Example 2.1. Let us classify all the signed-eliminable and non-signed-eliminable
graphs with four vertices. Note that, by definition, the property that a graph is
signed-eliminable is preserved even if we exchange the signs + and −. Now the
following graphs are signed-eliminable, where the numberings of vertices in the figure
signify the corresponding signed-elimination ordering (we agree that an edge drawn
in a single line belongs to Eσ

G and that in a double line to E−σ
G (σ ∈ {+,−})):
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The following graphs are not signed-eliminable:
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Definition 2.2. Let ν be a signed-elimination ordering on G. We define a k-th
signed-eliminable filtration of G as a sequence of graphs G0, . . . , Gm such that

• G0 = G|{ν−1(1),...,ν−1(k−1)},
• Gm = G|{ν−1(1),...,ν−1(k)},
• Gi is a subgraph of Gi+1 with decomposition of edge set induced by that of
Gi+1,

• |EGi+1
\ EGi

| = 1, and
• ν|Gi

is a signed-elimination ordering on Gi for each i.

For a signed-eliminable graph with ℓ vertices, we define a complete signed-eliminable
filtration of G as a sequence of graphs G0, . . . , Gm such that Gnk

, . . . , Gnk+1
is a

k-th signed-eliminable filtration of G for some 0 = n1 ≤ n2 ≤ · · · ≤ nℓ+1 = m.

Remark 2.3. The definition of a signed-eliminable graph with a signed-elimination
ordering is just a generalization of the vertex elimination order on a non-signed
graph. Hence, from the viewpoint of Definition 1.9 and Theorem 1.10, a signed-
eliminable graph can be regarded as a generalization of a chordal graph. Theorem
3.2 in Section three also supports this generalization.

Let us investigate the properties of signed-eliminable graphs. The next proposi-
tion follows immediately by definition.

Proposition 2.4. If some induced subgraph of G is not signed-eliminable, then G
is not signed-eliminable either.

Now let us state the main theorem in this section, which will play the key role
to characterize free multiplicities on the braid arrangement.

Theorem 2.5. If G is signed-eliminable, then G always has a complete signed-
eliminable filtration.

Roughly speaking, Theorem 2.5 ensures that we can always give an order on
edges of a signed-eliminable graph which enables Addition-Deletion Theorem 1.2
work well. In the rest of this section we prove Theorem 2.5. For that purpose, we fix
the following notation only in the rest of this section. Let G be a signed-eliminable
graph with ℓ vertices, ν a signed-elimination ordering on G, and l ∈ VG the vertex
ν−1(ℓ).

Lemma 2.6. For i, j ∈ VG, define the relation i ≺ j if {i, j} and {i, l} are edges of
the same sign and {j, l} is an edge of the other sign. Then the relation ≺ induces
a partial order on {i|{i, l} ∈ EG}.

Proof. First, let us show that i1 ≺ i2 ≺ i3 ≺ i4 implies i1 ≺ i4 (ia ∈ VG).
By symmetry, we may assume that {i1, l}, {i1, i2} ∈ E+

G and {i2, l} ∈ E−
G . Then

{i2, i3} ∈ E−
G , {i3, l}, {i3, i4} ∈ E+

G and {i4, l} ∈ E−
G by definition of ≺. Now if
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{i1, i4} 6∈ E+
G , then Example 2.1 shows that G|{i1,i2,i3,i4} is not signed-eliminable,

which contradicts Proposition 2.4. Hence {i1, i4} ∈ E+
G , and i1 ≺ i4.

Now it suffices to show that there are no vertices i1, . . . , in (n ≥ 2) such that
i1 ≺ i2 ≺ · · · ≺ in ≺ i1. If such vertices exist, then repeated use of the argument
above implies that i1 ≺ in ≺ i1 (when n is even) or i1 ≺ i2 ≺ in ≺ i1 (when n is
odd). However, this is impossible by definition of ≺. �

Lemma 2.7. Let j be a maximal vertex of the poset {i|{i, l} ∈ EG} defined by ≺
in Lemma 2.6 and G′ the graph obtained from G by deleting the edge {j, l}. Then
G′ is also signed-eliminable with the same signed-elimination ordering ν.

Proof. By the definition of the signed-eliminable graph, it is sufficient to consider
the induced subgraph G′|{i,j,l} for any i with ν(i) < ν(l). The classification of every
possible case for G|{i,j,l} shows that the induced subgraph G′|{i,j,l} does not satisfy
the conditions of Definition 0.2 only if {i, j} and {j, l} are edges of the same sign
and {i, l} is an edge of the other sign in G|{i,j,l}. However, we have assumed that
j is a maximal vertex of the poset {i|{i, l} ∈ EG} defined by ≺, which completes
the proof. �

Proof of Theorem 2.5. Apply Lemma 2.7 repeatedly to edges {{i, l} ∈ EG|ν(i) <
ν(l)}. �

3. Characterization of signed-eliminable graphs

In this section we quote a characterization of signed-eliminable graphs from [13].
To state it, let us introduce the following two definitions.

Definition 3.1 ([13], Definition 4.4). Let G be a graph with the set of vertex VG
and two sets of edges E+

G and E−
G as in the previous section, and σ ∈ {+,−}.

(1) A sequence (v1, v2, . . . , vn;ω) (n ≥ 3) of vertices in G is a (σ-)mountain if
{vi, vi+1} ∈ E−σ

G for 1 ≤ i ≤ n− 1, {ω, vi} ∈ Eσ
G for 2 ≤ i ≤ n− 1 and any

other pair of vertices is not joined by an edge.
(2) A sequence (v1, v2, . . . , vn;ω1, ω2) (n ≥ 2) of vertices in G is a (σ-)hill if

{vi, vi+1} ∈ E−σ
G for 1 ≤ i ≤ n − 1, {ω1, ω2} ∈ Eσ

G, {ω1, vi} ∈ Eσ
G for

1 ≤ i ≤ n − 1, {ω2, vi} ∈ Eσ
G for 2 ≤ i ≤ n and any other pair of vertices

is not joined by an edge.

By using chordality, mountains, hills, and Example 2.1, a characterization of
signed-eliminable graphs is given as follows.

Theorem 3.2 ([13], Theorem 5.1). Let G be a signed graph. Then G is signed-
eliminable if and only if the following three conditions are satisfied:

(C1) Both graphs (VG, E
+
G) and (VG, E

−
G) are chordal.

(C2) Any induced subgraph of G with four vertices is signed-eliminable.
(C3) G contains no mountains nor hills.

For details of Theorem 3.2, see [13]. Theorem 3.2 plays the key role for the proof
of the “only if” part of Theorem 0.3. Note that, if E−

G = ∅, then Theorem 3.2
asserts the well-known equivalence between a chordal graph and a graph with a
vertex elimination ordering.
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4. Proof of Theorem 0.3

In this section we apply the theory of signed-eliminable graphs to prove Theorem
0.3. Since the proof is the same, we only prove the case when the condition (a) in
Theorem 0.3 is satisfied.

First, let us prove the “if” part. Let G be a signed-eliminable graph with a
signed-elimination ordering ν : VG → {1, 2, . . . , ℓ + 1}. By an appropriate change
of coordinates, we may assume that ν(vi) = i for all i. Then let us identify vi
with i for all i in this proof. Hence the order of vertices VG = {1, 2, . . . , ℓ + 1} is
already a signed-elimination ordering. When EG = ∅, the theorem can be proved
by using the argument below with the signed-eliminable graph G consisting of
VG = {1, 2, . . . , ℓ + 1} and EG = E+

G = {{i, j}|j = 1, . . . , ℓ+ 1, j 6= i} for a fixed i.
We prove the statement by induction on ℓ. When ℓ = 1 there is nothing to prove. If
ℓ = 2 then the result in [22] completes the proof. Assume that ℓ > 2. Also, assume

that Aℓ(n1, . . . , nℓ+1)[G|{1,2,...,s−1}] is free with exponents (0, N + d̃eg2, . . . , N +

d̃egs−1, N, . . . , N) for some s, 2 ≤ s ≤ ℓ+ 1. By Theorem 2.5, there exists an s-th
filtration Gs

0, . . . , G
s
f(s) of G with EGs

i+1
\ EGs

i
= {{s, ji}} (ji < s). Consider the

Euler restriction (A′′,m∗) of the multiarrangement Aℓ(n1, . . . , nℓ+1)[G
s
i+1] onto the

hyperplane Hsji (i = 0, 1, . . . , f(s) − 1). Combining Theorem 1.2 and Proposition
1.3 with Definition 0.2 and Theorem 2.5, the lemma below follows immediately.

Lemma 4.1. In the notation above, let t ∈ VG with t < s. If (A′′,m∗) is the Euler
restriction with respect to Hsji , then

m∗(Htji) = m∗(Hts) = 3k + nji + ns + nt +mG(Htji ).

Then Lemma 4.1 implies that the Euler restriction (A′′,m∗) is equal to the
following multiarrangement:

Aℓ−1(n1, . . . , nji−1, nji + ns + k, nji+1, . . . , ns−1, ns+1, . . . , nℓ+1)[G|{1,2,...,s−1}].

Proposition 2.4 and Theorem 2.5 imply that G|{1,2,...,s−1} is also signed-eliminable
with a signed-elimination ordering {1, 2, . . . , s−1}. Hence the induction hypothesis

shows that (A′′,m∗) is free with exponents (0, N+d̃eg2, . . . , N+d̃egs−1, N, . . . , N).
Then Addition-Deletion Theorem 1.2 completes the proof of the “if” part.

Next we prove the “only if” part. Assume that G is not signed-eliminable. Then
Theorem 3.2 implies that G does not satisfy the conditions (C1), (C2) or (C3).
Also identify vi with i for all i in this proof. We will prove that Aℓ(n1, . . . , nℓ+1)[G]
is not free in each of these three cases. To prove it, let us introduce a definition
used only in this proof. A signed graph G is free if the associated multi-braid
arrangement Aℓ(n1, . . . , nℓ+1)[G] is free. First, assume that G does not satisfy the
condition (C2). Then G contains some non-signed-eliminable subgraph with four
vertices. By Example 2.1, such a graph is one of the following:
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.
By Proposition 1.7 it suffices to show that these graphs are not free. For that
purpose, we use two theorems, i.e., Theorems 1.2 and 1.6. First, prove the non-
freeness of the graphs
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by using Theorem 1.2. Let us call these graphs of type A. Note that, by deleting
an appropriate edge from graphs of type A, we can obtain signed-eliminable graphs
as follows:
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By the proof of the “if” part, these graphs are free. If graphs of type A are also
free, then Theorem 1.2 implies that exp(A′′,m∗) ⊂ exp(A′,m′) as multisets, which
contradicts the results in [22], Proposition 1.3 and what is proved in the “if” part.
Hence graphs of type A are not free. Next let us prove the non-freeness of the
remaining graphs
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by using Theorem 1.6. Let us call these graphs of type B and give a name
B1, B2, . . . , B6 to each of these graphs from the left. Assume that graphs of type
B are free. Also, assume that a single line edge corresponds to an edge in E+

G

and a double line edge to that in E−
G . Let Gi (resp. Li) denote the 2nd global

(resp. local) mixed product of A3(n1, n2, n3, n4)[Bi]. Then we can compute these

values according to [4] as follows (where N =
∑4

i=1 ni):

B1 : G1 ≤ 48k2 + 24kN + 3N2 < L1 = 48k2 + 24kN + 3N2 + 2.
B2 : G2 ≤ 48k2 + 24kN + 3N2 + 6N + 24k + 3 < L2 = 48k2 + 24kN + 3N2 +

6N + 24k + 4.
B3 : G3 ≤ 48k2+24kN+3N2+8k+2N < L3 = 48k2+24kN+3N2+8k+2N+1.
B4 : G4 ≤ 48k2+24kN+3N2+8k+2N < L4 = 48k2+24kN+3N2+8k+2N+2.
B5 : G5 ≤ 48k2 + 24kN + 3N2 < L5 = 48k2 + 24kN + 3N2 + 1.
B6 : G6 ≤ 48k2 + 24kN + 3N2 + 4N + 16k + 1 < L6 = 48k2 + 24kN + 3N2 +

+4N + 16k + 3.

Hence Theorem 1.6 implies contradictions, which show that these graphs are not
free. Since the same proof as the above is valid when the signs of single and double
lines are exchanged, graphs of type B are not free, which shows that every non-
signed-eliminable graph with four vertices is not free.

Next assume that the condition (C1) is not satisfied. Then there exists a sub-
graph C ⊂ G such that |C| ≥ 4 and (VC , E

σ
G ∩ EC) is a cycle without chords

of the sign σ ∈ {+,−}. Because of the symmetry we may assume that σ = +.
Moreover, Proposition 1.7 implies that it is sufficient to show that C or its sub-
graph is not free. We prove the non-freeness by induction on ℓ ≥ 2. If ℓ = 2
then there is nothing to prove, so assume that ℓ > 2. If |C| = 4 then Exam-
ple 2.1 implies that C is not signed-eliminable, hence the above arguments im-
ply the non-freeness. Assume that |C| > 4. First, assume that there are no
chords in E+

C ∪ E−
C . When |C| < ℓ + 1, the induction hypothesis completes

the proof. So we may assume that |C| = ℓ + 1. We may also assume that
{{1, 2}, {2, 3}, . . . , {ℓ, ℓ + 1}, {ℓ + 1, 1}} = E+

C = EC . Define a subgraph C′ ⊂ C
which is obtained from C by deleting the edge {ℓ + 1, 1}. Note that C′ is signed-
eliminable. Then the “if” part of Theorem 0.3 implies that Aℓ(n1, . . . , nℓ+1)[C

′]
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is free with exponents (0, N + 1, . . . , N + 1). If Aℓ(n1, . . . , nℓ+1)[C] is free, then
every statement in Theorem 1.2 holds. Let us consider the Euler restriction of
Aℓ(n1, . . . , nℓ+1)[C] onto xℓ+1 −x1 = 0. Then the Euler restriction is equivalent to
Aℓ−1(n1 + nℓ+1 + k, n2, . . . , nℓ)[C

′′], where C′′ is a cycle with VC′′ = {1, 2, . . . , ℓ}
and EC′′ = E+

C′′ = {{1, 2}, {2, 3}, . . . , {ℓ− 1, ℓ}, {ℓ, 1}}. If ℓ = 3, then [22] implies
the contradiction on the exponents. If ℓ > 3 then the induction hypothesis shows
that the Euler restriction is not free, which is also a contradiction.

So we may assume that the cycle C contains a chord whose sign is −. Use the
same notation in the above paragraph and assume that the chord is {i, j}, where i
and j are non-consecutive vertices in VC with i < j. Also we may assume that i 6= 1
and j 6= ℓ+1. Then we obtain two new graphs C1 and C2 as induced subgraphs of
C with VC1

= {1, 2, . . . , i, j, j+1, . . . , ℓ+1} and VC2
= {i, i+1, . . . , j} respectively.

If |C1| = 4 or |C2| = 4, then the previous argument for the non-freeness of non-
signed-eliminable graphs with four vertices and Example 2.1 complete the proof.
If, for example, |C1| > 4, then we may take a subgraph C′

1 ⊂ C1 whose vertices
consist of {i − 1, i, j, j + 1}. If EC′

1
= {{i − 1, i}, {i, j}, {j, j + 1}}, then C′

1 is not
signed-eliminable with four vertices, hence not free as we have already proved in
the above. If there is some other edge in C′

1, then the assumption implies that
edge has to be signed by −. If that edge is {i − 1, j}, then consider the induced
subgraph C11 ⊂ C1 whose vertices consist of {1, 2, . . . , i− 1, j, j + 1, . . . , ℓ+ 1} and
apply the same arguments above. Then finally, we obtain a non-signed-eliminable,
hence non-free subgraph with four vertices, which completes the proof.

Finally, assume that the condition (C3) is not satisfied. Because the proof is
the same, let us assume that G contains a (+)-mountain C = (v1, v2, . . . , vs;ω) ⊂
G (s ≥ 3). By Proposition 1.7 it suffices to show that C is not free. If s = 3, then
Example 2.1 implies that C is not signed-eliminable. Hence the first argument of
the “only if” part of Theorem 0.3 shows the non-freeness. Assume that s > 3.
Consider the subgraph C′ ⊂ C which is obtained from C by deleting the vertex vs
and the edge {vs−1, vs} ∈ E−

G . Then C′ has a signed-elimination ordering whose
k-th filtration is given by first adding {w, vk−1} and second adding {vk−2, vk−1},
hence C′ is free by the “if” part of Theorem 0.3. If Aℓ(n1, . . . , nvℓ+1

)[C] is free,
then Theorem 1.2 implies that the Euler restriction (A′′,m∗) of Aℓ(n1, . . . , nℓ+1)[C]
ontoHvs−1vs is also free. However, Proposition 1.3 implies that the Euler restriction
(A′′,m∗) corresponds to the graph of the mountain (v1, v2, . . . , vs−1;ω), hence not
free by the induction hypothesis.

When G contains a hill, the same proof as the above can be applied, which
completes the proof of Theorem 0.3. �

Since exponents do not depend on a choice of a basis as the multiset, the next
corollary follows immediately from Theorem 0.3.

Corollary 4.2. If G is signed-eliminable, then d̃eg1 = 0 and (d̃eg1, d̃eg2, . . . , d̃egℓ+1)
does not depend on a choice of a signed-elimination ordering as the multiset.

In [4], a characteristic polynomial χ(A,m, t) of multiarrangements is defined and
the factorization theorem is proved. In general, the computation of χ(A,m, t) is
difficult, but if (A,m) is free, then we can easily compute it by the factorization.
So when G is signed-eliminable, we can calculate its characteristic polynomial as
follows:
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Corollary 4.3. Let (A,m) = Aℓ(n1, . . . , nℓ+1)[G] be the same as in Theorem 0.3.
Define (A, m̃) by m̃(Hij) := 2k + ni + nj −mG(Hij).

(1) Let k > 0. Then (A,m) is free if and only if (A, m̃) is free.
(2) If G is signed-eliminable, then

χ(A,m) = t

ℓ+1∏

i=2

(t−N − d̃egi)

and

χ(A, m̃) = t

ℓ+1∏

i=2

(t−N + d̃egi).

Corollary 4.3 shows that there exists a duality of exponents of free multi-braid
arrangements as mentioned in [6].

5. Conjecture of Athanasiadis

In this section we apply the results in previous sections to a conjecture of
Athanasiadis in [9]. To state it, let us introduce some notation.

Let us consider an affine arrangement in V ℓ+1 defined by

xi − xj = −k − ǫ(i, j),−k,−(k − 1), . . . , k, k + ǫ(j, i)(5.1)

(1 ≤ i < j ≤ ℓ+ 1),

where k ∈ Z≥0 and ǫ(i, j) = 0 or 1. Note that in this section, we distinguish
(i, j) and (j, i) as explained later. Such arrangements are examples of deformations
of the braid arrangement, a class of arrangements first investigated systematically
by Stanley in [20]. From the viewpoint of the combinatorics and freeness, these
arrangements have been extensively studied by Athanasiadis [7], [8], [9], Edelman
and Reiner [11], Postnikov and Stanley [15], Yoshinaga [24] and many other au-
thors. The main focus of these authors is on the characteristic polynomial of these
arrangements. Because of Terao’s factorization theorem, it is important to consider
the freeness of these arrangements.

Now let us go back to the deformation (5.1). A useful way to consider this
arrangement is introduced by Athanasiadis in [7]. Consider the directed graph G
consisting of the vertex set VG = {1, 2, . . . , ℓ + 1} and the set of directed edges
EG ⊂ {(i, j)|1 ≤ i, j ≤ ℓ + 1}. Here the edge (i, j) is the arrow from i to j. If we
define

ǫ(i, j) :=

{
1 if (i, j) ∈ EG,
0 if (i, j) 6∈ EG,

then every affine arrangement above can be expressed by these directed graphs. For
such a graph G let AG denote the corresponding arrangement of the form (5.1).
In [7], Athanasiadis gave a splitting formula of the characteristic polynomial of AG

when G satisfies the following two conditions:

(A1) For every triple i, j, h with i, j < h, it holds that, if (i, j) ∈ EG, then
(i, h) ∈ EG or (h, j) ∈ EG.

(A2) For every triple i, j, h with i, j < h, it holds that, if (i, h) ∈ EG and (h, j) ∈
EG then (i, j) ∈ EG.

Athanasiadis also gave the following conjecture.
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Conjecture 5.1 ([9], Conjecture 6.6). Let k = 0 in the deformation (5.1). Then
the coning cAG of AG is free if and only if G satisfies conditions (A1) and (A2).

In the rest of this section let us prove that (A1) and (A2) are sufficient conditions
in Conjecture 5.1 in more general setting. First, let us prove the following.

Proposition 5.2. Let H∞ ∈ cAG be the infinity hyperplane of the coning cAG of
AG in (5.1). If G satisfies (A1) and (A2), then the Ziegler restriction (A′′,mH∞

)
with respect to H∞ is of the form Aℓ(n1, . . . , nℓ+1)[G

′] for some n1, . . . , nℓ+1 and
signed-eliminable graph G′. In particular, it is free.

Proof. Note that the signed-eliminability is a local condition. In other words, that
can be determined by checking the behavior of edges between every ordered triple
of vertices i, j < h. Hence the proposition follows immediately by conditions (A1),
(A2), the definition of a signed-eliminable graph and Theorem 0.3. �

Theorem 5.3. In the deformation (5.1), cAG is free if G satisfies (A1) and (A2).
In particular, the “if” part of Conjecture 5.1 is true.

Proof. Induction on ℓ ≥ 1. When ℓ = 1, there is nothing to prove. If ℓ = 2 then the
classification in [1] completes the proof. Assume that ℓ ≥ 3. By Theorem 1.5 and
Proposition 5.2, it suffices to show that (cAG)X is free for any X ∈ L(cAG) with⋂

H∈cAG
H ( X ⊂ H∞. Again, recall that conditions (A1) and (A2) are local and

note that (cAG)X decomposes into the direct product of the empty arrangement
and the arrangement cAG′ , where G′ is some directed graph. In fact, if X = {xi1 =
xi2 = · · · = xis}∩H∞, then G′ is the induced subgraph of G with VG′ = {i1, . . . , is}.
Then again the locality of (A1) and (A2) implies that G′ also satisfies conditions
(A1) and (A2). Since rank(cAG′) < rank(cAG), the induction hypothesis implies
that cAG′ is free. Hence (cAG)X is also free, which completes the proof. �
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Appendix A. Erratum of Theorem 0.3

Theorem 0.3 in this paper is not correct as it was stated. Explicitly, the statement
does not hold when the graph G satisfies the condition (iii) in the paper. See the
following example by Michael Dipasquale.

Example.
Consider the multiarrangement (x1−x2)(x1−x3)(x1−x4)(x2−x3)4(x2−x4)2(x3−
x4)

2 on the A3-type. This multiplicity corresponds to the case k = 0, n1 = 0, n2 =
n3 = 2, n4 = 1 with the graphG such thatE+

G = ∅, E−
G = {{1, 2}, {2, 4}, {3, 4}, {1, 3}}.

Since E−
G is not signed-eliminable, this has to be not free. However, by Theorem

5.10 in [ATW], this is a supersolvable multiarrangement, hence free with exponents
(3, 4, 4), which contradicts Theorem 0.3 (iii) in the paper.

Under the terminology of the paper, the correct statement of Theorem 0.3 should
be as follows:

Theorem 0.3
Let A be the braid arrangement in V ℓ+1, G a signed graph and let mG be the
map in Definition 0.1. Let k, n1, . . . , nℓ+1 be non-negative integers and let N :=

k(ℓ+1)+
∑ℓ+1

i=1 ni. Define a multi-braid arrangement (A,m) = Aℓ(n1, . . . , nℓ+1)[G]
by m(Hij) := 2k + ni + nj + mG(Hij). Assume that one of the following three
conditions is satisfied:.

(1) k > 0,

http://arxiv.org/abs/0712.4118
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(2) E−
G = ∅, or

(3) k = 0, m(Hij) > 0 for all 1 ≤ i < j ≤ ℓ + 1, and for all the triples {s, i, j}
with {i, j} ∈ E−

G and mG(Hsi) < mG(Hsj), it holds that ni > 0.

Then (A,m) is free if and only if G is signed-eliminable. In particular, when (A,m)

is free, exp(A,m) = (0, N + d̃eg2, . . . , N + d̃egℓ+1).

Note that the condition (1) and (2) are the same as the original conditions (i)
and (ii) respectively, and the original proofs also work well. The new condition (3)
corrects the original condition (iii), and also contains a new multiplicity which was
not in the original paper. By the new condition (3) in Theorem 0.3, the case in
Example does not occur.

To prove Theorem 0.3, let us recall the following two lemmas for the reader’s
convenience.

Lemma A ([W]). Let (A,m) be a multiarrangement defined by

xayb(x− y)c = 0.

Assume that a ≥ b, c. Let d := ⌊(a+ b+ c)/2⌋. Then
(1) exp(A,m) = (d, d) or (d, d+ 1) if a ≤ b+ c.
(2) exp(A,m) = (a, b+ c) if a ≥ b+ c+ 1.

Also, the important role was played by the Euler multiplicity and the Euler
restriction in the paper. Let us recall it. Let (A,m) be a multiarrangement, and
let H ∈ A. Then we can define the Euler restriction (AH ,m∗) of (A,m) onto H
(see [ATW] for details), where AH := {H ∩ L | L ∈ A \ {H}}. Since the Euler
multiplicity m∗ depends only on AX := {H ∈ A | X ⊂ H} and m|AX

for X ∈ L(A)
with codimX = 2, and we are interested in the braid arrangement in the paper, it
suffices to know the following computation for the Euler multiplicity m∗.

Lemma B ([ATW]). Let (A,m) be a multiarrangement in R2, H ∈ A and let
(AH ,m∗) be the Euler restriction of (A,m) onto H .

(1) Assume that A = {H,L}. Then m∗(H ∩ L) = m(L).
(2) Assume that A = {H,L,K}, exp(A,m) = (d1, d2) and exp(A,m − δH) =

(d1, d2−1), where δH is the characteristic multiplicity of H . Then m∗(H ∩L) = d1.

Remark. Explicitly, for the braid arrangement case, the corresponding arrange-
ment to those in Lemma B is the Weyl arrangement of the type A2 defined by

(x− y)(y − z)(x− z) = 0.

Every plane of this arrangement contains a line defined by x = y = z, hence
essentially in R2. Hence we may apply Lemma B to this arrangement.

The error in the original Theorem 0.3 is based on the existence of the multiplicity
for which Lemma 4.1 in the paper does not work. Lemma 4.1 states that, for
the multiarrangement in the paper, in the case of Lemma B (2), m∗(H ∩ L) =
min{d1, d2}. By Lemma A, this holds true in the case (1) in Lemma A. So we have
to analyze the case (2) in Lemma A.

Hence from now on, we consider the graphs G satisfying one of the con-
ditions (1), (2) or (3) in Theorem 0.3.

For that analysis, let us recall a definition in the paper. Let G be a signed
eliminable graph with a signed elimination ordering (1, . . . , ℓ + 1) of VG. Let 1 ≤
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h ≤ ℓ+1 and let {v1, . . . , va} be the vertices such that vj < h and that {vj , h} ∈ EG

for all j. Then an h-th signed-eliminable filtration (see Definition 2.2 in the paper)
is an ordering (i1, . . . , ia) of vertices {v1, . . . , va} such that

(1) if {h, is}, {h, it} ∈ Eσ
G, then {is, it} ∈ Eσ

G (σ ∈ {+,−}), and
(2) if {h, is} ∈ Eσ

G and {is, it} ∈ E−σ
G , then {h, it} ∈ E−σ

G and t < s for
σ ∈ {+,−}.

It is shown in the paper that every signed eliminable graph admits a signed
eliminable filtration for all h. The reason why we consider a signed eliminable
filtration is as follows. Assume that Lemma 4.1 in the original paper holds for
(A,m) = Aℓ(n1, . . . , nℓ+1)[G]. Let (1, . . . , ℓ + 1) be a signed elimination ordering,
Gh be the induced subgraph from the vertices {1, . . . , h} ⊂ VG, and letmh := m|Gh

.
Moreover, for the h-th signed eliminale filtration (i1, . . . , ia) and 1 ≤ s ≤ a, let Gs

h

be the graph such that VGs
h
= VG and EGs

h
= EGh−1

∪ {{h, ij} | j = 1, . . . , s}.
Define a multiplicity ms

h on Aℓ by ms
h(Hij) := 2k + ni + nj +mGs

h
(Hij). Now we

can determine when Lemma 4.1 does not work in the following lemma.

Lemma C. Under the notation above, assume that G is signed eliminable with
a signed elimination ordering (1, . . . , ℓ + 1). Let (i1, . . . , ia) be an h-th signed-
eliminable filtration of h, 1 ≤ h ≤ ℓ+ 1. For 1 ≤ s ≤ a and the Euler multiplicity
m∗ of (Aℓ,m

s
h) onto Hh,is , assume thatm∗ does not satisfy Lemma 4.1 in the paper

for Hh,is ∩Hh,i for some i. Then it holds that, either

(a) k = ni = 0, {is, i}, {h, is}, {h, i} ∈ E−
G , and b < s for i = ib, or

(b) k = nis = 0, {is, i}, {h, is}, {h, i} ∈ E−
G , and b > s for i = ib

in the notation above.

Proof. For the simplicity, let j := is. By Lemma A, it suffices to check the
following three cases:

Case 1. The case when m(Hhj) is large. In the terminology of Lemma A (2),
m(Hhj) ≥ m(Hhi)+m(Hij)+1. However, if m(Hhj) = m(Hhi)+m(Hij)+1, then
Lemmas A and B assert that Lemma 4.1 in the paper holds. So we have to analyze
the case m(Hhj) > m(Hhi) +m(Hij) + 1, i.e.,

2k + nh + nj + ǫhj > 4k + 2ni + nh + nj + ǫhi + ǫij + 1.

Here ǫij := m(Hij) ∈ {−1, 0, 1}. Since we apply the addition-deletion theorems to
Hhj, it holds that ǫhj ∈ {0, 1}. This inequality is equivalent to

ǫhj > 1 + 2k + 2ni + ǫhi + ǫij .

It is easy to check that this cannot occur unless k = ni = 0. In that case, this holds
only when

(ǫhj , ǫhi, ǫij) = (1,−1,−1), (1, 0,−1), (0,−1,−1) or (1,−1, 0).

The case (0,−1,−1) corresponds to the case (a) in Lemma C, and the other three
cases do not occur by the condition in Theorem 0.3 (3) and the complete signed-
eliminable filtration.

Case 2. The case when m(Hij) is large, i.e.,

2k + ni + nj + ǫij > 4k + 2nh + ni + nj + ǫhi + ǫhj.

Note that ǫhj ≥ 0 by the same reason as above. This is equivalent to

ǫij > 2k + 2nh + ǫhi + ǫhj .
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It is easy to check that this cannot occur unless k = nh = 0 by the signed elim-
inability and the fact that ǫhj ≥ 0. In that case, again the sigied eliminability shows
that this holds only when

(ǫhj , ǫhi, ǫij) = (0,−1, 0), (0, 0, 1), (0,−1, 1) or (1,−1, 1).

These four cases do not occur by the condition in Theorem 0.3 (3) and the signed-
eliminable filtration.

Case 3. The case when m(Hhi) is large, i.e.,

2k + nh + ni + ǫhi > 4k + 2nj + nh + ni + ǫhj + ǫij .

Again ǫhj ≥ 0. This is equivalent to

ǫhi > 2k + 2nj + ǫhj + ǫij .

It is easy to check that this cannot occur unless k = nj = 0 by the signed elim-
inability and the fact that ǫhj ≥ 0. In that case, this holds only when

(ǫhj , ǫhi, ǫij) = (0, 0,−1), (0, 1, 0), (1, 1,−1) or (0, 1,−1).

The case (0, 0,−1) corresponds to the case (b) in Lemma C, and the other three
cases do not occur by the condition in Theorem 0.3 (3) and the signed-eliminable
filtration. �

Note that, by Lemma C, the error does not occur when k > 0 or EG = E+
G , which

corresponds to the original conditions (i) and (ii) in Theorem 0.3 in the paper.

Proof of Theorem 0.3. First let us show the “if” part. The original proof is
correct if Lemma 4.1 works well. In other words, the original condition (iii) in
Theorem 0.3 is not enough for Lemma 4.1 to work well. Now the new condition (3)
in Theorem 0.3 makes Lemma 4.1 work well in the following reason.

By Lemma C, the original proof works well if G does not have a signed eliminable
filtration containing the case (a) or (b) in Lemma C. Assume that either (a) or (b)
occurs in G. By Lemma C and the condition in Theorem 0.3 (3), in this case, k = 0.
Hence in the following we always assume the conditon (2) in Theorem 0.3. We may
assume that (1, 2, . . . , ℓ + 1) is a signed elimination ordering for G. By Lemma C,
this means that, if {ℓ+1, i} and {i, j} are negative edges for ℓ+1 > i, j, and ni = 0,
then {ℓ+1, j} is also a negative edge. By Case 2 in the proof of Lemma C, we may
assume that nℓ+1 6= 0, thus ni = 0 for some i < ℓ+1 with {ℓ+1, i} ∈ E−

G . We may
easily check the statement is true for ℓ ≤ 3. We use the induction on ℓ. Assume that
Aℓ(n1, . . . , nℓ+1)[G|{1,...,ℓ}] is free with exponents (0, N + deg1, . . . , N + degℓ, N).
Let us increase/decrease multiplicities on the hyperplanes Hj,ℓ+1 for j = 1, . . . , ℓ
following the signed eliminable filtration. Let G′ := G|{1,2,...,ℓ}.

Let i1 < · · · < ia < ℓ+1 be the set of all vertices connected with ℓ+1 by negative
edges. Assume that at least one of ni1 , . . . , nia is zero. Then in fact only one of
them, say nij , is zero. Assume that nij and nis are both zero. Since (1, . . . , ℓ+1) is a
signed elimination ordering, ij and is are also connected by a negative edge. Hence
m(Hij ,is) = −1, which is a contradiction. Now we show that there is an (ℓ + 1)-
th signed-eliminable filtration such that ij is the last vertex in the filtration, i.e.,
when we apply the addition-deletion theorem for multiarrangements to Ht,ℓ+1 for
{t, ℓ+1} ∈ EG following a signed-eliminable filatration, we may decreasem(Hℓ+1,ij )
in the final step of this filtration. Assume that ij is not the last vertex in the
filtration, i.e., the filtration is of the form (A, ij , B) for ordered sequences A and B
of vertices connected with ℓ + 1. Then consider the new filtration (A,B, ij). We
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show that this is also an (ℓ+ 1)-th signed-eliminable filtration. Assume not. Then
there is h, 1 ≤ h ≤ ℓ, such that {ℓ+ 1, ij}, {ij, h} ∈ E−

G and that {ℓ+ 1, h} ∈ E+
G .

However, this says that nij 6= 0 by the assumption in Theorem 0.3 (3), which is a
contradiction.

So we may use the same argument as in the original paper to increase/decrease
multiplicities m(Ht,ℓ+1) for ij 6= t < ℓ + 1 with {t, ℓ + 1} ∈ EG to obtain a free
arrangement with exponents (0, N − deg1, . . . , N − degℓ, N − degℓ−1 +1). In the
final step decrease the multiplicity m(Hij ,ℓ+1) by one. Since all the other vertices
connected to ℓ + 1 are increased/decreased, we may show that also here the same
argument as in the original paper works by Lemmas A and B, which completes the
proof.

Also, note that the Euler restriction along an h-th signed eliminable filtration
does not change the edges {i, j} and its sign ± for i, j < h as we saw above. Hence
if G satisfies the condition (3) in Theorem 0.3, then so is the restricted graph, which
makes the induction work.

Next we show the “only if” part. The proof of “only if” part consists of two
arguments in the original paper. The first one is in page 10 in the original paper,
the inequalities Bi. In this case, the proof is the same as the original one. What
we have to pay attention is whether exp(AX ,mX) is of the form in Lemma A (1)
for all codimension two flat X . This is confirmed by the conditions (1), (2) and
(3) in Theorem 0.3. The second one is to investigate when G contains a cycle of
length at least four, mountains or hills defined in the original paper. To apply these
arguments, we need Lemma 4.1 to apply the addition-deletion theorems. Now this
works well by Lemma C and the condition (3) in Theorem 0.3. �

Remark. The same statement holds true even if m(Hij) = 0 could occur.

Except for the condition (iii) in Theorem 0.3, all the results and proofs are correct
in this paper.
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