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Moore hyperrectangles on a space form a strict cubical

omega-category

Ronald Brown
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Abstract

A question of Jack Morava is answered by generalising the notion of Moore paths to
that of Moore hyperrectangles, so obtaining a strict cubical ω-category. This also has the
structure of connections in the sense of Brown and Higgins, but cancellation of connections
does not hold.

Introduction

We recall in Section 1 the notion of the space of Moore paths on a topological space X. A variant
of the definition is given in [Bro06]. Moore paths have the advantage of giving a category of
paths, with an associative composition, and identities, rather than the common description in
terms of maps I → X.

However, whereas in higher dimensions the appropriate and analogous operations on maps
of cubes In → X have been well used, see for example [BH81b], there seems to have been in
higher dimensions no definition analogous to that of Moore paths.

In this paper we give such a definition in Section 2 and in Section 3 we give the laws that
this structure satisfies. The formulation of these is taken from [AABS02], but for a large part
they go back to [BH77].

The cubical laws were given in [Kan55]. The cubical approach in that paper was abandoned
in favour of simplicial sets once the problems of the geometric realisation of the cartesian product
were found, and Milnor had written on the geometric realisation of the simplicial sets.

The introduction of ‘connections’ in all dimensions was in [BH77, BH81a, BH81b] for the
purpose of discussing ‘commutative shells’. This was extended to the category case in [Mos87,
AA89, AABS02]. The general theory of cubical sites is developed in [GM03]. Maltsiniotis has
shown in [Mal09] that cubical sets with connections, in contrast to the standard case, have good
realisations of cartesian products. The thesis [Pat08] uses cubical sets with what he calls pseudo
connections for the theory of derived functors, analogously to the simplicial case.
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The paper [Gra02] uses an analogous procedure to this for the definition of a higher cate-
gorical structure, with cubes indexed on Zn and constant on each variable outside of a certain
‘support’, but does not take the support as part of the structure.

An application of the cubical classifying space of a crossed complex is in [FRS95].
It is suggested in recent work that the notion of Kan simplicial set can be regarded as an

∞-groupoid, see for example [Lur09]. In some ways this is curious as this is regarded as the start
of such an idea is the fundamental group or groupoid, which is made of classes of paths under
homotopy relative to the end points. One would expect on the same principle to take some
form of homotopy classes of maps of m-paths. The difficulty in this is shown that by the fact
that an absolute strict homotopy m-groupoid has been defined only for m = 1, 2, in [BHKP02].
The paper [BH81b] shows that successful higher homotopy groupoids can be defined for filtered
spaces. This allows a route into algebraic topology without setting up singular homology theory.

In any case, the construction M∗(X) can be seen as another candidate for a weak form of
∞-groupoid.

1 Moore paths

Let R
+ = [0,∞) be the nonnegative real line. For a space X let M(X) be the subspace of

XR
+

× R
+ of pairs (f, r) such that f is constant on [r,∞). There are two maps

∂−, ∂+ : M(X) → X,

∂−(f, r) = f(0),

∂+(f, r) = f(r).

Now composition ◦ of Moore paths on M(X) is given by the composition

M(X) ∂+×∂− M(X)
φ

−→ XR
+

× R
+ × R

+ 1×+
−→ XR

+

× R
+

where the first term is the pullback, and φ sends pairs (f, r), (g, s) ∈ M(X) such that f(r) = g(0)
to triples (h, r, s) ∈ XR

+

×R
+ ×R

+ such that h is constant on [r+ s,∞), h|[0, r] = f |[0, r] and
h(t) = g(t− r) for t > r, and + is the addition function. So composition is continuous.

We also have an identity function ε : X → M(X) given by ε(x) = (x̂, 0) where x̂ is the
constant map on R

+ with value x.
This composition gives, as is well known, a category structure (M(X), ∂±, ◦, ε). This struc-

ture also has a ‘reverse’ − : M(X) → M(X) given by −(f, r) = (g, r) where

g(t) =

{

f(r − t) if 0 6 t 6 r,

f(0) if t > r.

Thus ∂−(−a) = ∂+(a), ∂+(−a) = ∂−a.
We now discuss the relation with the fundamental groupoid on a set C of base points in X.
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By a homotopyH of elements a0 = (f0, r0), a1 = (f1, r1) ofM(X) we mean a continuous map
H : [0, 1] → M(X) such that H(0) = a0,H(1) = a1, or, equivalently, a map H : [0, 1]×R

+ → X

such that H(0, t) = a0(t),H(1, t) = a1(t) for t ∈ R
+ and there is a continuous function s 7→ r(s)

where 0 6 s 6 1, r(s) ∈ R
+, r(0) = r0, r(1) = r1 and H(s, t) = H(s, r(s)) for t > r(s), 0 6 s 6 1.

This homotopy is rel end points if H(s, 0) = f0(0),H(s, r(s)) = f0(r0) for all 0 6 s 6 1. The
fundamental groupoid π1(X,C) on the set of base points C ⊆ X is the the set of homotopy
classes rel end points of elements of M(X) with source and target in C. For more information
on the use of π1(X,C), but with a slightly different construction, see [Bro06].

2 Moore hyperrectangles

Let Mn(X) be the subspace of X(R+)n × (R+)n of pairs (f, (r)) where (r) = (r1, . . . , rn) such
that

f(t1, . . . , ti, . . . , tn) = f(t1, . . . , ri, . . . , tn) for ti > ri, i = 1, . . . , n.

We call (r) the shape and f the action of the n-path (f, (r)). We have

∂−

i , ∂
+
i : Mn(X) → Mn−1(X)

given by evaluating at 0 or ri in the ith position and omitting the ri. More precisely, ∂α
i (f, (r)) =

(f ′, (r′)) where (r′) = (r1, . . . , r̂i, . . . , rn) and f ′(r′) = f(r1, . . . , α
′, . . . , rn) where α′ = 0 or ri

according as α = − or +.
To define the degeneracies εi : Mn−1(X) → Mn(X) we set εi(f

′, (r′)) = (f, (r)) where (r) is
obtained from (r′) by putting 0 in the ith place, and f(t1, . . . , tn) = f ′(t1, . . . , t̂i, . . . , tn).

To define the connections Γ−

i : Mn−1(X) → Mn(X) we set Γ−

i (f
′, (r′)) = (f, (r)) where (r) is

obtained from (r′) by repeating ri (in the ith and (i+1)th place, and moving the others along),
and setting

f(t1, . . . , tn) = f ′(t1, . . . , ti−1,max(ti, ti+1), ti+2, . . . , tn).

Similarly we get Γ+
i using min instead of max. (This follows the conventions of [AABS02].)

For i = 1, . . . , n the category structure (Mn(X), , ∂−

i , ∂+
i , ◦i, εi) is simply that given in section

1 but in the ith place.
In this way we give the family M∗(X) = {Mn(X)} for n > 0 the structure of cubical ω-

category: the laws for this and the connections are given in Section 3. The paper [BH81c] also
shows how to obtain what we now call a globular ω-category from this cubical structure, as a
substructure in which certain faces of a cube have various levels of degeneracy. However this
globular structure is not equivalent to the cubical structure, as the proof in [AABS02] requires
the cancellation law for connections, which does not hold here: see Remark 3.2.

We refer also to [Bro08] for the construction of a fundamental globular ω-groupoid ρ(X∗) of
a filtered space X∗.
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3 Laws

In this section we give the full structure and laws on the cubical set with connections and
compositions M∗(X). We take these from [AABS02].

Let K be a cubical set, that is, a family of sets {Kn;n > 0} with for n > 1 face maps ∂α
i :

Kn → Kn−1 (i = 1, 2, . . . , n; α = +,−) and degeneracy maps εi : Kn−1 → Kn (i = 1, 2, . . . , n)
satisfying the usual cubical relations:

∂α
i ∂

β
j = ∂

β
j−1∂

α
i (i < j), (3.1)(i)

εiεj = εj+1εi (i 6 j), (3.1)(ii)

∂α
i εj =











εj−1∂
α
i (i < j)

εj∂
α
i−1 (i > j)

id (i = j)

(3.1)(iii)

We say that K is a cubical set with connections if for n > 0 it has additional structure maps
(called connections) Γ+

i ,Γ
−

i : Kn → Kn+1 (i = 1, 2, . . . , n) satisfying the relations:

Γα
i Γ

β
j = Γβ

j+1Γ
α
i (i < j) (3.2)(i)

Γα
i Γ

α
i = Γα

i+1Γ
α
i (3.2)(ii)

Γα
i εj =

{

εj+1Γ
α
i (i < j)

εjΓ
α
i−1 (i > j)

(3.2)(iii)

Γα
j εj = ε2j = εj+1εj , (3.2)(iv)

∂α
i Γ

β
j =

{

Γβ
j−1∂

α
i (i < j)

Γβ
j ∂

α
i−1 (i > j + 1),

(3.2)(v)

∂α
j Γ

α
j = ∂α

j+1Γ
α
j = id, (3.2)(vi)

∂α
j Γ

−α
j = ∂α

j+1Γ
−α
j = εj∂

α
j . (3.2)(vii)

The connections are to be thought of as extra ‘degeneracies’. (A degenerate cube of type εjx

has a pair of opposite faces equal and all other faces degenerate. A cube of type Γα
i x has a pair

of adjacent faces equal and all other faces of type Γα
j y or εjy .) Cubical complexes with this,

and other, structures have also been considered by Evrard [Evr].
The prime example of a cubical set with connections is the singular cubical complex KX of

a space X. Here for n > 0 Kn is the set of singular n-cubes in X (i.e. continuous maps In → X)
and the connection Γα

i : Kn → Kn+1 is induced by the map γαi : In+1 → In defined by

γαi (t1, t2, . . . , tn+1) = (t1, t2, . . . , ti−1, A(ti, ti+1), ti+2, . . . , tn+1)

where A(s, t) = max(s, t),min(s, t) as α = −,+ respectively. Here are pictures of γα1 : I2 → I1

where the internal lines show lines of constancy of the map on I2.
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γ−1 =γ+1 =
2

1

��

//

The complex KX has some further relevant structure, namely the composition of n-cubes
in the n different directions. Accordingly, we define a cubical complex with connections and
compositions to be a cubical set K with connections in which each Kn has n partial compositions
◦j (j = 1, 2, . . . , n) satisfying the following axioms. If a, b ∈ Kn, then a◦j b is defined if and only
if ∂−

j b = ∂+
j a , and then

{

∂−

j (a ◦j b) = ∂−

j a

∂+
j (a ◦j b) = ∂+

j b
∂α
i (a ◦j b) =

{

∂α
j a ◦j−1 ∂

α
i b (i < j)

∂α
i a ◦j ∂

α
i b (i > j),

(3.3)

The interchange laws. If i 6= j then

(a ◦i b) ◦j (c ◦i d) = (a ◦j c) ◦i (b ◦j d) (3.4)

whenever both sides are defined. (The diagram

[

a b

c d

]

j

i

��

//

will be used to indicate that both sides of the above equation are defined and also to denote the
unique composite of the four elements.)

If i 6= j then

εi(a ◦j b) =

{

εia ◦j+1 εib (i 6 j)

εia ◦j εib (i > j)
(3.5)

Γα
i (a ◦j b) =

{

Γα
i a ◦j+1 Γ

α
i b (i < j)

Γα
i a ◦j Γ

α
i b (i > j)

(3.6)(i)

Γ+
j (a ◦j b) =

[

Γ+
j a εja

εj+1a Γ+
j b

]

j+1

j

��

//

(3.6)(ii)

Γ−

j (a ◦j b) =

[

Γ−

j a εj+1b

εjb Γ−

j b

]

j+1

j

��

//

(3.6)(iii)

These last two equations are the transport laws1.

1Recall from [BS76] that the term connection was chosen because of an analogy with path-connections in
differential geometry. In particular, the transport law is a variation or special case of the transport law for a
path-connection.
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It is easily verified that the cubical Moore complex M∗X of a space X satisfies these axioms
with our above definitions. In this context the transport law for Γ−

1 (a ◦ b) can be illustrated by
the picture

a b

b

a

Remark 3.1 That the above laws for these structures apply to M∗(X) is easy to check. It
is important that the shape tuples (r1, . . . , rn) are part of the structure. Thus if ∂+

1 (f, (r)) =
∂−

1 (g, (s)) then this implies that ri = si, 2 6 i 6 n as well as

f(r1, t2, . . . , tn) = g(0, t2, . . . , tn) for 0 6 ti 6 ri, 2 6 i 6 n.

This may seem a strong condition, but ‘composition is the inverse of subdivision’, and this
enables one to obtain multiple compositions as the inverse of ‘subdividing’ an element (f, (r)) ∈
Mn(X). ✷

Remark 3.2 In [AABS02] a cubical ω-category with connections G = {Gn} is defined as a
cubical set with connections and compositions such that each ◦j is a category structure on Gn

with identity elements εjy (y ∈ Gn−1), and in addition

Γ+
i x ◦i Γ

−

i x = εi+1x, Γ+
i x ◦i+1 Γ

−

i x = εix. (2.7)

However this cancellation law does not hold for M∗(X). Thus the equivalence between globular
and cubical categories developed in [AABS02] does not apply to M∗(X), nor does the exact
relations between ‘commutative shells’ and ‘thin elements’ developed in [Hig05]. ✷

Remark 3.3 There are also reverses −i : Mn(X) → Mn(X), 1 6 i 6 n defined as in Section 1.
A problem with our construction is that a path [0, 1] → Mn(X) is not necessarily an element of
Mn+1(X). In particular the easily defined homotopy rel end points of paths a ◦ −a ≃ 0∂−a is
not an element of M2(X). ✷

4 Tensor products

The tensor product K ⊗ L of cubical sets is also defined in [Kan55] and extended to cubical
sets with connections in [BH87, AABS02]. We see the convenience of cubes in the current
account since since if a = (f, (r)) ∈ Mm(X) and b = (g, (s)) ∈ Mn(Y ) then their tensor product
a⊗b ∈ Mm+n(X×Y ). It is given by a⊗b = (h, ((r)◦(s))) where (r)◦(s) = (r1, . . . , rm, s1, . . . , sn)
and h = f × g : (R+)m × (R+)n → X × Y with the usual identification of (R+)m × (R+)n and
(R+)m+n.
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[BH87] Brown, R. and Higgins, P. J. ‘Tensor products and homotopies for ω-groupoids and
crossed complexes’. J. Pure Appl. Algebra 47 (1) (1987) 1–33.

[BS76] Brown, R. and Spencer, C. B. ‘Double groupoids and crossed modules’. Cahiers
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