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ABSTRACT

We present an analysis of the X-ray time lags for the highlyalde Seyfert 1 galaxy NGC
4051, based on a series EMM-Newtonobservations taken in 2009. We investigate the
Fourier frequency dependent time lags in the light curvéséen the 0.3-1.0 keV and 2.0—
5.0 keV energy bands as a function of source flux, includingitaneous modelling of the
resulting lag-frequency spectra. We find the shape of thérigguency spectra to vary signif-
icantly and systematically with source flux. We model thefiagjuency spectra using simple
transfer functions, and find that two time lag componentsrageiired, one in each energy
band. The simplest acceptable fits have only the relativéribotion of the lagged compo-
nent in the hard band varying with flux level, which can be agged with changes in the
energy spectrum. We discuss the interpretation of thesdtsés terms of the currently pop-
ular models for X-ray time lags.
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1 INTRODUCTION

Active galactic nuclei (AGN) are thought to be powered viarae
tion of gas onto a supermassive black hole (SMBH), wifgy ~
10° — 10° Mg, through an optically thick, geometrically thin disc
(Shakura & Sunyaev 1973). The release of gravitationalriate
energy in the disc manifests itself as thermal blackbodyseimin,
peaking in the UV. Some of these disc seed photons upsoaixer t
ray energies through inverse-Comptonisation (Haardt &aderi
1993) in a corona of hot electrons. While the X-ray emissi@tim
anisms are well understood, many details about accretiondia
the geometry of the X-ray emission region still remain uriaixped.

The leading model for X-ray variability of AGN (and X-ray
binaries: XRBs) is based on the inward propagation of random
accretion rate fluctuations in an accretion disc (e.g. Ketosd.
2001, King et al. 2004, Zdziarski 2005; Arévalo & Utlley Z)0
Ingram & Done 2010, Kelly et al. 2011), where the local mass ac
cretion rate through the inner regions of the disc powers»an e
tended X-ray emitting corona of hot electrons. This modplaoe
duces many of the currently known spectral variability @ats in
AGN and XRBs|(Arévalo & Uttley 2006).

The discovery of very short time lags, (100 s) between soft
and hard X-ray bands (Fabian el al. 2009), where the soft \anid
ations lag the hard band variations, may allow us to prob&hey
emission region and inner accretion flow. The soft lag is gnbu
to represent the ‘reverberation’ signal as the primary YXeamis-
sion is reprocessed by relatively nearby material, oneidatelfor
which is the inner accretion disc itself (elg. Fabian et 80%9).
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These subtle signals directly encode the physical scaléseafe-
flection region (by light travel time arguments). The X-rayission
illuminates the optically thick disc material, producirtgetX-ray
reflection’ spectrum/(Pounds etlal. 1990; George & Fabia®1)9
which responds to variations in the X-ray luminosity withreog
time lag set by the light travel time between the emissiasgli0r,
is~ 100s for Mg ~ 2 x 10° Mg, wherery = GM/c?).

Another model for the time lags has the X-rays scattering off
a shell of circumnuclear material located at tens to thodsarf
rq, from the central source of X-ray emission (Miller et al., 201
2010, hereafter M10a and M10b respectively). Electrontadat
within this region produces a delayed, reprocessed X-rairco
uum. Absorption within the shell (bound-free and bound+zbu
transitions) means that, at large distances (hence loirgerags)
soft X-rays are preferentially more likely to be absorbeahtscat-
tered out of the shell, relative to harder X-rays. Includamdy the
hard-band reprocessing, such a model can reproduce ai{ppsit
hard lag at low frequencies, and if the edges of the shell aite g
sharp it can also reproduce a (negative) soft lag in a natiglier
frequency band, as a ‘ringing’ artifact of the sharp impuésponse
function (a manifestation of the Gibbs phenomenon). M10a ex
tended the model to include reprocessing of the softer X;fagm
only inner regions of the shell, this reproduces a broadgatie
(soft) lag.

Soft lags have now been detected in many other sources (e.g.
De Marco et al. 201.1.; Emmanoulopoulos €t al. 2011; Zoghbi.et a
2012] Cackett et al. 2013; De Marco etlal. 2013) and even &sour
flux dependence on the soft lag has been seen (Karalet al..2013)
This builds on the now well-established X-ray time lags obse at
lower frequencies (e.g. Papadakis et al. 2001; Vaughan 20@8;
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McHardy et all. 2004; Arévalo et al. 2006). Soft lags have alsen
uncovered in black hole XRBs (Uttley etial. 2011). However, a
present, the interpretation of the lags remains contralgiid10a;
Zoghbi, Uttley & Fabian 2011, hereafter Z11).

In this paper we investigate the reverberation signal in NGC
4051 with respect to source flux. This is a narrow line Seyfert
galaxy that displays rapid and high amplitude X-ray spéetd-
ability, including occasional prolonged periods of low flaxd
variability (e.gl. Green et &l. 1999; Uttley etlal. 1999; Vhag et al.
2011)! McHardy et all (2004) revealed hard X-ray lags usilumng
XMM-Newtonobservation taken in 2001, while_De Marco et al.
(2013) recently demonstrated the existence of soft X-rgg lat
higher frequencies from more recent observations. MaugHhiow
the lag spectrum changes over different flux levels, witfed#nt
spectral appearance, could provide valuable insight l@eome-
try of the reverberating medium, responsible for the sofithags.

The rest of this paper is organised as follows. Sedfion 2 dis-
cusses the observations of NGC 4051 and extraction of the X-
ray light curves. Sectionl 3 describes the method of produfrier
guency domain products and modelling of the lag spectrure. Th
implications of these results are discussed in seffion d.r&bults
of simulations used to assess the reliability of the recéag-
frequency spectrum are described in Appeiidix A.

2 OBSERVATIONS AND DATA REDUCTION

NGC 4051 was observed B¥MM-Newtonl5 times overd5 days
during May-June 2009 (see Alston etlal. 2013 for observation
tails). This paper uses data from the EPIC-pn camera (Stiétca).
2001) only, due to its higher throughput and time resolutitime
raw data were processed from Observation Data Files (Ojis) f
lowing standard procedures using KEIM-NewtonScience Anal-
ysis System (SAS v12.0.1), using the conditi®@sSTTERN 0—4
andFLAG = 0. The data reduction followed that of Vaughan et al.
(2011) except that we used a 20 arcsec circular extractigiorre
for the source. The EPIC observations were made using srirall w
dow (SW) mode; the fast CCD readout helps to mitigate evéex pi
up (Balleti 1999; Davis 2001). We assessed the potentialdhfa
pile-up using the SAS taskPATPLOT, and found only the high-
est flux revolution (rev 1730) showed significant signs oéqip
effects during the highest flux periods. The data were fittdos
high background flares, and the background was visuallyettsgl
for rises towards the end of each observation. Strong baaokgr
flares can introduce spurious time lags, so particular casebben
taken to remove the influence of background variations ¢y
worse at the end of each observation).

The total duration of the useful data from the 2009 campaign
is ~ 572 ks, giving~ 6 x 10° EPIC-pn source counts. NGC 4051
was also observed for 120 ks in 2001 andv 50 ks in 2002. We
do not include these data in the present analysis to avolilgns
caused by systematic changes during the intervexi®years.

3 LAG MEASUREMENTS

From two evenly sampled time seriest),y(¢) we can com-
pute the Fourier Transforms((f),Y (f), in terms of ampli-

f+P(f) ([rms/mean]?)

Coherence

Time delay (s)

107
Frequency (Hz)

Figure 1. Cross-spectral products for the soft (0.3-1.0 keV) and (@&@-

5.0 keV) energy bands. Panel (a) shows power spectral gdosithe soft

(black circles) and hard (blue diamonds) bands. The dashesd &re the
Poisson noise estimates. Panel (b) shows the raw (blue didshand Pois-
son noise corrected (black circles) coherence, see s tmmetails. Panel
(c) shows the time lag between the hard and soft band, whessitvp val-

ues indicate the hard band lags. The grey dashed line is tisedPenoise
lag estimate, see sectibh 3 for details.

plex valued cross-spectrunCyy(f) X*(HY(f)
X (DY (f)]e!®v)~¢=(H), wherex denotes the complex con-
jugate. We estimated cross-spectral products by first giregahe
complexC.y (f) values over non-overlapping segments of time se-
ries, and then averaging in geometrically spaced frequéity
(each bin spanning a facter 1.3 in frequency). For the analy-
sis in this paper we use segment sizes of 10 ks and time bins of 1
s. Accounting for observations that don't last an integeltiple of
10 ks, this leaves 490 ks of data from the 2009 observations.

From the resulting complex-valued cross-spectral eséwat
obtain a phase lag( f) = arg(Cz,(f)) which may be transformed
into the corresponding time lag(f) = ¢(f)/(27f). This recov-
ers the (time averaged) frequency dependent time lags betarey
correlated variations in:(¢) and y(¢). Errors were estimated us-
ing standard formulaé (Vaughan & Nowlak 1997; Bendat & Pierso
1986). The magnitude of the error estimates was checkedj usin
simulated light curves (see Appendix A).

From the cross-spectrum we can also obtain the coherence, a
measure of the linear correlation between two time seriesasc-
tion of Fourier frequency. (Vaughan & Nowak 1997). The coher-
ence is defined ag,, (f) = [(Cay (N)) [/ {IX(HIY (NI}
and takes on values in the range [0,1]. For time series centam
inated by Poisson noise the coherence is suppressed, upartic
larly at high frequencies where the intrinsic source valitgthis

tude phase. We can estimate the power spectrum for eachweaker and the Poisson noise tends to dominate. The colkerenc

time series using X (f)|*> and |Y(f)|?, after subtracting the
Poisson noise and applying some normalisation factor.oell
ing e.g.|Vaughan & Nowak| (1997) we can define the com-

can be corrected for the presence of Poisson noise as discinss
Vaughan & Nowak|(1997).
Fig. [ shows the power and cross-spectral products for the
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Figure 2. Plot of soft (0.3—-1.0 keV) and and hard (2.0-5.0 keV) banltlgurve segments used in the fluxed analysis. The grey, erangd clear sections
represent the high medium and low flux segments respectiwily a total band (0.2—10.0 keV) mean flux of 17.1, 7.8, artiet.s~ . The vertical dotted
lines separate the individual observations. The dark gueyecis the background level in each band.

0.3-1.0 keV (soft) and 2.0-5.0 keV (hard) bands, with meamto
rates 5.8 and 0.8ts™! respectively. The power spectral density
(PSD) is plotted for each band in panel (a), where the hard ban
shows a flatter spectrum, as found_in Vaughan ket al. (201helPa
(b) shows the raw and noise corrected coherence. The naise co
rected coherence is high-(0.6) for frequencies up te- 1073 Hz,
above which it is seen to drop off smoothly.

Panel (c) in Figlll shows the time lag as a function of Fourier
frequency (hereafter ‘lag-frequency spectrum’). Here @l the
convention of indicating a soft band lagging behind the Hzandd
with a negative time lag (hereafter ‘soft lags’). The lagefuency
spectrum shape is similar to that seen in other sources,eBrdss
to be quite common in low-redshift, X-ray variable AGN (e.g.
Fabian et gl. 2009; Emmanoulopoulos et al. 2011 (hereafté);E
De Marco et all. 2013). At frequencies less thant x 107* Hz a
hard lag is seen, whereas betweers x 10~* and1 x 1073 the
soft emission lags the hard, with a maximum soft lag-o60 s at
~6x 107* Hz.

The effect of Poisson noise is to contribute an independent,
random element to each phase difference measurement. @késm
small time lags difficult to detect at high frequencies whtre
Poisson noise begins to dominate over intrinsic sourcetians.
This effect can be estimated using equation 30 _of Vaughah et a
(2003), which provides an estimate of the uncertainty ortithe
lag estimates due to the Poisson noise. This is plotted in[Fig
(panel c); we do not expect to recover reliable lags insigerémge.
The PSD for the hard band was used in this calculation, ah#ss
the lowest signal-to-noise of the two bands concerned.réquen-
cies above~ 3 x 10~ Hz the Poisson noise dominates the lag.

The effects of spectral ‘leakage’ (e.g._van derlKlis 1989;
Uttley et al. 2002) on the lag-frequency spectrum were itigated
using simulations (see AppendiX A). We found a bias in the eiz
the observed lag at a given frequency, such that the magnatid
the observed lag is reduced. This implies that in the absafrsxech
a bias the lags would be larger than currently estimated.

3.1 Fluxresolved time lags

It is already known that the shape of the energy spectrumfznd t
rms vary with flux level (e.g. Vaughan et al. 2011). Here weegv
tigate changes in the lag-frequency spectrum as a funcfifinxo
The time series segments were sorted by their average flex lev
and the cross-spectrum estimated in three flux bins, usirgpan

proximately equal number of light curve segments in eachidflox
The total band (0.2-10 keV) mean count rate is 17.1, 7.8 a&nd 4.
ct s! for the high, medium and low flux levels respectively, with
15, 15 and 19 segments (of 10 ks) in each flux bin, respectively
The soft (0.3-1.0 keV) and hard (2.0-5.0 keV) band light earv
are shown in Fid.12, where the segments used in each flux level a
indicated. The segment length was chosen to be 10 ks as a com-
promise between having a wide range of fluxes (smaller durati
segments give a wider range of mean fluxes) and having better |
frequency coverage and reduced bias (longer segments efitex b
low frequency coverage). In AppendiX A we explore the effafct
using longer length segments. The segment length is lohger t
the the timescale on which the PSD bends{ 2 x 10~ Hz;
Vaughan et al. 2011) which also helps reduce the bias from ver
low frequencies.

Fig.[3 shows the lag-frequency spectrum, for the high, madiu
and low flux levels. The high flux lag-frequency spectrum ie-co
sistent with that of the total flux shown in Figl 1. This is to be
expected since the high flux intervals are also the most yigani-
able (Vaughan et al. 2011), so tend to have the higher Foamer
plitudes, and dominate the average cross-spectrum. A dheaige
in the lag-frequency spectrum shape with source flux cand® se

We ignore any frequency bins where the raw coherence is con-
sistent with zero (see Figl 1). This leaves 10 frequency ténsag-
frequency spectrum after applying the frequency averadiing
noise corrected coherence is high (.6) for these 10 frequency
bins in all three flux ranges. No significant changes in theecoh
ence spectrum were seen across the flux levels.

3.2 Modelling the lag

In this section we attempt to fit the lag spectra for the highdimm

and low fluxes using simple analytical models. We assume the
time series obtained from each band is actually some uridgrly
‘source’ variability z(t) convolved with a linear impulse response
function]: z(t) = ¥.(t) ® 2(t) andy(t) = 1, (t) ® z(t). This is
clearly a simplification but allows us to test some ‘toy madébr

1 We use ‘impulse response’ or ‘response function’ to ingithe function
as applied in the time domain (by convolution), and ‘trangtmction’ to
represent its Fourier counterpart, as these terms areasthimdthe signal
processing literature.
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Figure 3. Lag-frequency spectrum as a function of source flux betwieen t
soft (0.3-1.0 keV) and hard (2.0-5.0 keV) bands. The datheridft and
right hand panels are the same, with the panels from top torbathowing
the high, medium and low flux lag-frequency spectra respelgti The solid
blue lines are the results of fitting the response functione®described
in sectior:3.P. Left: TH-TH model 2 of Tablé 1 (upper sectjaonsisting
of a top hat in the hard band (dashed) and a top hat in the sudt(otted).
Right: PL-TH model 2 of Tablg]1 (lower section), consistingaopower
law for the hard band (dashed) plus a top hat in the soft baoite@@). The
upper panels illustrate (since they are only schematic)ctiieesponding
time response functions for the plotted models. In the PLATddiel (right),
the black and grey dashed lines represent the propagatiinctdiations
between some initial fluctuations and the soft and hard emittegions
respectively. The difference of the Fourier transformshebe two functions
is approximately constant, giving lags between the two bahdt have a
power-law dependence on frequency.

the origin of the time Ia& The phases obtained from the cross-
spectrumCy,(f), which give the time lag-frequency spectrum,
are (on average) the differences between the phases of theiFo
transforms of each response, i) = arg U, (f) — arg U, (f).
Previous work (e.g. M10a, E11, Z11) has made use of two
types of time lag model: a power law dependence of the time lag
with frequency, or the delay due to a top hat impulse respohse
roughly power law (PL) frequency dependence of the hardyX-ra
time lag is well established in X-ray binaries (e.g. Mivamet al.

2 We note that the response function models discussed helseartere in
the literature are linear, which give unity coherence betwthe input and
output time series, and therefore fail to reproduce the restoe spectrum
(see Fig[L).

1988;| Nowak et al. 1999; Pottschmidt etlal. 2000), at leastvat
frequencies, and consistent results from AGN have beerrtexpo
several times (e.g. Papadakis etlal. 2001; Vaughan et al3; 200
McHardy et al! 2004, Arévalo et al. 2006). We therefore ders

a PL model of the formr(f) = Nf™% with o ~ 1. The time
domain representation of this function is shown in Eib. 3isTh
may represent the effects of variations propagating throagd
modulating an extended emission region (&.g. Kotov et 80120
Arévalo & Uttley|2006). But a PL lag-frequency spectrum sloet
show a reversal in the direction of the lag (as seen in the)data
meaning alternative or additional terms are required tdeéxphe
negative lag.

A simple alternative model is provided by a ‘top hat’ (TH)
impulse response, as might be produced by reverberatiom dro
extended medium. The TH is characterised by three parasneter
start timeto, width w, and scaling fractior$. In practice we fit the
time-lag spectrum using the time lags extracted from theriEou
transform of a TH plus &-function. Theé-function corresponds
to direct (not delayed or smoothed) emission, and the paeme
S sets the intensity of delayed emission relative to the teets-
sion. The start timet() of the top hat component was allowed to be
negative to allow for time lags of the direct component, deimd
in\Wilkins & Fabiam (20183). As discussed in M10a and Z11, a TH
response function applied to the hard band alone can prdzhibe
a hard lag at low frequencies and an apparent soft lag at highe
guencies due to ‘ringing’ caused by the sharp edges of tiponsge
function in the time domain. However, as pointed out by Zuths
a model predicts a frequency range for the soft lag that isonear
than typically observed.

We fitted various combinations of PL and TH-based time lag
models to our data. As the time lags were estimated by averag-
ing the cross-periodograms from multiple segments thsitridiu-
tions should be approximately Normal, and hence we can ase st
dard min(x?) fitting techniques. The lag-frequency spectra from
the three flux levels were fitted simultaneously. Some patensie
were ‘tied’ such that the same value applies to the model tirale
flux levels, and other parameters were ‘untied’ meaningttrepa-
rameter was allowed to take on different values for each Bugll
During the fitting we experimented with different combirei$ of
tied and untied parameters, as summarised in Table 1.

As expected, the simple PL model and the simple hard-band
TH model do not provide acceptable fits to our data (with 10~*
in a x? goodness-of-fit test). We therefore consider in detail two
more complex models. The first is based on TH pitfsinction
responses in the soft and hard bands, the second model adds la
from a TH plusd-function response in soft band to a PL lag in the
hard band. We refer to these as the TH-TH and TH-PL models, re-
spectively (they correspond to models 2 and 3 of E11). A model
with PL-like responses in both bands (PL-PL model) can in-pri
ciple generate hard lags on long timescales and soft lagham s
timescales, if the PL index in the hard band is steeper thasdft
band. We did not attempt to fit such a model as it necessarisgi
only a very smooth lag-frequency spectrum, which is incstesit
with the relatively sharp transition from hard to soft lagpserved.

Ignoring flux-dependence, the TH-TH model has six param-
eters (three for each TH component). TdOle 1 shows the sesiilt
fitting the model with variants of tied and untied paramet@&ise
simplest acceptable fit to the data was provided by lettirlg the
scaling factorS;, vary with flux (this is listed as TH-TR in Ta-
ble[d; 8 free parameters). In this case a good fit is obtained if the
Sp, parameter, indicating the strength of the delayed compadnen
the hard band, decreases with decreasing flux and is cantsigth

~
~



Table 1. Results of simultaneous model fitting to the three lag speébr
variants of tied (T) and untied (U) parameters. Column (1thi& model
variant, columns (2-7) are the model parameters, columiis(8)e x? fit
and degrees of freedom, and column (9) is the null hypottgsisability.
Theh, s sub/super-scripts indicate the parameter is for the tearfighction
in the hard and soft band respectively.

Variant Parameters: Tied / Untied x2 /dof pvalue
TH-TH Model
tg‘ W Sh t% Ws Ss
1 T T T T T T 39/24 0.02
2 T T U T T T 19/22 0.66
3 T T T T T U 21/22 0.52
4 T T U T T U 17/20 0.60
5 U T T U T T 24/20 0.24
6 U U T U U T 14.5/16 0.56
PL-TH Model
Ny, ap 8 Ws Ss
1 T T T T T 39/25 0.04
2 U T T T T 25.6/23 0.32
3 T T T T U 35/23 0.05
4 U T T T U 22.6/21 0.37
5 U U T T U 22.5/19 0.22
6 T T U U U 34/19 0.02
7 T U U U U 24/17 0.14

Table 2. Parameter values for the simplest model fits to the three figx |
frequency spectra. These correspond to the TH-TH variassd23, and
PL-TH variants 2 and 3 from Table 1. Column (1) is the modebapweater,
where theh ands sub/super-scripts indicate the parameter is for the teansf
function in the hard and soft band respectively. Columng)(are the tied
or untied parameter values, where ‘-’ means the parametetiea for all
fluxes (see sectidn 3.2 and Talle 1 for the model variantlgletai

Parameter High / all Medium Low
TH-TH variant 2

th 1120 + 120 - -

W 560 £ 60 - -

Sh 0.45 +0.09 0.26 = 0.08 0.14 +0.07

t3 60 + 180 - -

Ws 1530 £ 230 - -

Ss 0.44 £0.09 - -
TH-TH variant 3

th 1130 + 100 - -

wy 570 £ 70 - -

Sh 0.28 £0.07 - -

£ -10£110 - -

Ws 1630 £ 130 - -

Ss 0.23 +0.10 0.53 £0.13 0.66 +0.15
PL-TH variant 2

Ny, 0.0005 £ 0.0001 0.0 £0.0002 0.0 4+ 0.0002

ap 1.44 +0.07 - -

£ -10£110 - -

Ws 610 £ 120 - -

Ss 0.22 +0.05 - -
PL-TH variant 3

Ny, 0.0002 4 0.002 - -

ap 1.424+0.10 - -

t8 10 £ 80 - -

Ws 610 £ 100 - -

Ss 0.16 £0.11 0.29 +0.12 0.25 +0.12

The flux-dependent time lags in NGC 40515

there being no delayed component at low fluxes. This is to be ex
pected given the disappearance of the hard lag at low freiegen
in the lower flux data (Fig 3; left panels). Allowing only ti$e pa-
rameter to vary (model TH-TH in Table[1 gives a worse, but still
acceptable fit to the data. Keeping thieandS;, constant with flux,
but allowing the start times { andt;) to vary with flux provided
a rather worse, but still acceptable, fit to the data (modelTHH
in Table[1). Allowing the top hat widths«(; andw;,) to also vary
independently with flux gave a very good fit (model TH-THn
Table[1) but with the largest number of free parametets. (The
fit parameter values for TH-TH models 2 and 3 are listed ind[@bl

Again ignoring flux-dependence the PL-TH model has five pa-
rameters:Ny,an, t5, ws, Ss. The results of fitting this model to
the three lag-frequency spectra are displayed in Table lwifks
the previous model, the simplest variant providing an azdge
fit allowed only the hard band scaling factd, to vary with flux
(PL-TH model2 in Table[1). In particular, the paramet®,, repre-
senting the normalisation of the PL lag in the hard band, sitpe
for the high flux data and consistent with zero for medium and |
flux data, which accounts for the disappearance of the hardtla
low frequencies in the lower flux data (Fig 3; right panels]jof-
ing only S, to vary with flux (PL-TH model3 in Table[1 did not
give an acceptable fit. The fit parameter values for PL-TH rsode
2 and 3 are listed in Tablg 2.

We have also tried a model combining features of both the
above models, namely TH pldasfunction applied to the soft band,
and a TH plusi-function applied to the hard band, with additional
hard lags from a PL component. In this case the power-law nor-
malisation is always consistent with zero (for various corations
of tied/untied parameters), and so the model reduces toHhéH
model above.

The models were refitted after re-parameterising the sgalin
factors such that the TH component normalised to unity aed th
normalisation of the delta function was a free parameteis &
mathematically equivalent, but allows us to monitor anyngjes in
the direct component with flux. The results are consistetit air
model fits in Table 1, where we found the scaling fraction am th
é-function in the soft band to be constant with flux.

An extreme variation on this model has direct component in
the soft band vanishing at low fluxes. We explicitly testeid thy
fixing the é-function scaling factor in the soft band at low flux to
zero. For the TH-TH and PL-TH model variants described indab
1, we again simultaneously fit across all flux levels. We finthix
the d-function scaling factor to zero did not provide an accejatab
fit (p < 0.01 for all model variants).

4 DISCUSSION AND CONCLUSIONS
4.1 Summary and comparison with previous work

We have studied the frequency dependent time delays in tferBe
galaxy NGC 4051 using a series ¥MM-Newtonobservations
made in 2009. We found the lag-frequency spectrum variesfsig
cantly and systematically with source flux. At high fluxesrthis a
hard (‘positive’) lag at the lowest frequencies and a soié¢ative’)
lag confined to a narrow range of frequencies arownd x 10~*
Hz, but at lower fluxes the low frequency lag reverses dioectbe-
coming a soft lag. The lag-frequency spectra in three flug bam
be modelled simultaneously using simple response functiod-
els. The simplest acceptable fits have all parameters tigdebea
the flux levels, except for the parameter that determinesrihg-
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nitude of the delayed component in the hard band light cukie.
lowing just the scaling fraction in the soft band to vary pdas an
acceptable fit in the TH-TH model, but not in the PL-TH model.

Previous work by| McHardy etal.| (2004), M10b and
Legg et al.|(2012) on X-ray time lags in NGC 4051 found hardlag
increasing to lower frequency, but did not identify a softega-
tive’) lag. This may reflect genuine differences in the \aitity
between observations, but might also be due to differencéisei
data quality and/or analysis methods that meant a soft lag we
undetected. We note that these papers all used data obthined
ing times when NGC 4051 was relatively bright, and our analys
shows that at high fluxes the soft lag occurs over a relatinaly
row range of frequencies. M10b and Legg et al. (2012) usea dat
from Suzakwvhich contain periodic gaps (due to tke96 min Low
Earth orbit), and used a much longer time bins (256 s) thaawair
ysis. It may well be the case that the data or analysis uselddset
authors are less sensitive to the sherti0 s) lag we observe with
XMM-Newton Recently] De Marco et al. (2013) published a lag-
frequency spectrum for a sample of unabsorbed, radio-@
including NGC 4051. Their lag-frequency spectrum represan
average oveKMM-Newtonobservations taken during 2001, 2002
and 2009, and is consistent with the lag-frequency spectmem
show for high flux periods (which will tend to dominate such an
average, as discussed above).

4.2 Understanding the time delays

The changes in lag-frequency behaviour with flux could blelth
to the strong change in spectral shape with flux (see e.g.hauet
al. 2011) if the hard and soft lag components are linked t@time-
ponents which make up the energy spectrum, and these contgone
change in relative strength. A detailed comparison of thergnr
dependent behaviour is beyond the scope of this paper, leowev
But we note here that the lack of positive lags at low fluxedatou
indicate a change in the circum-nuclear structure, and lzdsce-
sponsible for the dramatic change in the energy spectrum.

For the purpose of the present discussion we assume the caus
of the very lowest fluxes is no different from the X-ray vailab
ity in general, simply the lowest point in a continuum of dpaic
variability. This seems most natural given the rms-fluxtiefafor
NGC 4051 |(Uttley et al. 2005; Vaughan et al. 2011) appears as a
single linear track from highest to lowest fluxes, and the BB&pe
remains constant in shape for high and low fluxes (Vaughah et a
2011@. If the soft band emission was dominated by reprocessed
emission at low fluxes we would expect to see a change in the PSD
(the reprocessor acts as a low-pass filter). The optical anayX
variations (including low flux periods) are correlated andscales
of > 1 day (Breedt et al. 2010), and the UV and X-ray variations
are correlated on timescalesof 1 hr (Alston et all 2013). These
correlation results are independent of X-ray flux, and supih
model where X-ray variability on the timescales that sofislare
observed is dominated by intrinsic X-ray luminosity vaoas.

We fitted the lag-frequency spectrum using two simple kinds
of impulse response models: a top hat (TH) response in the tim
domain and a time lag that varies with frequency as a power law

3 The flux-resolved PSD analysis of Vaughan et al. (2011) wesedaout
using a broad (0.3-10 keV) energy band. But, as the countrspeof NGC
4051 is dominated by sof(2 keV) photons, this is effectively tracks the
soft X-ray PSD with flux, which should be most sensitive toraes in
absorption.

(PL). The soft band lag of about 50 — 100 s can be explained by

a single TH response function spanning lags fildsmto ~ 103 s.
The observed time lag is diluted by the direct (zero delay)po-
nent included in the response function. The hard band laghean
explained either in terms of a top hat response with a minifagnm

of ~ 10% s, or a power law-like frequency dependence with an in-
dex ofa & 1.5. These two models give similar quality fits over the
observed frequency range, but diverge strongly at loweufeacies
where these observations provide little sensitivity.

If the time lags from the response function models are inter-
preted simply as the result of light travel time differendas maxi-
mum time lag in each band gives a distance to the most disaatst p
of the reprocessor af ~ (1 — cos @) R/c whereR is the distance
between source and reprocessing region gaedhe angle between
source-reprocessor line and the line-of-sight to the soukssum-
ingé > 7 /2 (i.e. the reprocessor is not concentrated entirely on the
near side of the source), the maximum lag corresponds R/ c.

The best fitting TH-TH models have the maximum time lag in the
hard and soft band consistent with each other at a valu€00 s,
placing the outer region of the reprocessoratl60r, for NGC
4051 (assuming\/za ~ 2 x 10° My; IDenney et dl. 2009). In
the best fitting PL-TH model the soft band response extentitoou
~ 600 s, placing the reprocessor=at60r,.

Models using a single delayed component, i.e. contributing
to either the hard or soft band but not both, give unacceptfitsl
to the lag-frequency spectrum. This, combined with the egppa
flux-dependence of the contribution of the hard lag but néitlag
components, supports the need for at least two componeuss ca
ing time lags, one affecting each band. This is consistett wi
more complex model in which time lags are caused by a combina-
tion of propagating fluctuations and reflection (e.g. E111)71t
could also be the case that a single lagging component bates
to both bands, but its spectral shape changes with flux (sdttha
appears as a constant fraction of variable emission in théaond
but decreasing with flux in the hard band).

The apparent change in direction of the lag at low fluxes can

ge explained by a change in the responses: as the flux degrease

the skew towards lagging values becomes weaker in the hadj ba
relative to that in the soft band. This could occur eithehd hard
lagging component gets weaker compared to the hard digdtt |i
or if the soft lagging component gets stronger relative ® gbft
direct light. If the direct emission, with a power law enegpec-
trum, contains ‘intrinsic’ hard time delays, as supposed.@ the
propagating fluctuations model (Kotov et al. 2001; Arév&ltt-
tley 2006) there will be hard delays even in the absence abrep
cessing. The ‘external’ reprocessing then adds a secondesot
delays, contributing a short lag extending up to higherdesties.
In this scheme the efficiency of the ‘external’ reprocessamains
constant with flux, but the fraction of delayed light making the
intrinsic emission must decrease with flux.

If the lower fluxes are due to a low intrinsic (isotropic) lumi
nosity, and the properties of the reprocessing medium repai-
stant, then the time lags should be relatively constant fikith On
the other hand if the low flux is a result of increasing absorpt
along the line-of-sight (with a relatively constant isqtio lumi-
nosity) then the contribution of the delayed componenthéright
curves should increase (relative to the direct componexgshe
flux decreases. This is one way to interpret the TH-TH 3 model.

An extreme variation on this idea is that the periods of low flu
and variability are the result of absorption completely alvgg
the direct component in the soft band, but not the (more een
reprocessing region. The low flux lag spectrum may well beaep



duced by the lack of a-function att = 0 in the soft band response
function. However, we found this model, in which the direxgro
delay) contribution to the soft band disappears at low fludés
not give a good fit to the lag-frequency data.

M10a proposed to explain both hard and soft time lags in
terms of scattering of X-rays in a spherical shell of matdoieated
at tens to thousands of from the central source. If the reprocess-
ing in each band is the result of scattering within the sraai
hard X-rays penetrate deeper into the shell as suggestedlbg,M
then the maximum lag in the response function due to the fepro
cessed component should be larger for the harder band, thieile
minimum lag should be the same in the two bands. Our bestfittin
TH-TH models (variants 2 and 3) are at odds with these predic-
tions; the best fits have similar maximum lag in the two babds,
a larger minimum lag in the hard band.
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APPENDIX A: BIAS IN TIME LAG ESTIMATION

The X-ray PSD of NGC 4051 shows substantial power, and is stil
rising to lower frequencies, belohd~* Hz, the lowest frequency
used in our cross-spectrum analysis (due to the choité ké seg-
ments). One side-effect of observing a low-frequency daeich
noise process using short segments is known as ‘spectkaldea

— a bias on the Fourier transform caused by the side-lobdseof t
Fourier transform of the window function. This is known tcs-di
tort PSD estimates (van der Klis 1989; Uttley et al. 2002;gfan
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et al. 2003), but similarly distorts the phase estimated, lance
the cross-spectrum of two time series. Here, this in appenei
briefly explore the origin and consequences of this ‘leakagéehe
lag-frequency spectrum.

Al Origin of the phase bias

It is possible to understand the origin of the phase (timg) la
bias in terms of the finite segment length, sampling window
used to make each cross-spectrum estimate. The followiay an
ysis sketches out the origin of the bias on the phase lag keatwe
two time series:(t) andy(t).

If X(f) andY (f) are the Fourier Transforms af(¢) and

y(t), then the complex-valued cross-spectrum is formed from the

ensemble average of their product:

(€)= XY

and the phase lag-frequency spectryiy) is obtained from its
argument:

(A1)

<q(f)>) “2)

(c(f))

whereq(f) andc(f) are the estimated ‘quadrature-spectrum’ and
‘co-spectrum’, the imaginary and real componentsbhfrespec-
tively. These are each real-valued and may be computed from:

a(f) = R(X)S(Y) = S(XOR(Y)
o(f) = REORY) + 3(X)3(Y) (A3)

whereR(-) and3(-) indicate the real and imaginary components
of some variable.

Real time series have finite length and samplingt;) where
i1 =1,2,...,nandt; = ¢At. We can understand the effect of fi-
nite length time series by treating the observed time seri€s;)
as the product of an infinitely long serigét) with a window func-
tion w(t) that is zero everywhere excepl’/2 < t < T'/2, where
w(t) = 1 andT = nAt. (We shall neglect the effect of the finite
time resolutionAt, but the following results are approximately cor-
rect for smallAt.)

Zn(t) = z(t)w(t)

and by the convolution theorem this leads to the relatignle-
tween the observed and asymptotic Fourier components:

o(f) = arg(C(f)) = arctan (

(A4)

T/2

X5 = [ X@OW - £ (A5)
—-T/2

at Fourier frequenciey; = j/T (j = 1,2,...,n/2). Here,

W (f) is the Fourier transform of the functian(¢), with the form
W (f) = sinc(nT f) for a rectangular window. More generally, for
discretely sampled series this is th&ichlet kernel See Priestley
(2981) and Jenkins & Watts (1969) for detailed discussiothef
effect of window functions on Fourier products such as aatut
cross-spectral densities. This convolutionoff) with W ( f) dis-
torts the real and imaginary componentsof(f;), and likewise

for Y, (f;). In practice, when we estimate the phase lags using

zn(t) andy,(t) we replace the Fourier transforms in equations
[A3lwith those of equation A5. The distortion of each of the pom
nents —R(X;), S(X;), R(Y;), S(Y;) — generally leads to a bias
on the estimated co- and quadrature spectra. The consexjignc
that if the phase differencg(f) changes withf the distortion on
co- and quadrature spectrum will be different, and lead téaa b
on the phase lag. (f;) calculated from their ratio. The bias of the
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Figure Al. The effect of leakage on the measured lag-frequency spectru
The upper panel shows the lag-frequency spectrum for stedilpairs of
light curves with a frequency-dependent time lag. The redecus the
model time lag, the black line is the mean measured lag angréyeshaded
region is the 1 sigma confidence intervals from the simulati@he model
shown is the best fit TH-TH (see section]3.2). The lower paheWs the
ratio between the mean measured lag and the model.

Fourier transforms, and hence the phase difference bettheem
decreases ad/(f) — d(f), i.e. asl’ — oo.

If one or more of the PSDs are rising steeply to low fre-
guencies, this can lead to a ‘leakage’ of the Fourier compisne
from low (unobserved) to higher (observed) frequenciesuth
the side-lobes of the kernel. But even if the PSDs are flatrdsva
lower frequencies, Fourier components at nearby freqesnor
fluence X, (f;) andY,(f;) and so, even in the absence of ‘red
noise leakage’ of the power density there can be a nontitnés
on the phase lags. This is strongest when the phase spegtrtim
changes rapidly witty, i.e. has large curvature®¢(f)/df?|. By
contrast, when the phase spectrum is very smooth (appréeiyna
constant or linear overfewA f, whereA f = 1/nAt) the phases
at nearby frequencies are sufficiently similar that theodigin on
the co- and quadrature spectrum is similar and cancels wdan ¢
puting the phase lag, leading to small bias.

A2 Simulations of leakage

To assess the level of phase bias in the observed lag-freguen
spectra we simulateti000 pairs of random time series. For each
pair we used the Timmer & Konig (1995) method to generate a
pseudo-random, Gaussian time series of length 50 days asd 10
binsize, corresponding to much longer and shorter timesdakn

is measured in the lag-frequency spectrum. The PSD usechto ge
erate the time series was a bending power-law with low freque
slope—1.1, high frequency slope-2.0 and break frequencys =

2x 10™* Hz (Vaughan et al. 2011). For each of these simulations a
second time series was produced using the same Fouriertadgsli
and phases, except for an additional frequency-dependesep



shift derived from the time lag models described in sedfi¢h Bor
each pair of time serie$p intervals were extracted using the sam-
pling pattern as the red{MM-Newtonobservations. The rms-flux
relation (see Uttley et él. 2005) was added to the simulateel $e-
ries using the static exponential transformation, altowg note
the results are largely insensitive to this. Observatioméde was

The flux-dependent time lags in NGC 40519

Leakage bias can be reduced by ‘end-matching’ the data,
whereby a linear trend is removed such that the first and last
points are level (Fougere 1985). This ‘end-matching’ reespvo a
large extent, linear trends from the data, and alleviategtbblem
caused by circularity of the Fourier transform when estingathe
cross-spectrum. It removes the bias coming from lower feagies

added to each time series by drawing a Poisson random deviate‘leaking” in, but does not remove the bias from nearby fremies.

with mean equal to the mean count-per-bin in the real lightes

Fig. [AT shows the input model of the time delays (TH-TH
model in this case) compared to the average lag-frequernay sp
trum from the simulated data, clearly revealing a bias ingke
timates. The effect of leakage is to suppress the magnitfitteeo
observed time lag. The ratio plot in FIg.JA1 shows there-s 30%
reduction in the recovered lag for frequencig® x 10~ Hz. One
implication is that the measured time lags would be largehef
bias towards zero could be removed. We find that changingfie t
hat width or start-time«{; ¢o) has little effect on the magnitude
of the bias. A slightly smaller bias towards zero lag is obsérin
simulations with the PL-TH model.

A3 Covariance between lag estimates

Another consequence of leakage is covariance between tag es
mates in adjacent frequencies (Jenkins & Watts 1969, chaph@
simulations performed here were used to constrain the degfre
covariance. In the limit of very long observations (and ie #b-
sence of biases due to spectral leakage) the covariancedmetw
lag estimates at different frequencies tends to zero, bufiritie
length time series there will remain some small covariafitcem

the covariance matrix of the simulated time lags as a funatio
frequency, the correlation between adjacent frequency ¢am be
calculated. The lowest frequency bins show the highesetaiion
with each other (but with values§ 0.25). A histogram of the corre-
lation between adjacent frequencies shows a Gaussiaibdtgin
centred on~zero. This shows that, whilst some degree of covari-
ance exists between adjacent frequencies, treating thredagure-
ments at each frequency as independent should not subdtanti
distort the results of anynin(x?) fitting techniques. The scatter in
the simulated lags was used to check the magnitude of théastin
error estimates (e.¢g. Vaughan & Nowak 1997; Bendat & Piersol
1986), which show consistent results.

A4 Reducing leakage bias

We have explored variations of the lag estimation procetture-
duce the bias caused by spectral leakage. We computed the lag
frequency spectrum using 20 ks segments (not shown hera)nAg

We computed the lag-frequency spectrum for the three flusidev
using 10 ks segments, where each segment is end-matcheid-indi
ually. The resulting lag-frequency spectra and responaetifin
model fits are consistent with the results of section 3.

the mean source rate in each segment was chosen to give an ap-

proximately equal number of segments for 3 flux levels. The se
ments used therefore differ from those shown in Eig. 2, aed th
range of mean fluxes is reduced compared to the shorter segmen
used in the above analysis. However, the same change inghe la
frequency spectrum is observed with source flux. We have also
computed the lag-frequency spectrum using whole obsensiti
(25 — 40ks) as the segment length, before binning in frequency
space over segments of differing length. This includes ndata

in the lag-frequency estimate, but gives a much smallerearig
mean fluxes. We can therefore only compute this for two flux lev
els, which still show the same change in the lag-frequenegtspm

with source flux. We conclude that the systematic changeeiteti
frequency spectrum with source flux is robust to the detdith®
analysis.
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