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ABSTRACT

We present chemical abundance measurements from high#tiesmbservations of 5 sub-
damped Lymanx absorbers at.7 < z < 2.4 observed with the Magellan Inamori Kyocera
Echelle (MIKE) spectrograph on the 6.5-m Magellan Il Claleseope. Lines of Zn I, Mg
I, Mg Il, ALIL, AL, ST Sill, Sily, CHLCHIx C IV, Nill, M n 1l and Fe Il were de-
tected and column densities were determined. The metalb€ithe absorbing gas, inferred
from the nearly undepleted element Zn, is in the range 6£0.95 to +0.25 dex for the five
absorbers in our sample, with three of the systems beingswtar or super-solar. We also
investigate the effect of ionisation on the observed abooels using photoionisation mod-
elling. Combining our data with other sub-DLA and DLA datarfr the literature, we report
the most complete existing determination of the metajliest. redshift relation for sub-DLAs
and DLAs. We confirm the suggestion from previous invesiiget that sub-DLAS are, on
average, more metal-rich than DLAs and evolve faster. We dilscuss relative abundances
and abundance ratios in these absorbers. The more mdtaystems show significant dust
depletion levels, as suggested by the ratios [Zn/Cr] andH&h For the majority of the sys-
tems in our sample, the [Mn/Fe] vs. [Zn/H] trend is consisteith that seen previously for
lower-redshift sub-DLAs. We also measure the velocity tidalues for the sub-DLAs in
our sample from unsaturated absorption lines of P\l 2344, 2374, 2608, and examine
where these systems lie in a plot of metallicity vs. velodigpersion. Finally, we examine
cooling rate vs. H | column density in these sub-DLAs, and para this with the data from
DLAs and the Milky Way ISM. We find that most of the systems im eample show higher
cooling rate values compared to those seen in the DLAs.
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1 INTRODUCTION the morphology and luminosity of galaxies. In addition, aips
tion lines in QSO spectra allow us to study the diffuse iraéagtic

Many open questions remain about the processes of galaxy for medium using UV or X-ray observations of high-ionizatioesies

mation and evolution. Heavy element abundance measursriment suctl) asNV, O VI, O VIll, etc. (e.g.. Simcoe eflal. 2D02; Fanglet
galaxies reveal important information about the ongoirecpsses 2002).

of star formation and death, and the overall chemical emasft of Quasar absorption line systems with strong Lymalimes are
these galaxies. Studying the chemical composition of negishift often divided into two classes: Damped LymanDLA, log N 1
galaxies through emission lines often leads to a bias towsed > 20.3) and sub-Damped Lyman{sub-DLA, 19< log Nu1 <
most actively star-forming galaxies. Moreover, it is difficto de- 20.3,|Péroux et al. 2001). DLAs and sub-DLAs contain a major
termine abundances accurately from emission line indiQessar fraction of the neutral gas in the Universe, while the m&jaof the
Absorption Line Systems (QSOALS) provide a way to study the baryons are thought to lie in the highly ionized and diffugenian-
interstellar medium (ISM) of high redshift galaxies indegent of « forest clouds with log M1 < 14 in intergalactic space (e.g.,
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Petitiean et al. 1993).The DLA and sub-DLA systems are gener 2 OBSERVATIONSAND DATA REDUCTION
ally believed to be associated directly with galaxies atedshifts

at which they are found. Indeed, several DLA host galaxies ha
been confirmed through deep imaging and follow-up speatmsc
(e.g./.Chen and Lanzetta 2003; Gharanfoli €t al. 2007).

A number of chemical elements are detected in DLAs and sub-
DLAs, e.g., C, N, O, Mg, Si, S, Ca, Ti, Cr, Mn, Fe, Ni, and Zn.
Among these elements, Zn is often adopted as the tracer eof gas
phase metallicity as it is relatively undepleted in the GtéalSM,
especially when the fraction of H in molecular form is low, ias
the case in most DLAs. Zn also tracks the Fe abundance in Balac
stars (e.gl, Nissen etlal. 2004), and the lines of Zx\R026,2062
are relatively weak and typically unsaturated. These lossalso
be covered with ground-based spectroscopy over a wide @inge
redshifts, from 0.655 z < 3.5, which covers a large portion of the
history of the universe. Abundances of refractory elemsuth as
Cr and Fe relative to Zn also give us a measure of the amount of
dust depletion (York et &l. 2006). Abundance ratios suclsas¢],
[O/Fe] and [Mn/Fe] shed light on the enrichment from theatint
types of supernovae, as thecapture elements Si and O are pro-
duced mainly in Type Il supernovae while the iron peak elasen
are produced mainly by Type la supernovae.

The majority of previous studies of element abundances
have focused on DLAs because of their high gas content
(Prochaskéa: Wolfe 12002; | Kulkarni et al.| 2005] Meiring etlal.
2006). Most DLAs have been found to be metal poor, typically
far below the solar level and below the model predictionstffier
mean metallicity at the corresponding redshifts at whiakythre
seen (e.d, Kulkarni et al. 2005 and references therein).déethat
DLAs detected in the spectra of gamma-ray burst (GRB) dfteug
are generally found to be more metal rich than their quasar ab
sorber counterparts (e.0., Fynbo et al. 2008; Savaglia 2049,
2012, and references therein). However, the sample of GRRsD
is much smaller than that of the QSO-DLAs. Also, most of the
GRB-DLAs arise in GRB host galaxies that are likely to haghhi
specific star formation rates and may not be typical. Alsg,ery
likely that the difference between GRB-DLAs and QSO-DLAgma
be caused by differences in the regions of the host galaxadsed

The spectra of the quasars presented here were obtained over
2 separate epochs, 2008 March and 2010 May, respectively,
with the Magellan Inamori Kyocera Echelle spectrographKH)
(Bernstein et al. 2003) on the 6.5m Magellan Clay telescopas
Campanas Observatory. MIKE is a double sided spectrograph c
sisting of both a blue and a red camera, providing for sinmala
ous wavelength coverage from3340A to ~9400A . The sight-
lines were observed in multiple exposures of 1800 to 2700rsisc
each, to minimize cosmic ray defects. During data acqaisitee-

ing was typically< 1”, averaging~ 0.7’. The target QSOs were
observed with the’ix5” slit and the spectra were binned 2x3 (spa-
tial by spectral) during readout. The resolving power of HKE
spectrograph is~19,000 and~25,000 on the red and blue sides
respectively with a Ix5” slit. Table[1 gives a summary of the ob-
servations.

We reduced the spectra using the MIKE pipeline reduction
code in IDL developed by S. Burles, J. X. Prochaska, and Rh-Ber
stein. The MIKE software makes use of the overscan regioero p
form bias subtraction and then flat-fields the data. The soéw
then performs sky-subtraction and extracts the spectdarsrus-
ing the traces from flat field images. The pipeline calibratode
uses Th-Ar comparison lamp exposures, taken before arrceafth
science exposure, to perform wavelengths calibration. Sdfe
ware also corrects for heliocentric velocities and corsvére wave-
lengths to vacuum values. Each individual echelle order tvas
extracted from the IDL structure created by the pipelineveafe
and corresponding orders from multiple exposures were gwdb
in IRAF using rejection parameters to reduce the effectosfric
rays. The spectra from these combined orders were then horma
ized individually using Legendre polynomial functions to tfie
continuum. Typically, these functions were of order fiveesd.

Our sample consists of 5 sub-DLAs at> 1.7, including
3 atz > 2. We focus on this redshift range, because few abun-
dance measurements exist for sub-DLAs at these redshsis, e
pecially atz > 2 (e.g.,|Dessauges-Zavadsky €etlal. 2003, 2009;
Ellison& Lopez 12001;| Ledoux et all _2006; Noterdaeme et al.
. S . ) 2008;[ Pettini et al. 1994). All of the absorbers in our sanipee
by them, with GRB-DLASs probing inner star-forming regionsia N 1 values known previously either from the Large Bright Quasar

- i i 3 2
QSOTﬁLASSrSEI'Zg outer reglons (e.g.. Eynbo eht al 1_00.8|). | Survey or measured from the &y 1215.7 line seen in SDSS spec-
€ sub- quasar absorption systems have until recently ., However, for the absorbers with thedy 1215.7 line falling

been largely ignored, so their contribution to the overadtahbud- within the spectral coverage of our MIKE observations (vahis

get IS not well(-jknhown.bO;rLLegent Magljel[ﬂarz M'\<AT ant()j VLfT data the case for all the systems except the absorber toward @1311
ave increased the sub- nsampléat< z < 1.5 by afac- 0120), we report i 1 values determined from our high resolution

tor of > 8, and several metal-rich sub-DLAs including some super- data.
solar systems have been discovered (Meiring et al. |20067,200
2008/ 2009; Péroux et al. 2006a.b; Kulkarni et al. 2007)dé&vce
for the possibility of a non-negligible contribution fromisDLAs
to the metal budget came from Kulkarni et al. (2007, 2010, and
references therein) based on Zn abundance measurementgds@e  Column densities were determined by fitting the normalised a
Péroux et al. 2003a for a similar early suggestion but baseithe sorption profiles using the FITS6P package (Welty etal. [}991
strongly depleted element Fe). which has evolved from the code by Vidal-Madijar €t al. (1977)
In this work, we present high-resolution spectroscopiceobs  FITS6P iteratively minimizes thg? value between the data and
vations of 5 sub-DLAs taken with the Magellan Inamori Kyacer a theoretical Voigt profile that is convolved with the instrental
Echelle (MIKE) spectrograph on the 6.5m Clay telescopeel s profile. The Voigt profile fits to the absorption features sieour
Campanas Observatory. This paper is structured in thewfwltp data used multiple components, tailored to the individyatem.
way: In § 2, details of our observations and data reduction tech- For the central, core components, the Doppler paramelgfs)(
nigues are discussegl3 discusses the methods used to determine and radial velocities were determined from the weaker assldat-
column densities of various ions. 4, information on the indi- urated lines, typically the Fe I\ 2374 or the Mg I\ 2852 line.
vidual absorbers from our sample are given§ I, we present the For the weaker components at higher radial velocitieshtheand
results from the analysis of our data, and finally; i, we discuss component velocity values were determined from strongersir
conclusions drawn from this work. tions such as Fe A\ 2344, 2382 and Mg IN\ 2796, 2803. A set

3 DETERMINATION OF COLUMN DENSITIES
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Table 1. Summary of Observations.

QSO RA Dec 1% Zem Zabs log N 1 Exposure Time Epoch N1

J2000 cm—2 sec Reference
Q1039-2719  10:39:21.83  -27:19:16.0 17.4 2.193 2.139 1HIBH 7100 2008 March 16 1
Q1103-2645 11:03:25.29 -26:45:15.7 16.0 2.145 1.839 1054 3600 2008 March 16 1
Q1311-0120 13:11:19.26 -01:20:30.9 17.5 2.585 1.762 260008 8100 2008 March 16 2
Q1551+0908 15:51:03.39 +09:08:49.3 17.9 2.739 2.320 HOMW6 6300 2010 May 06 1
Q2123-0050  21:23:29.47 -00:50:53.0 16.7 2.262 2.058 193K 4800 2010 May 06 1

Ny 1 References. — (1) This Work, (2) Wolfe e al. (1995)

of b. sy andv values were thus determined that provide reasonable

fits to all of the lines observed in the system. The atomic datal
in the identification of lines and profile fitting were adopfeom
Morton (2003).

If a multiplet was observed, the lines were fitted simultane-
ously. For all of the systems, the Fel2344, 2374, 2382 lines
were fitted simultaneously to arrive at a set of column desssthat
provide reasonable fits to the spectra. Similarly, the MgNR796,
2803 lines were also fitted together. At the resolution of data,
the Zn 11 A 2026 line is blended with the MgX 2026 line. The Mg
| contribution to the blend was estimated using the My 2852
line, for which fA\ ~32 times that of the Mg I 2026 line. The
Zn 1l contribution was determined by fitting the rest of blemkile
keeping the Mg | contribution fixed. & 11 was determined by si-
multaneously fitting the Cr I\ 2056 line and the blended Cr Il +
Zn |l X 2062 line, where the contribution from Zn Il was estimated
from the Zn Il + Mg | A 2026 line. See also Khare et al. (2004) for
a discussion of the profile fitting scheme. In this paper wetthe
standard notation for relative abundance:

[X/Y] =log(Nx/Nu1) —log(X/H)w,

Solar system abundances have been adopted from Loddefs (200
In addition to the Voigt profile fitting method, the package
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Figure 1. Lyman- absorption feature in the,;, = 2.139 system towards
Q1039-2719. The solid green curve is the Voigt profile forlag; = 19.55.
The blue dotted and dashed curves above and below the green ane
\oigt profiles for log Ny 1 = 19.40 and 19.70, respectively. The red dashed
line represents the normalized continuum while the bladiteddline de-
notes the profile center. The vertical dashed lines denetltiations of the

SPECP, also developed by D.E. Welty, was used to determine NV A\ 1239, 1243 lines from the,;, = 2.082 absorber.

column densities via the apparent optical depth method (AOD

(Savagekz Sembadh 1996). We used SPECP to measure the equiva-

lent widths of various transitions as well. We present tls¢-fame
equivalent widths /o) of various lines in Tablg]2. Theolerrors
for the equivalent widths are also given and include thecefté
both, the photon noise and the uncertainty in continuumeptent.
In the case of the non-detection of a line, the limiting eglént
width was determined from the local signal to noise ratidNjSand
a corresponding@column density upper limit was determined, as-
suming a linear curve of growth. Cells with “..." entries repent

lines which could not be measured due to one or a combination

of the following: lack of coverage, blending with byforest lines,
blending with atmospheric absorption bands, very poor $/&ltd
spectrograph inefficiency at wavelength extremes and iwEnce
of the line with damaged portions of the CCD.

4 DISCUSSION OF INDIVIDUAL OBJECTS
41 Q1039-2719, z¢m=2.193

The sightline to this moderately bright BAL QSO traces argjro
sub-DLA system at.;s = 2.139 in addition to a weak absorber at
zabs = 2.082 and three broad absorption systems,at = 1.518,
1.702, 1.757/(Srianand & Petitiean 2001). The continuunuraio
the Lymane line of the sub-DLA is affected by Si IV absorption
from the BAL systems at.;s = 1.702 and 1.757 as well as N V
absorption from the,;s = 2.082 absorber. A relatively un-affected

part of the spectrum redward of the Lymariine was used to con-
strain the continuum. We made use of the residual fluxa815A
to eliminate contribution from the N WX\ 1239, 1243 lines in the
zabs = 2.082 absorber as well as from thed jorest and to esti-
mate log Ny 1 = 19.55+0.15. The Voigt profile fit to the Lyman-
line is shown in FigurEl1.

The absorption profiles of this sub-DLA system show three
strong components at velocities -9, 10, and 46 Krhasong with
several weak satellites spanning a totad30 km s'. The sub-
DLA is detected in absorption form several elements in mldti
ionization stages such Mg I, Mg I, Fe Il, Fe llI, Sill, SilI§i IV,
CLCI, CIV,ALIL AL PIL,Cril,MnlIl, Nill, Slland Zn Il .
Table[3 shows the column densities in individual velocitynpo-
nents for various ions. The Voigt profile fits to some of thedirof
interest are shown in Figufé 2. It is to be noted that, abucelan
measurements for various elements in this absorber hawe pre
ously been reported by Srianand & Petitjean (2001). Howéheir
results included measurements from the two strongest jatisor
components only and contributions from the weaker comptsnen
although small, were ignored. Therefore, the abundances afe
fected by underestimation of column densities of various jon-
cluding Zn Il and S II. To check the consistency of our abumdan
determinations from the MIKE spectra, we derived column-den
sities of various ions (e.g., logdN = 14.76+0.09, log Neerr =
14.69+0.06, log Nsitr = 14.99+0.01) using AOD measurements on
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Table 2. Rest-frame equivalent widths of key metal lines from thisipke. Measured values and ®rrors are in A units.

Qso Zbs Mg | Mg II Mg II Alll Allll Allll Sl Sl Sl Sill Sill

2852 2796 2803 1670 1854 1862 1250 1253 1259 1526 1808
Q1039-2719 2.139 74011 152754 1365:66 57214 <933 21248 394 <111° 103+3 529416 108:12
Q1103-2645 1.839 8610 1034:10 76812 6710 6+3 <42 1244 2135 <5
Q1311-0120 1.762 21373 22306:53 160153 <12 <12 >306"
Q1551+0908  2.320 148 23+7 213 126:10 542
Q2123-0050 2.058 52716 19466  1655-6 654-10 19712 10313 70£6  196+10 546:9  40+6

QSO Zbs cril Mn I Mn I Mn I Fell Fell Fell Fell Fell Znlle Zn 14

2056 2576 2594 2606 2344 2374 2382 2586 2600 2026 2062
Q1039-2719 2.139 366 70+9 <11®  568+5 414+15 74715 575+13  1478:244  48t12 2344
Q1103-2645 1.839 <3 <46 <21t <6 13946  56+12 32749  124+10  303k7 <4 <3
Q1311-0120 1.762  2B5 <10 <93 384+49 154£25 766E53  305£53 <1287 >94 >26
Q1551+0908 2.320 <6 <5 1295  44+4 250410  193k9 273+7 <4 <4
Q2123-0050 2.058 <3 23+3 <4 15+6  445+8 221472 862:216 328:20  772+16 4746 21418

aThis line is partially blended with Ly forest lines.This line is blended with another featur€This line is blended with Mg I\ 2026. Therefore, the

measured value represents the total equivalent width dfldrel. However, the

Mg | contribution is judged to be insfig@int in all cases?Since this line is

blended with the Cr I\ 2062 line, the measured value represents the total equivaldth of the blended feature.

the UVES spectra from Srianand & Petitjean (2001) and coatpar
them with our results. For most of the ions, the column d@ssit
agree within & uncertainties. We also detect C Ik*1335.7 in this
sub-DLA, but the components of C II* at velocities -9 and 10 km
s 'are blended with the C I\ 1334 line in our MIKE spectrum.
Although, we were able to measure the contribution from tiva-c
ponent at 10 km s'using the higher resolution UVES data from
Srianand & Petitjean (2001), the component at -9 krhcsuld not
be separated from the blend, resulting in the placement lgfan
lower limit on the abundance of C II*. The C II* column densegi
listed in tabld_B are from our measuremnts on the UVES data.
Photoionisation calculations for this system, as desdribe
§ 5.2, suggest that the observed metallicity ([Zn/H}8.02 dex)
and depletion ([Zn/Fe] =+0.28 dex) underestimate the true val-
ues significantly. The corrected values for [Zn/H] and [Z]were
estimated to be +0.46 dex and +0.95 dex, respectively.

4.2 Q1103-2645, zem = 2.145

This QSO sightline probes a sub-DLAat 1.839 [(Petitjean et al.
2000). We estimate log N = 19.52+0.04 for the absorber by fit-
ting a Voigt profile to the Lymanx line (see Figurgl3). Absorption
features of various elements in different ionisation stagiech as
Mg I, Mg ll, Fell,Cll,ClI*, SI, Sill, Si IV and Mn II, were de-
tected in this system. The absorption profiles reveal 11 coraipts
ranging from -163 kms'to 39 km s 'but most of the absorption
comes from two main components at -49 and -12 k. Sev-
eral key lines such as C I\ 1548, 1550; Al Ih 1670 and Ni
II' A 1741 fell on a damaged portion near the red end of the blue
CCD of MIKE, preventing us from making reliable determioati
of column densities.

Table[4 summarizes the results from profile fitting analysis f
this system and the velocity plots for some of the lines afriest
are shown in FigurE]l4. There was no detection of Zn with a S/N
~ 45 near Zn II\ 2026. Based on thed3limiting rest equivalent
Width, Wies: = 3.9 mA, we estimate log B, 11 < 11.3 and [Zn/H]
< -0.82 for this absorber. S Il was detected in this system loigh
Ns 11 = 13.9 and [S/H] = -0.82. We note that, [S/H] for this sys-
tem has also been reported|by Petitjean et al.|2000 and tileie v
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Figure 3. Same as Fig. 1, but for the Lymaniine in the z,;s = 1.839
system towards Q1103-2654. The solid green curve showsdlggt pro-

file for log Ny 1 = 19.52 while the blue dotted-dashed curves represent an
uncertainty of 0.04.

of -0.944+0.16 is consistent with our measurement withsnuhcer-
tainties. lonisation modelling for this absorber indicaemoderate
correction of -0.3 dex in S abundance (see section 5.2 failgpt
The data also show presence of M\ 2576 but this line is blended
with an unidentified feature. Since no other Mn Il lines weee d
tected, we could only place an upper limit on Mn abundancaisf t
absorber.

4.3 Q1311-0120, z.,,=2.584

This QSO sightline has a sub-DLA absorber, identified in tBOIS
survey (Wolfe et gl. 1995), at = 1.762 with Lymane rest-frame
equivalent width of 7.30.7A . The Lymane line was partially
covered in the extreme blue order of our echelle data anduseca
of the very poor S/N in that wavelength region, neutral hgeyo
column density could not be determined using a Voigt proftle fi
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Table 3. Column densities in individual velocity components for t#w2.139 absorber with log ffl;=19.55 in Q1039-2719. Velocities and f values are
given in units of km s1. Column densities are in units of cd and I errors in column densities are given.

Vel b.jf Mg | Mg Il Fell Znll Nill cIF

103 6.6 - (1.7%057)E+12  (5.283.04)E+11 - - -

70 95 - (1.42:0.50)E+12  (6.18-3.21)E+11 - - -

42 104 (7.232.83)E+11  (1.0%0.65)E+12 - - - -
9 87 (9.03%4.13)E+11  >6.59E+14 (7.32£0.51)E+13 - (7.22:2.36)E+12 g

10 115 (4.9&1.69)E+12 (2.020.64)E+15 (2.580.35E+14 (5.331.32)E+11 (2.610.38)E+13 (1.89:0.27)E+13
46 85 (24Z087)E+12  >4.06E+14 (1.8%0.31)E+14  (4.421.26)E+11 (1.89:0.33)E+13  (2.02:0.26)E+13
73 6.2 (3.28256)E+11  >8.77E+12 (2.46:0.25)E+12 - (5.631.92)E+12 -

86 8.0 - >4.60E+12 (1.380.25)E+12  (2.231.17)E+11  (3.08:1.96)E+12 -

104 9.0 (3.8&2.77)E+1l (1.780.61)E+12 - - - -

125 4.4 - (4.7#1.09E+12  (6.121.66E+11 - - -

140 6.4  (3.0&2.04)E+1l (1.940.59)E+12  (5.06:1.68)E+11 - - -

172 36 - (3.86:0.99)E+12  (7.94155)E+11 (2.46:1.04)E+11 - -

265 56 - (1.120.49)E+12  (4.48:1.41)E+11 - - -

330 6.1 - (1.3%0.50)E=12  (3.41.41)E+11 - - -

@This component is blended with the CNI1334.5 line.
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Figure 2. Velocity plots for several lines of interest in the z =2.1§8tem in the spectrum of Q1039-2719. The solid green linieates the theoretical profile
fit to the spectrum, and the dashed red line is the continuuel. [&he vertical dotted lines indicate the positions of teenponents that were used in the
fit. In the cases of the Zn I\ 2026,2062 lines, which have other lines nearby, the longethsertical lines indicate the positions of the componémts
Mg | (former case), and Cr |l (latter case). The regions stiadegray in some of the panels represent features unrelatétk tabsorption systems presented
here. In the “Cll 1334” panel, the solid green line represéné blend between C N 1334.5 and C i \ 1335.7 lines while the solid blue line represents the
contribution from C IF A 1335.7 to this blend.
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Table 4. Same as Table 3, but for thg;z=1.839 absorber with log N;=19.52 in Q1103-2645

Vel b.jf Mg | Mg Il Fell cll Sl
163 2.7 - (4546.70)E+11 (2487.14)E+11 (3.46:2.05)E+12 -
139 8.2 - (2.920.22)E+12 (6.088.34)E+11 (2.12.0.33)E+13 -
78 117 - (5.86-0.28)E+12  (1.3%0.16)E+12  (4.120.34)E+13 -
67 22 - - - (1.19:0.21)E+13 -
449 59  (2.0&0.33)E+11  >3.09E+13 (7.720.48)E+12  >3.44E+14 (2.021.72)E+13
31 6.1 (4.46:3.07)E+10  >1.60E+13 (3.520.40)E+12  >1.89E+14 (1.82:1.78)E+13
212 45  (2.7%0.34)E+11  >5.45E+13 (1.56:0.08)E+13  >3.34E+14 (3.92:1.88)E+13
4 5.6  (6.673.01)E+10 - - (1.730.11)E+13 -
15 58 - >5.27E+12 (3.680.21)E+12  >2.68E+13 -
28 47 (L12037)E+11 (4.330.33)E+12 (2.220.18)E+12 (2.19-0.13)E+13 -
39 6.0 - - - (1.36:0.09)E+13 -
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Figure 4. Same as Fig. 2, but for the,z,=1.839 system in the spectrum of Q1103-2654. In the “Sll 12&®el, the solid green line represents the total
contribution from the S Ik 1259.5 and the Si IA 1260.4 lines. The contribution from SN 1259.5 alone is shown with the blue dotted line.

Instead, we estimate logi{\ = 20.000.08 from the rest-frame
equivalent width reported by Wolfe etlal. (1995), using tleve
of growth for the H | Lymane line. This absorber shows a rela-
tively complex velocity structure and 12 components, spang

550 km s 'in velocity space were required to fit the observed ab-

sorption profiles. While most of the absorption occurs in tem-
ponent clusters appearing between -5 kmiand 200 kms?, a
weaker absorption complex, separated from the main cormg®ne

by more than 500 km, is detected in most of the strong tran-
sitions. Additional weaker components, bridging the gagwben
the satellite and the main absorption, are seen only in thagtst
of transitions such as Fe N 2382 and Mg lIAX 2796, 2803. Re-

Tableb.

Our data near the extreme blue end of the spectral coverage

sults from the profile fitting analysis for this system arevghan

were affected by poor S/N owing to the combination of lowar-se
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Table 5. Same as Table 3, but for thg;z=1.762 absorber with N {=20.00 in Q1311-0120

Fell

Znll

Crll

Vel by Mg | Mg Il

-5 3.8 (1.86:0.63)E+11 >5.93E+012
24 3.8 (5.01:5.24)E+10 >4.71E+013
45 6.1 (6.25-0.86)E+11 >1.80E+014
115 8.6 (1.16-0.63)E+10  (3.06:0.68)E+12
169 8.0 (8.8#46.03)E+10 >2.97E+013
184 7.3 (3.040.70)E+11 >2.72E+013
244 3.9 (7.9%5.26)E+10 >1.55E+013
275 7.9 - >9.13E+012
294 8.4 - >8.57E+012
317 8.5 - (2.230.62)E+12
525 6.0 (2.06:0.61)E+11 >1.32E+013
546 2.9 (2.280.70)E+11 >4.40E+012

(6.0Z1.40)E+12
(2.480.32)E+13
(1.040.13)E+14
(1.16:0.29)E+12
(1.440.15)E+13
(4.921.09)E+12
(3.020.41)E+12
(1.820.32)E+12
(1.330.32)E+12
(1.38:0.31)E+12
(6.0£1.30)E+12
(2.0£0.37)E+12

(1.22:0.91)E+012
(6.28:0.86)E+011

a

®

(7.86:0.93)E+011

(5.76:0.82)E+011

(8.722.44)E+12

“This component is blended with an unidentified feature.

7

sitivity and continuum absorption form the dwforest clouds. Sev-
eral of the lines of interest such as S\\\ 1250, 1253, 1259; Si

II' A 1304; Ni Il AX 1317, 1370; C 1IA 1334; C II* X 1336 and Si

IV A 1393, 1402 were located in this region and therefore could
not be analysed reliably. Due to the high redshift of the gealnd
QSO, even lines with higher rest wavelengths such as QAV
1548, 1550 were blended with byforest lines. Si lIA 1526 was
partly blended with forest lines resulting in the placemeionly

a lower limit on Si Il abundance. Zn I\ 2026 line was detected

in several components in this system. However, a part of the ¢
component structure of the line is blended with a strong emtid
fied feature and therefore, we report only a lower limit of Mg, 11

> 12.57 and [Zn/H}> -0.06, based on the measurements of the un-
blended components. The component at 546 Kk sinlikely to

be associated with the main absorber galaxy, contribut&s% of

the observed Zn Il column density. However, the system inddo

be metal rich ([Zn/H}> -0.14) even if contribution from this high-
velocity component is ignored. This near-solar metajliaibsorber
also shows a high depletion with [Zn/Fe]+1.18. Nill A 1741 and
Alll X 1670 were affected by cosmetic defect in the chip, however,
we were able to place a lower limit on Al Il abundance based on
unaffected regions in the line. Velocity plots for seveiak$ of
interest are shown in Figuié 5.

4.4 Q1551+0908, zcm=2.739

This QSO sightline has a sub-DLA absorber at= 2.320
(Noterdaeme et al. 2009). A Voigt profile fit to the Lymariine,
shown in Figurd B, yields log {1=19.70+0.05. This sub-DLA

is detected in absorption from Fe Il, Fe lll, Si ll, Si IV, C I§

I, C IV, Al ll, Al lll, S1l, and Ni ll. Mg | A 2852 and Mg I
A\ 2796, 2803 were not covered. The observed absorption rofile
show a relatively simple velocity structure for this systemuiring

5 components for an adequate fit. Tdlle 6 shows results frofiter
fitting analysis for this absorber. Zn N 2026 was not detected in
our data with S/N~ 40 near the expected position of the line. Our
estimate of a ¥ limiting rest-frame equivalent width df/,.cs: =
4.38 mA places an upper limit on the Zn Il column density at log
Nz, 11 < 11.38 and [Zn/HK -0.95. Measurement of the detected S
Il lines yield [S/H] = -0.46 and suggest significamtenhancement
with [S/Zn] > 0.49. FiguréT’ shows velocity plots for several lines
of interest along with their Voigt profile fits.

125 T T ]
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Figure 6. Same as Fig. 1, but for the Lymaniine in the z,;s = 2.320
system towards Q1551+0908. The solid green curve showsdigt po-

file for log Ny 1 = 19.70 while the blue dotted-dashed curves represent an
uncertainty of 0.05.

45 Q2123-0050, zem=2.262

This quasar sightline traces a sub-DLAzat 2.058 ((Kaplan et al.
2010) with log N; 1 = 19.35£0.10. Figuré€B shows the Voigt profile
we used to determine the neutral hydrogen column densitthier
system. A complex structure with 13 components spanningemor
than 350 km s'in velocity was required to model the absorption
characteristics of the sub-DLA. Details of the absorptibncture
analysis are given in Tablg 7. Absorption signatures fronoua
ions such as Mg I, Mg Il, Fe II, Si ll, Si IV, Al ll, Allll, C I, C
II*, C IV, Mn II, Ni ll, S Il and Zn Il were detected in QSO spec-
trum at the sub-DLA redshift. Figufg 9 shows the velocitytplo
of several lines of interest along with their Voigt profilesfifThe
metallicity of this system, based on the observed Zn |l colg®n-
sity of log Nz, 11 = 12.23, is super-solar ([Zn/H] = +0.25), making
it the most metal-rich sub-DLA QSO absorber known so fat at
> 2 (we note here, that higher metallicities in some loweshit
sub-DLAs have been reported by Meiring et al. 2007, 20089200
Péroux et al. 2006a, 2008; Prochaska &t al. 2006). In arg; dag
to the relatively low Nj 1 of this absorber, it is necessary to ex-
plore the extent of ionisation effects on the metallicityuea In-
deed, the observed high values of column density ratios dstw
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Figure 5. Same as Fig. 2, but for the z,=1.762 system in the spectrum of Q1311-0120.

Table 6. Same as Table 3, but for thg;z =2.320 absorber with log \;=19.70 in Q1551+0908

Vel b.;f Fell Sill cl Al S
11 31 (4540094)E+012 (L46&0.49)E+13 (3.492.20)E+14 (6.081.13)E+11 -
2 7.0 (1.990.28)E+013 (3.930.48)E+13  >2.37E+14 (1.730.13)E+12  (9.72:3.28)E+13
15 58  (1.18:0.24)E+013 (2.280.31)E+13  >1.45E+14 (8.330.71)E+11  (1.020.28)E+14
32 3.0 (32%2.26)E+011 (3.141.85)E+12 (2.431.04)E+12 (6.56:4.15)E+10 (4.72:2.38)E+13
85 7.2  (6.04257)E+011 (2.9%1.28)E+12 - - -

adjacent ions such as Al llI/Al Il, Si lll/Si 11, and Al 1lI/Fél in
this absorber suggest a high level of ionisation. Our plooisa-
tion calculations indicate a correction of +0.59 dex for/[Ah(See
sec. 5.2 for further details).

5 RESULTS
5.1 Total Column Densities

The results of the Voigt profile fits to various absorptiontfiees
from the sub-DLAs in this sample are summarised in Table §. Lo
of the total column densities (sum of the column densitighénin-
dividual components determined via the profile-fitting noethfor
various ions are listed in this table. Column densitieseteined

using the apparent optical depth (AOD) method to check time co
sistency of our fits and are also listed in Tdhle 8. In mostxabe
column densities from the profile fitting and AOD methods adce
within the error bars, especially for the weak and unsaggréibes.
Cells with “...” entries have undetermined column densitiee to
the reasons described§r8. Total Zn Il column density from Table
and the corresponding:{\ value for an absorber were used to
determine its metallicity, [Zn/H]. Abundances of S and Hatiee

to H were determined likewise. The metallicities and otletative
abundances for the observed systems are listed in Thble ®aZn
detected in three of the sub-DLA absorbers in our samplefand
the rest of the systems we place 8pper limits on the Zn abun-
dance. All of the absorbers for which Zn was detected, wasado
to be metal-rich ([Zn/H] =0.02 for Q1039-2719 at 2 = 2.139;
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Figure 7. Same as Fig. 2, but for thg,g,= 2.320 system in the spectrum of Q1551+0908.

Table 7. Same as Table 3, but for thg,z=2.058 absorber with log ;l;=19.35 in Q2123-0050

pa L
=) o
I -+
o ?
) ;
2 3
@© :
£ Sill1526 L | Fell2382
o —t— —+ F——T—+—+—
Z -
. ]
e eyl
AllIL670. || Fell2600
T T T T R N T T T
o J- e muﬁfnmfwfw—wg
L LDJ | B
0 0 1 1 l 1 1 : ‘l L“ :Lnj"" 1 i 1 1 3 l C1|I13134 1 O 0 1 1 1 l 1 : :1 : :l : 1 1 1 3 l Sli IV]‘X4021
-200 200  -200 200

Vel b.;f Mg | Fell Sill S Znll Mn i
116 58 (2.260.29)E+11 (8.840.45)E+12 (2.621.10)E+13 - - -
2101 14 - (2.38:0.42)E+12  (4.048.30)E+13 - - -
-86 51  (1.220.26)E+11 (5.16:0.38)E+12  (1.820.88)E+13 - - -
57 33 (1L7%0.43)E+11 (5.1%0.40)E+12 (1.0%0.73)E+13 - - -
0 8.2 - (1.08:0.26)E+12  (3.06:0.56)E+12 - - -
32 56 - (1.28:0.24)E+12  (4.82:0.56)E+12 - - -
74 23 (8.3%2.6)E+10 (2.7£0.45)E+12 (6.780.73)E+12  (5.641.50)E+13 - -
91 51 (294032E+11 (7.63053)E+12 (2.1Z0.11)E+13 (1.120.17)E+14 (9.58:9.00)E+010 -
128 6.6  (2120.1E)+12 (3.3%0.30)E+13 (3.74£0.35)E+14 (3.820.22)E+14 (7.881.11)E+011 (4.1Z1.40)E+011
148 7.3 (1.1%0.06)E+12 (1.990.09)E+13 (8.5%4.10)E+13 (1.24:0.17)E+14 - (5.16-1.44)E+011
175 4.4 (3.2#0.35)E+11 (7.720.55)E+12 (2.080.12)E+13 (5.721.90)E+13 (6.48:1.08)E+011 (3.441.28)E+011
212 41  (7.120.59)E+11 (2.620.17)E+13 (5.980.47)E+13  (1.12:0.10)E+14 - -
240 49  (9.4326)E+10  (9.8%2.50)E+1l (2.38:0.49)E+12  (6.08-1.80)E+13 - -

> —0.06 for Q1311-0120 at zs = 1.762 and4-0.25 for Q2123- licities based on S abundances ar@.82 (for Q1103-2645) and
0050 at z»s = 2.058). These absorbers are among the most metal- —0.46 (for Q1551+0908).

rich sub-DLAs atz 2 1 and are the only near-solar or super-solar Table[® also lists the abundance ratios of various elements
metallicity sub-DLA QSO absorbers at> 2. The Zn abundance  along with the corresponding solar values from _Lodders 200
upper limits for Q1103-2645 (g, = 1.839) and Q1551+0908z In addition to the [Zn/Fe] ratio, often used as an indicatodwust
=2.320) place their metallicities at —0.82 and< —0.95, respec-  depletion, [S/Zn], [Si/Fe], [Cr/Fe] and [Mn/Fe] are listetls seen
tively. Sulphur was detected in these two systems and thefalm  from the values listed in Tablgl 9, systems with relativelghhi
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Figure 9. Same as Fig. 2, but for the,z,=2.058 system in the spectrum of Q2123-0050. In the *C336” panel, the shaded region represents absorption

from the C I\ 1334.5 line.
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Figure 8. Same as Fig. 1, but for the Lymaniine in the z,;s = 2.058
system towards Q2123-0050. The solid green curve showsdlggt pro-

file for log Ny 1 = 19.35 while the blue dotted-dashed curves represent an
uncertainty of 0.10.

metallicities show relatively higher dust depletion whiabrees
with trends found in earlier investigations. We also fincdevice of
a-enhancement, based on the [S/Zn] ratio, in two of the alaserb
(toward Q1551+0908 and Q2123-0050) in our sample. Tdbls® al
lists column density ratios between elements in differentsation
stages, which may provide information about ionisationhiese
systems.

5.2 Photoionisation Modelling and lonisation Corrections

The gas in the high H | column density absorbers is usually ex-
pected to be largely neutral due to the self-shielding oft@h®
with hv > 13.6 eV. Zn and S in these systems are expected to be
predominantly singly ionised. Consequently, the metiikis re-
ported for such higtiVi; 1 absorbers are estimated fra¥g, 11/ Nur

or Nsi1/ Ny ratios. For absorbers with lowé¥y 1, such estimates
may not be correct if they have non-negligible contribusidrom
higher ionisation stages. Several studies investigatingeffect of
ionisation in DLAs (e.g.. Howk: Sembadh 1999; Vladilo et al.
2001] Prochaska etlal. 2002) have found that in most casésrthe
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Table 8. Total column densities for the absorbers in this samplds®@éth “..." entries represent undetermined column dégsit

QSO Zubs log Nu 1 log Nmg1 109 Nmgmr 10gNajin 109 Naimim 109 Ner 10g N log Ne v log Ns 11
cm—2 cm—2 cm—2 cm—2 cm—2 cm—2 cm—2 cm—2 cm—2
Q1039-2719 2.139 19.590.15 13.02-0.09 >15.49 >13.88 13.530.02 >15.78 >13.35 14.76:0.03
AOD 12.98+0.01 >15.16 >13.66 13.520.01 >15.08 14.75-0.04
Q1103-2645 1.839 19.520.04 11.86:-0.05 >14.08 12.740.07 >15.01 >12.93 13.89-0.17
AOD 11.84+0.05 >13.79 12.64-0.06 >14.69 >12.30 13.730.14
Q1311-0120 1.762 20.660.08 12.240.04 >14.55 >13.03 <11.85
AOD 12.25+0.14 >14.15 >12.90
Q1551+0908 2.320 19.7D.05 12.550.02 12.05-0.08 >14.87 <12.17 13.8%0.02 14.430.09
AOD 12.53+0.01 12.14-0.13 >14.51 13.740.03 14.4740.07
Q2123-0050 2.058 19.350.10 12.74-0.01 >14.50 >15.24 13.45-0.07 >15.99 >13.82 >14.62 15.05-0.02
AOD 12.72+0.01 >14.27 >13.47 13.14:0.02 >15.16 >13.80 >14.57 15.03%0.04
QSO Zubs log N 1 logNsi1  logNsitir logNsitv logNerr 109 Nym1r l10gNnim 109 Nperr log Nz 11
cm—2 cm—2 cm—2 cm—2 cm—2 cm—2 cm—2 cm—2 cm—2
Q1039-2719 2.139 19.550.15 15.3@0.03 >14.48 >14.50 13.040.04 12.480.06 13.79-0.04 14.720.04 12.16-0.07
AOD 15.3140.05 >14.30 >14.50 12.99-0.07 12.54:0.06 13.75-0.07 14.74:0.02 12.4@-0.08
Q1103-2645 1.839 19.520.04 14.0%0.02 >14.64 13.84-0.01 <11.91 <12.46 <12.34 13.54-0.02 <11.33
AOD 14.00£0.01 >14.12 13.820.01 <12.37 13.520.04
Q1311-0120 1.762 20.660.08 >14.38 12.940.12 <11.65 14.23-0.35 >12.57
AOD >14.26 12.840.09 14.09-0.06 >12.75
Q1551+0908 2.320 19.70.05 13.910.04 13.340.01 <12.15 <11.40 13.0%0.32 13.56:-0.05 <11.38
AOD 13.9A40.02 >13.69 13.310.02 13.11#0.04 13.5A0.07
Q2123-0050 2.058 19.3%0.10 14.82-0.06 >14.72 >13.99 <11.90 12.1#0.08 13.120.08 14.09-0.01 12.230.06
AOD 14.85+0.06 >14.15 >13.95 12.04-0.06 13.0%0.10 14.0%+0.01 12.44:0.06

Table 9. Observed values of relative abundances and abundance fi@tithe systems in this sample. The solar value of the ratiegiven in the first row.

QSO Zibs log Ny 1 [Zn/H] [S/H] [Fe/H] [S/zn] [Zn/Fe] [SilFe] [CrIFe]
log (XIY) —7.37 —4.81 —4.53 +2.56 —2.84 +0.07 —-1.82
Q1039-2719  2.139 19.5%.15 -0.02£0.17 +0.02£0.15 —0.30+0.16 +0.04+-0.08 +0.28+0.08 +0.51£0.05 +0.1740.05
Q1103-2645 1.839 19.520.04 <-0.82 —0.82+0.19 —1.45£0.04 >+0.01 <+0.62 +0.46+0.03 <+0.19
Q1311-0120 1.762 20.660.08 >—0.06 —1.24+0.09 >+1.18 >+0.08 +0.53£0.13
Q1551+0908 2.320 19.700.05 <—0.95 —0.46£0.10 —1.614+0.07 >+0.49 <+0.66 +0.28+0.06 <+0.41
Q2123-0050 2.058 19.3%0.10 +40.25£0.12 +40.51+0.10 —0.73+0.10 +0.26t£0.06 +0.98+:0.06 +0.73+0.06 <—0.38

QSO Zubs log Ni 1 [Mn/Fe] ALIIVALT @ Fell/ALII® Mg ll/ALIT ¢ Mg ll/Mgle  Silll/Sille SilV/Sille
log (X/Y)@ —-1.97
Q1039-2719  2.139 19.5%.15 —-0.2740.07 <—-0.35 +1.20+0.04 >+1.97 >42.48 >-1.01 >—-0.81
Q1103-2645 1.839 19.520.04 <+0.89 +0.90+£0.06 >+1.44 >42.22 >4-0.05 —0.23+0.02
Q1311-0120 1.762 20.660.08 <-0.61 <—1.05 >+2.38 >+2.70 >42.28
Q1551+0908 2.320 19.710.05 <-0.19 —0.41£0.14 +1.42+0.14 >—0.23 —0.58+0.04
Q2123-0050 2.058 19.390.10 —0.01+0.08 <—-0.01 +0.64+£0.07 >+0.82 >+1.53 >—-0.73 >—0.89

“Ratio of column densities.

isation correction factor, defined here as sation codel (Ferland etlal. 2013). The models were geneasted
T suming that the ionising radiation incident on the gas claud
€ = [X/Htotar — [X"/H"], combination of extragalactic UV background and a radiafief

. I L produced by O/B type stars. The extragalactic UV backgrdaand
where[ X/ H ;0101 include contributions from all ionisation stages, adopted fron Haardv: Mada (1996) and Madau, Haardt.Rees
Is S 0.2 d_ex for mo_st elements. Sub-DLA syst_ems, by V|rtu_e of (1999), evaluated at the redshift of the absorber. The QiB $yel-
!owgr H | in them, .mlght be gxpected to show higher 'e"?' .O.f-IOI’l lar radiation field is based on a Kurucz model stellar spettior
|sat|on._ However_, it has prIeV|ouT|I)f/ beﬁn shglesnl_t:at thesmgﬁ' a temperature of 30,000 K. These radiation fields were mired i
corrections are, in gen?jra, smal ,?rt ?Su. - C s;l/s:cemw equal parts to generate the incident radiation field. It leesntsug-
(e.g. Dessauges-Zavadsky et al. 2003: Meiring et al) 2ZHUR). gested that the contribution from local sources to the aiiva of

To estimate the effect of iopisation on the $Ub'_DLA_‘ abun- DLA systems may not be negligible in comparison with the back
dances presented hfere, We.carrled out photmomsaﬂonllmxgj.e . ground ionising radiation_(Schaye 2006). In addition, weodh-
of these systems using version 13.01 of the CLOUDY photeioni
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Figure 10. Results of the photoionisation simulations for the sub-OtbA
ward Q2123-0050. The top panel shows the simulated logaidticolumn
density ratios of At +/Al*, Sit+/Sit and At +/Fet, plotted vs. the ion-
isation parameter. The observed upper limit fofr AVAIT and the lower
limit for SiT+/Sit are also plotted in the same panel. The lower and up-
per limits on log U, determined by comparing the simulated abserved
data, are represented by the vertical solid green and Ivies, [respectively.
The vertical dotted line represents the mean of these liffiite panel in the
middle shows the ionisation correction factors for Zn, S, &l Fe abun-
dances in dex. The bottom panel shows column density preatctrom
a grid of models with the corrected metallicity incorpochia them. The
comparison of the predictions with the observed column itleasof Znt
and Md, also shown in the bottom panel using horizontal dot-dasitesck
and purple lines, respectively, suggests that the adoptadation correc-
tion to metallicity is fairly reasonable.

clude the cosmic microwave background at the appropriaEhitt

of the absorber, and the cosmic ray background in our simulat
We note however, that radiation from local shocks origimafrom
white dwarfs compact binary systems or supernovae was Rot in
cluded in our models. For each of our absorbers, grids ofgitiot
isation models were produced by varying the ionisation ipatar,
defined as

Ty _ Porz

U=

ngy cng

(where ®g;5 is the flux of radiation with h > 13.6 eV), from

tional constraints than the ratios involving differentrelmnts as the
latter may be affected by differential depletion or intimmaucle-
osynthetic differences. Al and Si were the elements dedéntthis
system with multiple ionisation stages. We used the obsdpweer
limit of the Ng,++ to Ng,+ ratio to obtain a lower limit on the ion-
ization parameter at log 4 -2.6. Furthermore, the observed upper
limit on N 4;++/N 4;+ implies log U< -2.1. These results suggest
that the observations underestimate the metallicity Sgmitly as
the ionisation correction for [Zn/H] ranges between +0.84 tb
+0.63 dex. We adopt the correction to metallicity to be +018%
derived for log U = -2.35, the mean value of the ionisatiorapar
eter range described above. The corrections for [Fe/H] kimdH]
are derived to be -0.28 dex and -0.18 dex, respectively,esionm
a corrected value of +0.09 dex for [Mn/Fe]. The suggestia ttne
true depletion is much higher than observed (based on Zndl an
Fe II) in a significantly ionised system (Meiring eflal. 206&ems
to be true for this system as the corrected [Zn/Fe}is-0.9 dex
higher than the observed [Zn/Fe] = +0.98 dex. Fiduie 10 dmser
ionisation modelling results for this system.

The observed limits on B, ++/N 4;+ and Ng;++/Ng,+ in the
log Ni 1 = 19.55 absorber toward Q1039-2719 suggest <3lig
U < -2.7. This implies a correction for [Zn/H] between +0.45
dex and +0.51 dex. The ionisation corrections for [Zn/HJHB
[Mn/Fe] and [Zn/Fe], derived at the mean log U = -2.9, are 80.4
dex, -0.20 dex, +0.08 dex and +0.67 dex, respectively.

Adjacent-ion column density ratios in the logzN = 19.52
absorber toward Q1103-2645 also suggest moderate icmisaii-
rection to the observed abundances. The observed lowerdimi
the Ng,++ to Ng,+ ratio allowed us to place a lower limit on the
ionisation parameter at log & -3. As the Al Il line was not de-
tected in this system, we used the; N+ /Ny + ratio to further
constrain the ionisation parameter at log U = -2.6. The ptedi
correction for [S/H] was found to be -0.31 dex. Mn and Fe abun-
dances were only mildly affected by ionisation as shown k& th
estimated correction factors of -0.10 dex and -0.13 dexN/H]
and [Fe/H], respectively. We note that using the AlFe' ratio to
estimate the ionisation parameter may introduce uncéeaidue
to differential depletion or nucleosynthetic differentetween the
elements (see Meiring etlal. 2007 for a more detailed disouss
the use of adjacent ion ratios in photoionisation mode)ling

The models for the absorbers toward Q1551+0908 and
Q1311-0120 suggest little effect of ionisation on the obser
abundances. For the logaN = 19.70 system in the spectrum of
Q1551+0908, the observed value of N+ /N 4;,+ =-0.41 suggests
corrections of only -0.16 dex and -0.10 dex for [S/H] and Hje/

107° to 1. The models assumed the solar abundance pattern forrespectively. With log i 1 = 20.00, the sub-DLA toward Q1311-

the absorbers and were tailored to match the obseryedaxd the
observed metallicity based onzNii. Column density ratios be-
tween various ions resulting from these grids of simulati@re
then compared with the observed values (see Tdble 9) toragmst
the ionisation parameter and derive the ionisation cdoeealues.
We note, however, that ionisation in the gas depends styamghe
shape of the ionising spectrum and our assumption for thident
spectrum is one among many possibilities. Given the assangpt
described above, we can only arrive at some general conokisi
regarding the strength of ionisation in the gas.

With log N1 = 19.35, the sub-DLA in the spectrum of
Q2123-0050 is the lowestiN; system in our sample. The observed
ratios of column densities in higher ionisation stages ¢s¢hin the
lower ionisation stages are relatively high in this systeaggesting
significant ionisation in the absorbing gas. Column densitios
of the adjacent ions of the same element are more reliabkradps

0120 is the highest N1 sub-DLA in our sample and is found to
be the least ionised. The limits on the column density raties
tween A" /Al and Si"*/SiT constrain the ionisation parameter
between -4.7 dex and -4.3 dex, limiting the correction fon/[]
between +0.10 dex and +0.18 dex (+0.14 dex at the mean imrisat
parameter of log U = -4.5). The ionisation corrections fom[M]
and [Fe/H] were found to be negligibly small.

5.3 Metallicity Evolution

We examine metallicity evolution in sub-DLAs and DLAs, by
combining our data with those from the literature (Akermaale
2005; | Battisti et al.| 2012] Boissé ef al. 1998; Centuribale
2003; | de la Varga et al._2000; Dessauges-Zavadsky ét al.|, 2003
2009; | Ellison& Lopez|2001) Fynbo et al. 2011; Ge etal. 2001;
Khare et all 2004; Kulkarni et £l. 1999, 2005; Ledoux et aDé20
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Lopez et al.l 1999, 2002; Lopez Ellison |2003;| Lu et all 1995,
1996; | Meiring et al.| 2006, 2007, 2008, 2009; Megeiork
1992;|Mever et adl. 1995; Molaro etlal. 2000; Nestor et al. 2008
Noterdaeme et all 2008 Péroux et al.
Petitiean et al.| 2000; Pettini etial. 1994, 1997,
Prochaska: Wolfe 11998, | 1999;| Prochaska et al. 2001, 2002,
20034, c; Rafelski et &l. 2012; Rao el al. 2005; Srianand &jean
2001). Rafelski et al! (2012) presented metallicity vs.shefi re-
lation for a larger DLA sample (242 systems) but many of their
metallicity measurements come from Si and Fe, elementsepmn
depletion. For our analysis, we prefer not to use Si or Fesso a
avoid the ambiguity in estimating dust depletion correwioln-
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the other hand, the DLA data are in poor agreement with thesinod
predictions and DLA metallicity reaches only 1/5th of the solar
value atz = 0. The DLA trend becomes consistent with PFH 1999

2002, 2006a.b, | 2008;0nly atz = 2. Some recent studies (e.g., Da&&ppenheimer
1999, 12000;

~

2007) predict a low DLA metallicity at = 0, but do not cor-
rectly predict the higher redshift DLA metallicities. Th#fdrence

in the metallicity evolution trends in DLAs and sub-DLAs may
suggest that the galaxies traced by these absorbers fatjparate
evolutionary tracks established as early~a® Gyrs after the Big
Bang. However, given the small difference between the slabe
the trends, the observed difference can extend further ibaake.
Sub-DLA data at redshifts higher than 3 are essential toigeov

stead, we use measurements of Zn or S (in cases where Zn wagurther constraints on the epoch of establishment of thesanct

not detected), since these nearly undepleted element&prthe
most direct gas-phase metallicity estimates. For systeitis v

evolutionary tracks.
Comparing the metallicities for DLAs and sub-DLAs with

detection of Zn and S, upper limits on Zn have been used anel wer those for galaxies detected in emission can provide clugbeo

treated with survival analysis.iN-weighted mean metallicity ver-
sus look-back time relations for DLAs and sub-DLAs were dete
mined using the procedures described in Kulkarni & Rall €200
Figure[11 shows the relations for 195 DLAs and 68 sub-DLAs in
the current sample. The DLA and sub-DLA sample are dividéa in
12 and 6 bins, respectively. The DLA bins contain 16 or 17esysst
each, while the sub-DLA bins contain 11 or 12 systems each.

Consistent with the findings from previous studies, theemntrr
sample shows the DLAS to be generally metal poor at all rédshi
probed. The sub-DLA global mean metallicity appears to lgadui
than that of DLAs at all redshifts for which both DLA and sub-
DLA observations are availablé £ z < 3). We note that although
few metal rich DLAs have indeed been observed (e.g., Fynhb et
2011; Khare et al. 2004; Nestor et al. 2008; Péroux et al6BN0
their fraction is much lower than that of the metal rich subAB.
The data also show evidence for only a weak redshift evallitio
the metallicity of DLAs. The bold solid and dashed curvesiig. F
[T show the best linear-regression fits to f¥ig;-weighted mean
metallicity vs. redshift data for sub-DLAs and DLAs, resieay.
The linear regression estimates of the intercep® + 0.23 for
sub-DLAs and—0.70 + 0.11 for DLAs, differ at 2.90 level. The
slope of the fit is estimated to be0.32 & 0.13 for sub-DLAs,
marginally higher than the slope;0.19 4+ 0.05, for DLAs. It is
necessary to increase the sub-DLA sample size and to expand t
sub-DLA sample at > 3 to better constrain whether or not sub-
DLAs evolve faster than DLAs.

understanding of the nature of the absorbing galaxies. weli-
known that galaxies detected in emission show a correldi®n
tween their stellar mass and the gas metallicity (e.qg., Granet al.
2004 Erb et al. 2006). Furthermore, the mass-metallieigtion is
found to evolve with redshift. Maiolino et al. (2008) fourttht for
star forming galaxies at/. ~ 10'° M, the metallicity atz ~ 2.2

is lower by a factor of about 2.5 with respect to thatzat- 0.
The drop is less steep for more massive galaxies, indicaiag
the latter got enriched at earlier epochs, consistent wighntass-
downsizing scenario. Comparing Fig. 9lof Maiolino et al.dap
with our Fig[11, the sub-DLA trend seems to resemble thaitiar
forming galaxies withM,. ~ 10'° M. The trend for DLAs, how-
ever, does not resemble any of the trends found by Maioliradl et
(2008) for star forming galaxies with < logM.. /M < 11, sug-
gesting that DLA host galaxies have not undergone much star f
mation and chemical enrichment even by the current epocis. Th
is consistent with the observed agreement of DLA metaflidis-
tribution with that for the Milky Way halo stars, suggestititat
most DLAs are not representative of the disks of Milky Wapey
galaxies (e.g.. Pettini 2004).

5.4 [Mn/Fe]-Metallicity Correlation

The condensation temperatures of Mn and Fe being similar, th
abundance ratio between these two elements is expectedord- be
marily governed by differences in their nucleosynthesise Mn

Figure11 also shows the comparison of the observations with abundance shows a strong metallicity dependence in Milky Wa

theoretical model predictions for evolution of global irstellar
metallicity. The mean interstellar metallicity from theethical
evolution model of Pei et all (1999) is shown using the ligbt-d
dashed curve (PFH 1999). This model calculates the coujbbadlg
evolution of stellar, gaseous, and metal contents of gadalyy in-
corporating the optimum fit for the cosmic infrared backgrain-
tensity and observational constraints derived from optiedaxy
surveys and the comoving H | density inferred from DLA data.
The light dot-double-dashed curve (SPF 2001) represeatsnigan
metallicity evolution of interstellar cold gas predicted & semi-
analytic model of galaxy formation in the cold dark mattergae
ing hierarchy by Somerville et al. (2001). This model asssirae
constant-efficiency quiescent star formation in additionstar-
bursts triggered by galaxy mergers. It is evident from Ej.that
the metallicity evolution in sub-DLAs is consistent wittetbhem-
ical evolution models over most of the redshift range probed
far, and especially at low redshifts, reaching solar level & 0.

stars. [Mn/Fe] is also found to be correlated with [Fe/Hha sense
that [Mn/Fe] increases with increasing [Fe/H] (elg., Nisseal.
2000; McWilliam et all 2003; Gratton etlal. 2004). A similaend
between [Mn/Fe] and [Zn/H] is also seen to be present in DLAs
and sub-DLAs (e.gl, Meiring et gl. 2009). In Figurel 12, wetplo
[Mn/Fe] versus [Zn/H] for the absorbers in this sample, glaith

the data for DLAs and sub-DLAs taken from the literature.dat
from|Reddy, Lambert§ Prieto (2006) for Milky Way stars and the
interstellar abundance data for SMC from Welty etlal. (208xB)
also shown overlayed on the same plot. The trend of incrgasin
[Mn/Fe] with increasing [Zn/H], seen in the Milky Way stais,
clearly present in the absorber galaxies as well. Kendalits the
complete absorber sample (DLA + Sub-DLA) was determined to
be 7 = 0.724 with the probability of no correlation being 0.002.
A Spearman rank correlation test gave the correlation ooeffip

= 0.521 with the probability of no correlation of 0.006. Adiigh

the absorber sample shows a general correlation, the dispen

The sub-DLA trend bears a closer resemblance with the mergerthe absorber data is larger compared to the stellar sampte fr

driven ‘collisional starburst model’ by Somerville et &2001). On

Reddy, Lambert& Prieto (2006). The fact that galaxies detected
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Figure 11. N(HI)-weighted mean metallicity vs. look-back time relation
for 195 DLAs and 68 sub-DLAs with Zn or S measurements. Fitliedes
show 12 bins with 16 or 17 DLAs each. Squares denote 6 bins With
or 12 sub-DLAs each. Horizontal bars denote ranges in l@akkimes
covered by each bin. Vertical errorbars denote dncertainties. The bold
solid and dashed curves show the best fits obtained fronr lirgeession of
the metallicity vs. redshift data for sub-DLAs and DLAs,pestively. The
light dot-dashed and dot-double-dashed curves show,ctaglg, the mean
metallicity in the models of Pei et al. (1999) and Somenaéiial. (2001).
Sub-DLAs appear to be more metal-rich and faster-evolvirag DLAS, at
all redshifts where both DLA and sub-DLA metallicity datasxz < 3).

through absorption represent various morphological typékely

to cause this dispersion with additional contribution frdiffer-
ential depletion onto dust grains between Mn and Fe. Kesdall
for the DLA sample alone was determined tobe 0.917 (with

a probability of no correlation being 0.006), white= 0.872 for
the sub-DLAs with a probability of obtaining this value byarite
being 0.026. There seems to be evidence for different [Mn/Fe
versus [Zn/H] trends between DLAs and sub-DLAs. While the
DLA measurements are similar to the interstellar abundalate

DLA Zn Detection —
DLA Zn Upper Limit

Sub-DLA Zn Detection

Sub-DLA Zn Upper Limit

sMC ISM

Milky Way Stars - Reddy et al. 2006

*NAGAO

[Mn/Fe]
T
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[Zn/H]

P
-2 -1.5

Figure 12. [Mn/Fe] vs. [Zn/H] for the sub-DLAs from this sample, as well
as for sub-DLAs and DLAs from the literature. Milky Way stellabun-
dance data frorn_Reddy. Lambett.Prieto (2006) are shown overplotted.
Also shown are the interstellar abundance data for SMC frositwét al.
(2001).

Table 10. Velocity width values for the absorbers in this sample.

QSO Zubs [Zn/H] Avgg Selected
kms~! transition line
Q1039-2719 2.139 —-0.02+0.17 70 Fe I\ 2374
Q1103-2645 1.839 <—-0.82 81 Fe lIA 2600
Q1311-0120 1.762 >-—0.04 152 Fe I\ 2374
Q1551+0908 2.320 <—-0.95 32 Fe lI\ 2344
Q2123-0050 2.058 +0.25+0.12 321 Fe I\ 2344

the velocity width of optically thin lines to be proportidrta the
mass, has recently been put into eviderice (Péroux et aBa200
Ledoux et all 2006). As the velocity width of the low-ioniset
absorption lines potentially probes the depth of the unyiegl
gravitational potential well of the DLA systems, this qugntan

from the SMC, the sub-DLA data bear resemblance with the Mn be used as a proxy for the stellar mass of these systems, which
and Fe abundance pattern seen in the Galactic bulge sta&rs (sehas been difficult to measure. Bouché etlal. (2006), howéivet

e.g,.McWilliam et al! 2003). The linear regression slopestfe
[Mn/Fe] vs. [Zn/H] data, being@.12 £ 0.04 and0.27 & 0.03 for
DLAs and sub-DLAs, respectively, differ at 3o level. However,
larger samples are needed to confirm this difference. Areiffee
in the [Mn/Fe] vs. [Zn/H] relations for DLAs and sub-DLAs may
suggest a difference in the stellar populations in thesectasses
of absorbers.

5.5 Veocity Dispersion-Metallicity Relationship

Based on a sample of star-forming galaxies at04,
Tremonti et al. [(2004) found a correlation between stellar
mass and gas-phase metallicity for these galaxies. Simmiéess-
metallicity relations have been suggested by Savaglia ¢2@05)
for 0.4 < 2z < 1.0 galaxies selected from the Gemini Deep

Deep Survey and the Canada-France Redshift Survey and by

Erb et al. (2006) for UV-selected star forming galaxies at 2.3.
Nestor et al.|(2003) and Turnshek et al. (2005) noticed aet®ir
tion between the Mg IA 2796 equivalent width and the metallicity
for strong Mg Il absorbers at < z < 2. The possible existence
of a mass metallicity relationship for DLA absorbers, asisgm

an anti-correlation between the Mg Il equivalent width ahé t
estimated halo mass based upon an indirect mass indicdsar, A
Zwaan et al.|(2008) show that the velocity width and mass do no
correlate well in local analogues of DLAs.

To investigate the velocity width-metallicity relation sub-
DLAs, we measured the velocity width values for the systems i
our sample following the analysis bf Wolfe & Prochaska (1098
The velocity width for a system was measured using an absorp-
tion profile (in velocity space) from a low-ion transitionesein
the system. High-ionisation lines are not suitable for #malysis
as their velocity widths are likely to be dominated by largale
thermal motions in the gas. The measurement method inveheed
conversion of the low-ion transition profile,.k(v), into the corre-
sponding apparent optical depth profit€y),, through the follow-
ing relation

7(v)a = Inflo(v)/Tobs (V)];

where h(v) represents the continuum level, angs(v) is the
observed intensity of the normalised transition profile &loe-
ity space. The apparent optical depth was then integratedtbe
entire line profile to yieldr;,:, the total optical depth within the
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Figure 13. Velocity dispersion AVyo) vs. Metallicity relations for sub-
DLAs and DLAs. Linear regression fits to the sub-DLA and DLAalare
shown as dashed and dashed-dotted lines respectively.

absorption profile. Finally, the velocity width was detened as
Avgo = [v(95%) — v(5%)], wherev(95%) andv(5%) define the
velocity range within which 9% of 7, was contained.

In the case of very strong line profiles, the optical depth can
not be measured accurately and the velocity width deteminiise
ing such a line can be overestimated. On the other hand, -veloc
ity width measured from a very weak line becomes highly sen-
sitive to the continuum noise and can be underestimatedams p
of the absorbing gas can remain undetected. To select profile
which are neither strongly saturated nor too weak, we reduine
transitions profiles used to measure the velocity widthsatisfy
0.1 < Imin/Ic < 0.6, wherel. is the continuum level intensity,
andl,, is the intensity at the location of the strongest absorption
in the line profile. After selecting a profile, we visually pected
the strongest low-ion transitions to ascertain the vejaeibge over
which the selected profile should be integrated to deterning.
Table[I0 lists the velocity width measurements from ouresyst
along with the line profiles used.

In Figure[I3 we plot the velocity dispersion versus metallic
ity based on Zn or S from our sample as well as for DLAs and
sub-DLAs from the literature. Only systems for which Zn or &w
detected were plotted. A correlation between velocity widhd
metallicity seems to exist for DLAs, while the sub-DLA dafa a
pear much less correlated. The sub-DLAs seem to be diffén@nt
the DLAs also in terms of the mean metallicity. A linear reggien
fit for the sub-DLAs gives

[X/H] = (0.60 & 0.07) log Avgy — (1.49 £ 0.15),

while a fit to the DLA data yields a slope of 140.03 and an
intercept -3.46-0.06. The two slopes are differentat 7o level.

5.6 C 1" Absorption and Cooling Rate

Most of the cooling in the Milky Way's interstellar medium
takes place through the fine-structure line emission of [[C I
A158 um. This line arises from the’Ps;, to *P;/, tran-
sition in the ground state2s®>2p term of C Il. Following
Pottasch, Wesseliu&; van Duineh|(1979), the rate of cooling per
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Table 11. Cooling rate values for the absorbers in this sample

QSO log N1 1 Ncrr+ le
cm—2 cm—2 ergs s’ per H atom
Q1039-2719 19.550.15 > 3.92 x 1013 > 3.33 x 10726
Q1103-2645 19.520.01 > 8.53 x 10'2 > 7.80 x 10—27
Q1551+0908 19.780.05 < 1.48 x 1012 < 8.93 x 1028
Q2123-0050 19.350.10 > 6.60 x 1013 > 8.90 x 10—26

H atom in gas detected in absorption can be expressed as:

_ Nomhvy Aw 1

l ergs s
c Nt g s

where Ncri- is the column density of the C Il ions in the 2B
state, Ny is the H | column density, whilév,,; and A,,; are the
energy of thezP;;/g to 2P1/2 transition and coefficient for sponta-
neous photon decay, respectively. UV transitions of C\ll335.7
and Lyn A1215.7 can be used to infer &1~ and Nz, respectively,
for the determination of.lin the interstellar medium detected in
absorption.

Our data shows the presence of C A1335.7 in the sub-
DLAs toward Q1039-2719, Q1103-2645 and Q2123-0050. How-
ever, this line is partially blended with CN1334 in Q1039-2719
and Q2123-0050 (see FigurEk 2 ddd 9, respectively) while for
Q1103-2645, it is partially blended with a hyforest feature. As
a result, only a lower limit on Ni- could be placed for each of
these absorbers. However, the absorption profile strictfrinese
systems suggest that the trueiN values are unlikely to be much
higher than the corresponding lower limits. For the sub-DibA
ward Q1551+0908, C 1IA1335.7 was not detected and we placed
a 3 upper limit on Norr= based on the S/N near the line. Poor
S/N in the region of the transition did not allow us an estienaftC
II* abundance in the sub-DLA toward Q1311-0120. Table 11 lists
the Norr+= and the corresponding Values for the sub-DLAS in this
sample.

The cooling rate versus H | column density data for these
sub-DLAs are plotted in Figure_]L4, along with the correspond
ing measurements for DLAs from Wolfe et al. (2003) and for in-
terstellar clouds in the Milky Way adopted from_Lehner et al.
(2004). The ISM measurements are shown separately for low,
low+intermediate, intermediate, and high-velocity clsud the
Milky Way. Although our measurements could only provide-lim
its on the sub-DLA cooling rates, it can immediately be irger
from Fig.[12 that, with the exception of the absorber toward
Q1551+0908, these systems show higher cooling rates cechpar
to the QSO DLAs and similar values to those seen in the Milky
Way interstellar clouds. We also note, assuming the trudirgo
rates lie close to the observed lower limits, that the sul#Bhow-
ing the highest cooling rate is also the most metal-rich ddesdn
our sample while the system with the least metallicity hasp®
show the lowest. value. This, combined with the measurements
on the other absorbers from our sample, points to the ptiggibi
that the cooling rate in sub-DLAs may increase with metilic
However, a detailed investigation of the metallicity degpemce of
cooling rate in sub-DLAs warrants a much larger sample wiéi p
cise column density determinations.
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Figure 14. Cooling rate estimated from C*labsorption plotted vs. H | col-
umn density. The open red triangles represent the sub-Ditoks dur sam-
ple. The filled black circles and triangles denote the sarop@SO DLAs
in|Wolfe et al. (2003). The filled squares and striped triaagkpresent the
measurements for low, intermediate, low+intermediate] laigh-velocity
interstellar H I clouds in the Milky Way compiled in_ Lehneradt (2004).

6 CONCLUSIONS

In this paper, we have presented high-resolution absaorgpectra

of 5 sub-DLAs atl.7 < zqps < 2.4. Although, to date the DLA
systems have been the preferred tracer of metallicity dt reg-
shift, most of the absorbers observed to have solar or higle¢al-
licity have been sub-DLAs (e.d., Pettini ef al. 2000; Kharale
2004; | Péroux et al. 2006a; Prochaska et al. 2006; Meirimadl et
2007,12008| 2009). With the sub-DLA sample presented in this
paper, we have found a system withn/H] > —0.06 dex at
zabs = 1.76 and two systems withiZn/H] = +0.25 dex and
[Zn/H] = —0.02 dex (+0.84 dex and +0.48 dex, respectively, after
ionisation correction) at.»s > 2. These two systems are the most
metal-rich sub-DLAs known so far at,s = 2. These observations
suggest that metal-rich sub-DLAs appear at high redshiftels
Combining the data presented in this paper with other sub-arid
DLA data from the literature, we have also reported the most-c
plete existing determination of thepN-weighted mean metallic-
ity vs. redshift relation for sub-DLAs and DLAs. The resugtsow
that the trend of higher mean metallicity in sub-DLAs congubio
DLAs, observed previously at < 1.5, continues to exist at least
uptoz < 3. We also find that while metallicity evolution in DLAs
does not resemble the expected mean trend for chemicahenric
ment in galaxies, the sub-DLA data are consistent with tregth
cal evolution models at all redshifts probed so far. It isgilge that
most of the DLA host galaxies have not undergone much star for
mation even by the current epoch but the majority of the sud
trace massive star forming galaxies. To gain additionaghts into
the nature of DLAs and sub-DLAs, we compared their [Mn/Fe] vs
metallicity trends and the results suggest a differencénénstel-

lar populations for the galaxies traced by these two class@SO
absorbers. We also compare the velocity dispertion vs. lliceta
ity trends for these absorbers and find that, while metallicor-
relates with velocity dispertion in DLAs, the sub-DLA dataos/

a lower degree of correlation. Finally, we estimated capliates
for the sub-DLAs in our sample using the C N1335.7 line, and
compared them with the DLA data available in the literatiiee

observed lower limits suggest that metal rich QSO sub-DL#s ¢
show higher cooling rates than those seen in the QSO DLAs.
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