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Quark-antiquark static energy from a restricted Fourier transform
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We provide a fully analytical determination of the perturbative quark-antiquark static energy in
position space as defined by a restricted Fourier transformation from momentum to position space.
Such a determination is complicated by the fact that the static energy genuinely decomposes into
a strictly perturbative part (made up of contributions ∼ αn

s , with n ∈ N) which is conventionally
evaluated in momentum space, and a so-called ultrasoft part (including terms ∼ αn+m

s lnm αs, with
n ≥ 3 and m ∈ N) which, conversely, is naturally evaluated in position space. Our approach
facilitates the explicit determination of the static energy in position space at the accuracy with
which the perturbative potential in momentum space is known, i.e., presently up to order α4

s.

PACS numbers: 12.38.-t,14.40.Pq

I. INTRODUCTION

The interaction energy E(r) of the color-singlet state
made up of a static quark Q and a static antiquark Q̄
separated by a distance r = |r|, the so-called QQ̄ static
energy, constitutes one of the most basic quantities of
quantum chromodynamics (QCD) and has been studied
from its early days. It is also relevant for various phe-
nomenological applications, like, e.g., quarkonium spec-
troscopy. It is defined by [1]

E(r) = lim
T→∞

i

T
ln〈W�(r, T )〉 , (1)

where 〈W�(r, T )〉 denotes the rectangular static Wilson
loop [2]. As 〈W�(r, T )〉 can straightforwardly be evalu-
ated on the lattice, in the parameter regime accessible
by lattice simulations E(r) can directly be determined in
position space. Conversely, in the manifestly perturba-
tive regime, the situation is completely different: Higher-
order calculations in perturbative quantum field theory
are most conveniently performed in momentum space.
In QCD perturbative calculations are viable at large mo-
mentum transfers due to the fact that QCD is asymptoti-
cally free. Correspondingly, the strictly perturbative con-
tributions to the QQ̄ static energy, constituting the per-

turbative potential have been derived in momentum space
and for large momentum transfers, p = |p| > ΛQCD.
We denote this strictly perturbative potential in mo-

mentum space by Ṽ (p).1 In standard perturbation the-

ory loop diagrams come along with integrations
∫ d4q

(2π)4

of the loop four-momentum q over the full momentum
regime. Hence, such loops naturally also receive contri-
butions from momenta . ΛQCD for which perturbation

1 In our notations quantities in position space are labeled by ordi-

nary characters, e.g., E, while their momentum-space analogues

are labeled by the same character denoted with a tilde, e.g., Ẽ.

In addition, we use calligraphic letters, e.g., E, in statements that

hold both in position and momentum space.

theory is no longer trustworthy. The leading uncontrolled
contribution contained in Ṽ (p) arising from this kind of

diagrams is quadratic in ΛQCD and ∼ − 4π
p2 αs(

ΛQCD

p
)2 [3].

Ṽ (p) is presently known up to O(α4
s) accuracy [4, 5].

Noteworthily at O(α4
s) it features an explicit dependence

on an ultrasoft (US) momentum scale µus [6, 7].
However, as has been realized already long ago [6],

the QQ̄ static energy does not have a strict power-series
expansion in αs. Beyond O(α3

s), also logarithmic con-
tributions in αs are induced. The difference between
the static energy E and the static potential V are en-
coded in ultrasoft corrections VUS, which include terms
∼ αn+m

s lnm αs, with n ≥ 3 and m ∈ N [8, 9]. These
US corrections genuinely also depend explicitly on µus.
More specifically, the dependence is such that the individ-
ual µus dependences of V and VUS exactly cancel, when
adding them to form the QQ̄ singlet static energy in the
perturbative regime. Correspondingly, the static energy
atO(α4

s) is rendered manifestly independent of any auxil-
iary scale (cf. also Secs. II and III below). Schematically,
it is thus given by

E = V(µus) + VUS(µus) . (2)

To keep notations compact, we will subsequently often
omit the explicit reference to the scale µus in the argu-
ment of V and VUS.
The situation is further complicated by the fact that

while V is directly accessible in momentum space, the US
corrections VUS in turn are most conveniently evaluated
in position space.
To allow for insights into the perturbative energy in

position space, the momentum space potential Ṽ (p) has
to be transformed into position space. Even though it
seems to be straightforwardly achievable by means of a
standard Fourier transform on first sight, this step turns
out to be highly nontrivial. It gives rise to a dilemma: A
Fourier transform naturally requires information about
the function to be transformed in the full momentum
regime. The perturbative expressions, however, are man-
ifestly limited to a certain momentum regime; in QCD

http://arxiv.org/abs/1311.7351v2
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to p ≫ ΛQCD, such that αs(p) ≪ 1.

As Ṽ (p) is not at all trustworthy at low momenta, the
low momentum part of the Fourier integral,

V (r) =

∫
d3p

(2π)3
eip·r Ṽ (p) , (3)

generically induces uncontrolled contributions, the lead-
ing one being linear in ΛQCD and ∼ 1

r
αs(rΛQCD) [3] (cf.

also below). In turn, V (r) as defined by Eq. (3) is more

sensitive to long distances than Ṽ (p).

This suggests to introduce a momentum cutoff µf >
ΛQCD and to define the static potential in position space
by means of a restricted Fourier transform as [3]

V (r, µf ) =

∫

|p|>µf

d3p

(2π)3
eip·r Ṽ (p)

= V (r) − δV (r, µf ) , (4)

with low momentum part

δV (r, µf ) =

∫

|p|<µf

d3p

(2π)3
eip·r Ṽ (p) . (5)

Obviously δV vanishes for µf = 0, such that V (r, µf =
0) = V (r) reproduces the result of an ordinary, unre-
stricted Fourier transform.

Beneke [3] employed the decomposition (4) to pro-
pose the potential-subtracted (PS) scheme on its ba-
sis: Aiming at the subtraction of the leading uncon-
trolled contribution of order ΛQCD in V (r), he makes use
of δV (r, µf ) = δV (µf ) + µfO(r2µ2

f ), where δV (µf ) ≡
δV (r = 0, µf ) ∼ µf , and completely neglects the cor-
rections of relative order r2µ2

f in Eq. (5) to define the
subtraction term in the PS scheme, which thus becomes

independent of r and reads δV (µf ) =
∫

|p|<µf

d3p
(2π)3 Ṽ (p).

Correspondingly, the subtraction term δV (µf ) naturally
has an expansion in αs, and is explicitly know with the
accuracy of Ṽ (p). Due to the fact that no contributions

of this order are present already in Ṽ (p), in this way the
contribution ∼ ΛQCD can be subtracted completely. It
can even be shown that this contribution exactly cancels
against an analogous contribution in the pole mass [3].
Beyond linear order in ΛQCD the situation becomes more
intricate: Not only the Fourier transform induces uncon-
trolled contributions, but – as mentioned before – there
are also ones already present in Ṽ (p) as determined in
standard perturbation theory.

However, note that at the time when Beneke wrote
his paper [3], the static potential was only known up
to O(α3

s). Thus, nontrivial questions like the consistent
adaption of the PS scheme to US corrections, ensuring
the overall µus independence of the static energy in the
PS scheme were not addressed. As the approach pursued
in our paper can be reduced to the PS schema by taking a
certain limit (cf. below), our paper effectively also tackles
such questions. In this sense, as a by-product our paper

provides the full, consistent expression of the QQ̄ static
energy in the PS scheme at the presently best achievable
accuracy, i.e., at O(α4

s).

Somewhat differently, but based on [3], Laschka et al.
[10] recently also employed Eq. (4) to define the pertur-
bative potential in position space such that it does not
suffer from the uncontrolled contribution ∼ ΛQCD. In
contrast to [3] they directly evaluate Eq. (4) numerically,
using the full four-loop running of αs(p) according to the
renormalization group equation for p > µf .

Other approaches to tackle these problems utilize a
Borel transform of V (r): The ambiguity contained in
V (r) is then attributed to the renormalon poles in the
complex Borel plane [11]. In particular, the ambiguity
of order ΛQCD follows from the pole closest to the origin
[12, 13]. This observation also forms the basis of the
renormalon subtracted (RS) scheme [14, 15]

In this paper we provide an additional perspective.
Sticking to the MS-scheme we analytically evaluate
Eq. (5) for p ≥ µf ≫ ΛQCD, without resorting to fur-
ther approximations. The latter inequality ensures µf to
be a perturbative momentum scale. In close analogy to
δV (µf ) of [3], our result for δV (r, µf ) has an expansion

in αs, and is known explicitly at the accuracy of Ṽ (p).
We in particular manage to analytically take into account
the full r dependence of Eq. (5) at a given order of the ex-
pansion in αs. Since δV (r, µf ) = δV (µf ) + µfO(r2µ2

f ),

with δV (µf ) ∼ µf accounting for the entire contribu-
tion linear in ΛQCD, the subtraction term in the re-

stricted Fourier transform scheme advocated here dif-
fers from that in the PS scheme [3] by terms of order
µfO(r2µ2

f ) ∼ ΛQCDO(r2Λ2
QCD). Hence, with respect to

their order in ΛQCD these terms are not more important

than the uncontrolled ones genuinely contained in Ṽ (p)
(cf. the discussion before).

What motivates us to also subtract the higher order
terms in Eq. (5) is the observation that the Fourier trans-
form (3) does not only result in an uncontrolled contribu-
tion linear in ΛQCD, but also those ∼ ΛQCDO(r2Λ2

QCD)

restrict the radius of convergence of an expansion of V (r)
in powers of αs: As we will demonstrate explicitly up to
O(α4

s) below, the coefficients of α1+k
s with k ∈ N increase

with k. Even though this increase is more pronounced
for the contribution ∼ ΛQCD, it is also clearly visible
for the contributions ∼ ΛQCD(r

2Λ2
QCD). Closely exam-

ining the structure of the subtraction term δV (r, µf ), we
provide indications that an analogous increase is also to
be expected for higher orders. Correspondingly, by sub-
tracting all these contributions in V (r) by means of the
restricted Fourier transform (34) we may hope to fur-
ther improve the convergence properties of the perturba-
tive potential in position space. Moreover, in this way
we can at least assure that the transition from momen-
tum to position space does not induce any new uncon-
trolled contributions not already present in Ṽ (p). In fact,

given Ṽ (p) at a certain accuracy in αs, we can quan-
tify the contribution ∼ µf (r

2µ2
f )

l to V (r, µf ) for any
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given l ∈ N0, and evaluate the infinite sum contribution

δV (r, µf ) ∼ µf

∑∞
l=0(r

2µ2
f )

l originating in the Fourier
transform over momenta where perturbation theory is
no longer trustworthy.

Moreover, in a second step we manage to consistently
adopt the restricted Fourier transform scheme to the ul-
trasoft corrections. These considerations are also of rele-
vance for the consistent adaption of generic renormalon

subtraction schemes to the ultrasoft corrections. As will
be explained in detail in the subsequent sections – even
though they are directly evaluated in position space –
also the ultrasoft corrections receive an explicit µf de-
pendence, such that the corresponding static energy in
position space is given by

E(r, µf ) = V (r, µf ) + V US(r, µf ) . (6)

Equation (6) generalizes the result obtained by a stan-
dard unrestricted Fourier transform,

E(r) = V (r) + V US(r) , (7)

which amounts to the µf = 0 limit of Eq. (6), i.e.,
V US(r, µf = 0) = V US(r) and E(r, µf = 0) = E(r).

Eventually also the full QQ̄ singlet static energy in
position space can be decomposed as [cf. Eq. (4)]

E(r, µf ) = E(r) − δE(r, µf ) , (8)

where δE(r, µf ) encodes the differences between the QQ̄
singlet static energy as defined by a standard unrestricted
Fourier transform and in the restricted Fourier transform
scheme. Most notably, this facilitates a complete, fully
analytical determination of E(r, µf ) at the accuracy with
which E(r) is known.

In order to further motivate the need of a subtraction
scheme as provided by the restricted Fourier transform –
and to keep the paper self-contained –, we show an ex-
emplary plot of E(r) for different accuracies in the per-
turbative expansion in Fig. 1: While we have not yet
discussed any details necessary to arrive at this plot –
and correspondingly the reader is not expected to fully
understand the specifications as provided in the caption
of Fig. 1 at this instance –, it should be clearly visible
that the static energy (7) as defined by a standard Fourier
transform behaves rather pathologically [16]. At least for
r & 0.06fm, the considered orders do not seem to con-
verge in the sense that the corrections due to higher order
contributions become increasingly less important. The
claim is that this pathological behavior primarily origi-
nates in the uncontrolled contributions at low momenta,
to be cut out explicitly when resorting to a restricted
Fourier transform. We will return to this plot in the re-

sults and discussion section (Sec. IV) of this paper and
confront it with the corresponding plot for Eq. (7).

Our paper is organized as follows: After reviewing the
present knowledge of the QQ̄ singlet static energy in
Sec. II, in a way that it can straightforwardly be gen-
eralized to a restricted Fourier transform scheme also,
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FIG. 1. The singlet static energy E(r) in position space (for
nf = 2) as obtained by a standard Fourier transform from
momentum space. To arrive at this plot we identify the renor-
malization scale µ with the inverse of the distance r between
the static quark and antiquark, µ = 1/r. The accuracy of the
perturbative static energy is gradually increased from leading
order (LO) up to (next-to)3LO (N3LO) accuracy, while the 4-
loop running of the coupling αs is used throughout all expres-
sions. Over the depicted r range, the coupling increases mono-
tonically from αs(1/r)|r=0 = 0 to αs(1/r)|r=0.12fm ≈ 0.295.
Given that αs remains so small all over the r range depicted
here, the static energy behaves rather pathologically: At least
for r & 0.06fm, the considered orders do not seem to converge
in the sense that the corrections due to higher order contri-
butions become increasingly less important. Conversely, the
N3LO result even bents back and decreases towards larger
values of r.

we explicitly work out the various contributions to the
perturbative QQ̄ singlet static energy as defined by a re-
stricted Fourier transform from momentum to position
space in Sec. III. In Sec. IV we discuss some exemplary
results, specializing to nf = 2 (ΛMS = 315MeV [17]) and
µf ∈ [3 . . . 7]ΛMS. Finally, we end with conclusions in
Sec. V.

II. BASIC FACTS ABOUT THE STATIC

ENERGY IN THE PERTURBATIVE REGIME

The running of the coupling αs(µ) as a function of the
renormalization scale µ is one of the most essential and
important ingredients for perturbative calculations. It is
governed by the QCD β-function, defined as

β[αs(µ)] ≡
µ

αs(µ)

d

dµ
αs(µ) , (9)
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which has the following series expansion in powers of
αs(µ),

β[αs(µ)] = −αs(µ)

2π

∞∑

n=0

(
αs(µ)

4π

)n

βn . (10)

The expansion coefficients βn are known up to n = 3,
i.e., to 4-loop order. While β0 and β1 are independent
of the renormalization scheme, β3 and β4 are scheme-
dependent. They have been determined for arbitrary
compact semi-simple Lie groups in the MS-scheme [18].
For SU(3) they read

β0 = 11− 2

3
nf , β1 = 102− 38

3
nf ,

β2 =
2857

2
− 5033

18
nf +

325

54
n2
f ,

β3 =
149753

6
+ 3564ζ(3)−

(
1078361

162
+

6508

27
ζ(3)

)

nf

+

(
50065

162
+

6472

81
ζ(3)

)

n2
f +

1093

729
n3
f , (11)

with nf denoting the number of massless dynamical
quark flavors.

As E is a physical observable, it should of course be
independent of the explicit value of the renormalization
scale µ and form a renormalization group (RG) invariant,
i.e., fulfill

µ
d

dµ
E = 0 . (12)

Equation (12) is also expected to hold order by order
in a strictly perturbative expansion in powers of αs, in
the sense that given the perturbative potential V up to
O(αk̄

s ), we have

µ
d

dµ
V = O(αk̄+1

s ) . (13)

A. Perturbative potential

The perturbative potential in momentum space is con-
ventionally expressed as

Ṽ (p, µ) = −CF

4π

p2
α̃V [αs(µ), L(µ, p)] , (14)

with

L ≡ L(µ, p) = ln
µ2

p2
, (15)

where µ ≫ ΛQCD denotes a a arbitrarily chosen, fixed
perturbative momentum scale. CF is the eigenvalue of
the quadratic Casimir operator for the fundamental rep-
resentation of the gauge group; CF = 4/3 for SU(3).

The entire non-trivial structure of Ṽ (p) is encoded in the
function α̃V [αs(µ), L(µ, p)], which has the following ex-
pansion in powers of αs(µ) [19, 20],

α̃V [αs(µ), L] = αs(µ)

∞∑

k=0

Pk(L)

(
αs(µ)

4π

)k

, (16)

with expansion coefficients Pk(L).

Adapting Eq. (13) to Eqs. (14)-(16), we obtain

(
∂

∂L
+

αs

2
β[αs]

∂

∂αs

)

αs

k̄∑

k=0

Pk(L)
(αs

4π

)k

= O(αk̄+2
s ),

(17)
with αs ≡ αs(µ). This equation constrains the Pk(L) in
Eq. (16) to be polynomials in L of degree k, i.e.,

Pk(L) =

k∑

m=0

ρkmLm , (18)

with dimensionless expansion coefficients ρkm. Equa-
tion (17) implies that, apart from the explicit values of
ak ≡ ρk0 (a0 = 1), the ρkm are fully determined by the
coefficients of the β-function [19]. For k ≤ 3 they read

ρ21=(2a1β0+β1) ,

ρ31=(3a2β0+2a1β1+β2), ρ32=(3a1β0+
5
2β1)β0, (19)

and ρkk = βk
0 .

While for k ≤ 2 the RG equation for αs is the only
source of logarithms encoding a renormalization scale
dependence, for k ≥ 3 the situation is more complex:
The Pk(L) with k ≥ 3 generically include IR diver-
gences with associated scale µus dependent logarithms
LUS ≡ L(µus, p). Thus, besides the logarithms L gov-
erned by the RG equation (17), they depend on extra
logarithms LUS. We absorb these extra logarithms in the
definition of the ak with k ≥ 3. Particularly for k = 3,
we write a3 = ā3 + a3lnLUS [4, 20].

The coefficients a1 [16, 21] and a2 [22–24] are known
analytically. For gauge group SU(3) and in the MS-
scheme, they read

a1 =
31

3
− 10

9
nf ,

a2 =
4343

18
+ 36π2 − 9

4
π4 + 66ζ(3)

−
(
1229

27
+

52

3
ζ(3)

)

nf +
100

81
n2
f . (20)

The coefficients ā3 [4, 5, 20, 25, 26] and a3ln [6, 7, 27]
are also known explicitly. They are, however, not un-
ambiguously fixed, but inherently depend on the scheme
used to factorize the US contributions (cf. also the re-
marks in [28, 29]). At order α1+k

s , with k ≥ 3, only
the sum of the respective contributions of V and VUS,
constituting the physical quantity [cf. Eq. (2)], is unam-



5

biguously determined. Here we adopt the scheme used
by [7, 27, 30], where all Fourier transforms are performed
in D = 3 space dimensions and the divergent US loop in-
tegral (cf. Fig. 2) is carried out in D = 3 − 2ε (ε → 0+)
space dimensions. Specializing to SU(3), the coefficient
ā3 is then given by [4, 5]

ā3 = a
(0)
3 + a

(1)
3 nf + a

(2)
3 n2

f + a
(3)
3 n3

f , (21)

with

a
(0)
3 = 27c1 +

15

16
c2 ,

a
(1)
3 =

9

2
c3 +

5

96
c4 −

68993

81
+

16624

27
ζ(3) +

160

9
ζ(5) ,

a
(2)
3 =

93631

972
+

16

45
π4 +

412

9
ζ(3) ,

a
(3)
3 = −1000

729
. (22)

The constants ci (i = 1 . . . 4) are only known numerically:
c1 and c2 have been determined independently by both
[5] and [4]. The numerical values of [5], who provide
smaller statistical errors, are

c1 = 502.24(1) , c2 = −136.39(12) , (23)

while c3 and c4 read [25],

c3 = −709.717 , c4 = −56.83(1) . (24)

Moreover,

a3ln =
8

3
π2C3

A , (25)

with CA = 3 for SU(3).
Thus, at the moment the polynomials (18) are com-

pletely known for k ≤ 3, and therewith the perturbative
potential Ṽ up to O(α4

s).

B. Ultrasoft corrections

The US corrections to the singlet static energy are most
conveniently evaluated within the effective field theory
framework of potential nonrelativistic QCD (pNRQCD).
Potential NRQCD can be derived rigorously from

QCD or more specifically nonrelativistic QCD (NRQCD)
[31, 32], and provides a formulation of the non-relativistic
QQ̄ system in terms of heavy (static) quark-antiquark
composite (color singlet and octet) fields, the associated
potentials, light fermions, and US gluons and interac-
tions [27, 33, 34].
It is based upon the observation that the QQ̄ state

in the static limit is still characterized by two separated
energy scales: a soft scale of the order of the typical rel-
ative momentum of the heavy quarks, and an US scale
of the order of the typical binding energy, which is much
smaller than the relative momentum. Hence, even when

the soft scale is integrated out to be encoded in pertur-
bative potentials, there is a remnant US sector, which
features US gluons and light quarks as dynamical degrees
of freedom, constituting pNRQCD. These US degrees of
freedom generically induce contributions – the US cor-
rections – to the static energy.

In the static limit and up to first order in a multipole
expansion in the relative coordinate r, the pNRQCD La-
grangian for the static QQ̄ state reads [27, 33]

LpNRQCD = Tr
{

S†(i∂0 − Vs)S +O†(iD0 − Vo)O
}

+ gVATr
{

O†r · ES + S†r ·EO
}

+ g
VB

2
Tr

{

O†r · EO +O†Or · E
}

+
∑

l

q̄li /Dql − 1

4
F a
µνF

aµν . (26)

Here, the degrees of freedom are static QQ̄ singlet S ≡
S(r,R, t) and octet O ≡ O(r,R, t) fields with US en-
ergy, which transform accordingly with respect to gauge
transformations in R, US gluons Aµ(R, t) with field
strength tensor F a

µν ≡ F a
µν(R, t) and light (massless)

quarks of flavor l, described by Dirac spinors ql. More-
over, Ea ≡ Ea(R, t), with a ∈ {1, . . . , 8}, is the chromo-
electric field and iD0O ≡ i∂0O − g[A0(R, t), O] the time
component of the covariant derivative in the octet repre-
sentation. Vs ≡ Vs(r) and Vo ≡ Vo(r) are the singlet and
octet static potentials in position space, and VA ≡ VA(r),
VB ≡ VB(r) are dimensionless matching coefficients, to
be determined by matching pNRQCD with NRQCD , i.e.,
by demanding the physical outcomes of a pNRQCD cal-
culation to agree with those evaluated within NRQCD,
e.g., at the same order in perturbation theory. In par-
ticular note that Vs ≡ V . For a detailed introduction to
pNRQCD we refer the reader to [27, 34].

Decisive in the approach advocated here is the assump-
tion that the perturbative position space potentials in
Eq. (26) are defined in terms of a Fourier transform of the
respective potentials in momentum space. Correspond-
ingly, we have

Vs ≡
∫

d3p

(2π)3
eip·r

(

−CF

4π

p2
αs

)

+O(α2
s),

Vo ≡
∫

d3p

(2π)3
eip·r

[(
CA

2
− CF

)
4π

p2
αs

]

+O(α2
s). (27)

As suggested by the pNRQCD Lagrangian (26), the
US corrections are most naturally evaluated in position
space. The Feynman diagram depicted in Fig. 2 com-
prises the entire US contribution up to order α4

s, which
reads
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V
US

=

FIG. 2. Leading-order US contribution to the singlet static
energy evaluated within pNRQCD. The single (double) line
represents the singlet (octet) propagator, and the wavy line
denotes the US gluon propagator. The relevant singlet-to-
octet couplings can be inferred from the Lagrangian (26).

V US(r, µus) = −CF

αs(µ)

π

r2

3
V 2
A (Vo − Vs)

3

×
(

ln
(Vo − Vs)

2

µ2
us

− 5

3
+ 2 ln 2

)

. (28)

As VB obviously does not contribute to V US(r, µ) at
the desired order, we will leave it undetermined here.
The explicit value of VA follows straightforwardly from
a perturbative matching condition. Namely, we demand
the singlet static energies calculated in both NRQCD and
pNRQCD to match each other. In order to fix VA, it
suffices to isolate and resum the NRQCD diagrams which
give rise to a ln(Vo−Vs) dependence. The corresponding
contribution reads [6, 7]

ENRQCD
ln = −CFC

2
A

α3
s

12π
(Vo−Vs) ln

[
(Vo − Vs)

2r2
]
. (29)

Demanding the prefactors of ln(Vo − Vs) in Eqs. (28)
and (29) to match, we infer

r2V 2
A(Vo − Vs)

2 −
(
CA

2
αs

)2

= O(αs), (30)

such that VA is given by

VA =
CA

2

αs

r

1

Vo − Vs

+O(αs), (31)

and Eq. (28) becomes

V US(r, µus) = −CFC
2
A

α3
s

12π
(Vo − Vs)

×
(

ln
(Vo − Vs)

2

µ2
us

− 5

3
+ 2 ln 2

)

. (32)

In particular note that this expression features an overall
linear dependence on the potential difference Vo − Vs.

This turns out to be absolutely essential in order to
guarantee the cancellation of the lnµ2

us dependence con-
tained in the coefficient a3 of the perturbative potential
with the corresponding term of Eq. (32) (and the associ-
ated divergences, somehow obscured in the MS-scheme)
also when defining the position space potentials via a re-
stricted Fourier transform.

This cancellation ensures the finiteness of the coeffi-
cients of αn

s , with n ≤ 4, and α4
s ln(αs) of the singlet

static energy in the perturbative regime. It renders the
singlet static energy at O(α4

s) independent of any auxil-
iary, externally set momentum scale µus apart from µf .

For completeness, we note that one mighty wonder
about the compatibility of Eq. (31) with the finding of
[7] that VA = 1 +O(αs). We emphasize that Eq. (31) is
more genuine: When defining the position space poten-
tials in terms of a standard unrestricted Fourier trans-
form it reduces to the expression of [7]. However, when
the position space potential is defined differently, as, e.g.,
by means of a restricted Fourier transform [cf. Eq. (47)
below], or more generally by a given renormalon sub-
traction scheme, Eq. (31) generically deviates from VA =
1 + O(αs). Correspondingly – and in fact not surpris-
ingly – also the matching coefficient VA receives scheme
dependent corrections.

III. TOWARDS THE STATIC ENERGY IN

POSITION SPACE

All the integrations relevant in performing the re-
stricted Fourier transform from momentum to position
space can be traced back to just two generic Fourier in-
tegrals, which can be tackled analytically.

To perform the unconstrained Fourier transform, we
employ the following identity,

∫
d3p

(2π)3
eip·r

4π

p2
Lm =

1

r

m∑

j=0

(
m

j

)

lnj(r2µ2)

×
[

∂m−j
η exp

{

2γEη +

∞∑

l=2

ηl [2
l−1−(−1)l]ζ(l)

l

}]∣
∣
∣
∣
η=0

, (33)

which can be derived straightforwardly by combining sev-
eral identities given in Sec. 6 of [23] and making use of
the general Leibniz rule. Here γE denotes the Euler-
Mascheroni constant and ζ(χ) is the Riemann ζ-function.
The notation in Eq. (33) is to be understood as follows:
First all derivatives for η have to be taken. Finally η is
set to zero. In Eq. (33) these derivatives can easily be
taken explicitly. They amount to multiplications with
numerical constants.
As derived in detail in Appendix A, for µ ≥ µf the

other generic Fourier integral can be represented as

∫
d3p

(2π)3
eip·r

4π

p2
LmΘ(µf − |p|)

= −µf

π

m∑

j=0

(
m

j

)

lnj µ2

µ2
f

(−2)m−j

×
[

∂m−j
η

{
Γ(η)−Γ(η,irµf )

(irµf )1+η + c.c.
}]∣

∣
∣
η=0

, (34)

where Γ(α, χ) denotes the incomplete gamma function.
The abbreviation c.c. stands for complex conjugate.
Terms which do not involve any derivatives for η can
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be expressed in a rather compact form,

[
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

]∣
∣
∣
∣
η=0

= −2
Si(rµf )

rµf

, (35)

where Si(χ) =
∫ χ

0
dt sin t

t
is the sine integral. Contribu-

tions with derivatives acting do not have particularly nice
explicit representations. They can be written in terms of
hypergeometric functions (cf. Appendix B). For them
we prefer to keep the above representation involving pa-
rameter differentiations. For series representations, see
Appendix B.

We emphasize that the condition µ ≥ µf invoked in
the derivation of Eq. (34) is fully compatible with our
objectives: As µ corresponds to a momentum scale in
the perturbative regime, that in a sense can be seen as
bounded from below by µf [cf. the discussion in the con-
text of Eqs. (3)-(5)], the ratio µ/µf is generically equal
or larger than one. Hence, we will implicitly assume this
condition to be fulfilled in the remainder.

Note that the structure of Eqs. (33) and (34) is quite
similar, in the sense that the entire µ dependence is en-

coded in logarithms of µ2, rendered dimensionless by an
additional momentum-scale squared. Both expressions
amount to series expansions in powers of these loga-
rithms.

A. Perturbative potential in position space

With the help of Eqs. (33) and (34) it is straightfor-
ward to explicitly determine both V (r) and δV (r, µf ) at
the accuracy with which the perturbative potential in
momentum space is known, i.e., presently up to order
α4
s. The perturbative potential in position space defined

by a restricted Fourier transform (4) is obtained by sub-
tracting these results.
In order to allow for a clear and compact representation

of the results, we introduce the following shortcut nota-
tion for the nth derivative of the polynomials Pk(L) from

Eq. (18): P
(n)
k (L) = ∂n

∂LnPk(L). The P
(n)
k (L) with n = k

are independent of L and read P
(k)
k ≡ P

(k)
k (L) = k!βk

0 .
Hence, V (r) and δV (r, µf ) are known with the follow-

ing accuracy,

V (r) = −CF

αs(µ)

r

{

1 +
αs(µ)

4π

[

P1

(

ln(r2µ2)
)

+ P ′
1∂η

]

+

(
αs(µ)

4π

)2 [

P2

(

ln(r2µ2)
)

+ P ′
2

(

ln(r2µ2)
)

∂η +
1

2
P ′′
2 ∂

2
η

]

+

(
αs(µ)

4π

)3[

a3ln

(

ln(r2µ2
us) + ∂η

)

+ P̄3

(

ln(r2µ2)
)

+ P ′
3

(

ln(r2µ2)
)

∂η +
1

2
P ′′
3

(

ln(r2µ2)
)

∂2
η +

1

6
P ′′′
3 ∂3

η

]}

× exp

{

2γEη +

∞∑

l=2

ηl [2
l−1−(−1)l]ζ(l)

l

}∣
∣
∣
∣
η=0

, (36)

and

δV (r, µf ) = CF

αs(µ)

π
µf

{

1 +
αs(µ)

4π

[

P1

(

ln µ2

µ2
f

)

− 2P ′
1∂η

]

+

(
αs(µ)

4π

)2 [

P2

(

ln µ2

µ2
f

)

− 2P ′
2

(

ln µ2

µ2
f

)

∂η + 2P ′′
2 ∂

2
η

]

+

(
αs(µ)

4π

)3[

a3ln

(

ln
µ2
us

µ2
f

+ ∂η

)

+ P̄3

(

ln µ2

µ2
f

)

− 2P ′
3

(

ln µ2

µ2
f

)

∂η + 2P ′′
3

(

ln µ2

µ2
f

)

∂2
η − 4

3
P ′′′
3 ∂3

η

]}

×
[
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

]∣
∣
∣
∣
η=0

, (37)

where we explicitly separated the µus dependence at
O(α4

s) off the polynomial P3(L), by introducing P̄3(L) =

P3(L)−a3lnLUS. Of course, P
(n)
3 (L) = P̄

(n)
3 (L) for n ≥ 1.

Let us briefly comment on the general structure of
V and δV represented in the fashion of Eqs. (36) and

(37): Polynomials P
(n)
k (L) come along with nth deriva-
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tives ∂n
η of the respective master integral expressions from

Eqs. (33) and (34). The contribution at a given, fixed or-
der in the coupling ∼ α1+k

s , with k ≥ 0, amounts to a

sum of terms ∼ P
(n)
m (L)∂m

η with 0 ≤ m ≤ k acting on the
master integral expressions. Thus, the highest derivative
at order α1+k

s is a kth derivative contribution ∼ k!βk
0∂

k
η .

This factorial growth has also been noted by [3].

So far we only focused on the formal structure of the
subtraction term δV (r, µf ). In order to allow for some
more quantitative insights into δV (r, µf ) up to order α4

s,
we exemplarily set nf = 2, µ = µf , αs ≡ αs(µf ) and
resort to an expansion in powers of r2µ2

f . The particular

choice µ = µf implies ln µ2

µ2
f

= 0, which allows us to

render the prefactors of powers of αs in a particularly
simple form and to give most of them numerically,

δV (r, µf ) ≈ −2µf

CF

π
αs

×
{

1 + 2.18αs + 9.77α2
s +

(

53.72 + 0.36 ln
µ2
us

µ2
f

)

α3
s

−
r2µ2

f

18

[

1 + 1.16αs + 3.59α2
s

+
(

10.28 + 0.36 ln
µ2
us

µ2
f

)

α3
s

]

+O(r4µ4
f )

}

. (38)

Obviously, the coefficients of α1+k
s with k ∈ N increase

with k. Even though this increase is more pronounced
for the contribution ∼ µf , it is also clearly visible for the
contribution ∼ µf (r

2µ2
f ). Given the present accuracy of

Ṽ (p), we can of course only provide explicit values for
the coefficients up to O(α4

s). However, we can at least
study the behavior of the expansions coefficients dl(n) of
the expression

[

∂n
η

{
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

}]∣
∣
∣
∣
η=0

=

∞∑

l=0

dl(n)(r
2µ2

f )
l (39)

in Eq. (37). The derivation of Eq. (39) is given in Ap-
pendix B. Noteworthily, the coefficients dl(n) are explic-
itly known for any values of {n, l} ∈ N0. As detailed
in Appendix C, the modulus of the coefficients d0(n) is
given by |d0(n)| = 2n!, such that the coefficients for l = 0
increase factorial with n. Moreover, for a given l ≥ 1 the
coefficients dl(n) fulfill |dl+1(n)| > |dl(n)| if n > 2l.

As noted in the context of Eq. (37), at order α1+k
s in

δV (r, µf ) the highest derivative for η is ∂k
η with prefactor

∼ k!βk
0 . Thus, the modulus of the contribution∼ (r2µ2

f )
0

in

P
(k)
k

[

∂k
η

{
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

}]∣
∣
∣
∣
η=0

(40)

increases by a factor of (k+1)2β0 when shifting k → k+1,
while the moduli of the contributions ∼ (r2µ2

f )
l increase

by a somewhat smaller factor of 1
2l+1 (k+1)2β0 for k > 2l

(cf. Appendix C). For large enough values of k we ex-
pect this behavior to let the moduli of the expansion
coefficients of a given contribution ∼ µf (r

2µ2
f )

lα1+k
s to

δV (r, µf ), and correspondingly the uncontrolled contri-
butions ∼ ΛQCD(r

2Λ2
QCD)

lα1+k
s contained in the poten-

tial V (r) as defined by an unconstrained Fourier trans-
form, grow when increasing k → k + 1, while keeping l
fixed. We consider this as an additional, conceptual moti-
vation to define the potential in position space by means
of a restricted Fourier transform, allowing for a complete
subtraction of these potentially pathologically behaving
terms originating in the uncontrolled lowmomentum con-
tributions of the Fourier integral (5), particularly also at
higher orders.

In the next step we want to show that the expres-
sions (36) and (37) form RG invariants with respect to
the renormalization scale µ, i.e., fulfill

µ
d

dµ
V (r) = O(α5) , µ

d

dµ
δV (r, µf ) = O(α5) . (41)

This basically follows from Eq. (17), which implies

µ
d

dµ

{

αs(µ)

[
2∑

k=0

Pk(L)

(
αs(µ)

4π

)k

+ P̄3(L)

(
αs(µ)

4π

)3
]}

= O(α5
s) . (42)

As the entire p2 dependence of Eq. (42) is via L, we
moreover have

− p2
d

dp2
=

d

dL
. (43)

Applying n ∈ {1, 2, 3} times the derivative operator (43)
onto Eq. (42), it is straightforward to show that also

µ
d

dµ

{

αs(µ)

[
3∑

k=n

P
(n)
k (L)

(
αs(µ)

4π

)k
]}

= O(α5
s) (44)

holds [cf. Eq. (18)]. Employing Eqs. (42) and (44) in
Eqs. (36) and (37) we obtain Eq. (41).

Let us however emphasize again that an essential fea-
ture of Eqs. (36) and (37) is their dependence on the ad-
ditional renormalization scale µus, which ultimately is to
be canceled in the expression of the singlet static energy.

For completeness, we note also that the result for
δV (µf ) as derived by [3] can be reproduced most con-
veniently by replacing

Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c. → − 2

1 + η
(45)
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in Eq. (37), i.e., by substituting the expression on the
left-hand side of Eq. (45) by its value at r = 0, such that
δV (µf ) = δV (r = 0, µf) (cf. Appendix B).

B. Ultrasoft corrections in the restricted Fourier

transform scheme

The US correction to the static energy at O(α4
s) is

straightforwardly obtained form Eq. (32). In order to
adopt it to the restricted Fourier transform scheme ad-
vocated here, we simply have to substitute the potential
difference Vo − Vs by the leading order result of an re-
stricted Fourier transform (4),

(Vo−Vs)(r, µf ) =
CA

2

αs

r

(

1− 2

π
Si(rµf )

)

+O(α2
s) , (46)

whereform we also infer [cf. Eq. (31)]

VA(r, µf ) =
1

1− 2
π
Si(rµf )

+O(αs). (47)

For Eq. (48) this implies

V US(r, µf ) = CF

αs

r

(αs

4π

)3

a3ln

(

1− 2

π
Si(rµf )

)

×
[

ln(r2µ2
us)− 2 ln (CAαs)

+
5

3
− 2 ln

(

1− 2

π
Si(rµf )

)]

. (48)

In the limit µf → 0 the sine integral vanishes, Si(0) = 0,
and we reobtain the expression for the US contribution
as, e.g., given explicitly in Eq. (34) of [9], which we re-
produce (in a slightly different representation) in Eq. (49)
below. In analogy to the perturbative potential, we split
the US contribution (48) into the standard expression as
obtained by an unconstrained Fourier transform,

V US(r) = CF

αs

r

(αs

4π

)3

a3ln

×
[

ln(r2µ2
us)− 2 ln (CAαs) +

5

3

]

, (49)

and a correction δV US(r, µf ) encoding the entire µf de-
pendence, defined as follows [cf. Eq. (4)],

δV US(r, µf ) ≡ V US(r) − V US(r, µf ). (50)

With foresight we express it in the following rather com-
plicated form

δV US(r, µf ) = CF

αs

r

(αs

4π

)3

a3ln

× 2

(

1− 2

π
Si(rµf )

)

ln

(

1− 2

π
Si(rµf )

)

− CF

αs

π
µf

(αs

4π

)3

a3ln

[

ln(r2µ2
us)− 2 ln (CAαs) +

5

3

]

×
[
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

]∣
∣
∣
∣
η=0

, (51)

where we made use of Eq. (35).
As Eqs. (49) and (51) both feature an overall factor of

α4
s, they are clearly invariant of the explicit momentum

scale, at which the coupling αs is evaluated up to O(α4
s).

Thus, only their dependence on the scale µus is of further
interest here.
For completeness, we also provide the expression for

δV US(r, µf ) at order α4
s in the fashion of Eq. (38), i.e.,

we exemplarily set nf = 2, and resort to an expansion in
powers of rµf . For Eq. (51) this results in

δV US(r, µf ) ≈ −2µf

CF

π
α4
s

×
{

0.91− 0.36 ln(r2µ2
us) + 0.72 lnαs − 0.23 rµf

−
r2µ2

f

18

[

1.78− 0.36 ln(r2µ2
us)

+ 0.72 lnαs

]

+O(r2µ3
f )

}

. (52)

Note that, contrarily to δV (r, µf ), the expansion of
δV US(r, µf ) is not only in even powers of rµf . Instead
also odd powers of rµf show up.

C. The static energy in position space

The results of the previous sections imply that the
perturbative singlet Q̄Q static energy in position space,
as defined by a restricted Fourier transform, can conve-
niently be written as [cf. Eq. (8)]

E(r, µf ) = E(r) − δE(r, µf ) , (53)

where E(r) = V (r) − V US(r) is the standard result
for the singlet static energy as obtained from an unre-
stricted Fourier transform [cf. Eq. (7)]. The correction
δE(r, µf ) = δV (r, µf ) − δV US(r, µf ) encodes the differ-
ences between E(r) and the static energy as defined by
means of a restricted Fourier transform; cf. Eqs. (4) and
(50). Combining Eq. (36) with Eq. (49), and Eq. (37)
with Eq. (51), we straightforwardly obtain the explicit
results for E(r, µf ) and δE(r, µf ). They read,
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E(r) = −CF

αs(µ)

r

{

1 +
αs(µ)

4π

[

P1

(

ln(r2µ2)
)

+ P ′
1∂η

]

+

(
αs(µ)

4π

)2 [

P2

(

ln(r2µ2)
)

+ P ′
2

(

ln(r2µ2)
)

∂η +
1

2
P ′′
2 ∂

2
η

]

+

(
αs(µ)

4π

)3[

a3ln

(

2 ln (CAαs)−
5

3
+ ∂η

)

+ P̄3

(

ln(r2µ2)
)

+ P ′
3

(

ln(r2µ2)
)

∂η +
1

2
P ′′
3

(

ln(r2µ2)
)

∂2
η +

1

6
P ′′′
3 ∂3

η

]}

× exp

{

2γEη +

∞∑

l=2

ηl [2
l−1−(−1)l]ζ(l)

l

}∣
∣
∣
∣
η=0

, (54)

and

δE(r, µf ) = CF

αs(µ)

π
µf

{

1 +
αs(µ)

4π

[

P1

(

ln µ2

µ2
f

)

− 2P ′
1∂η

]

+

(
αs(µ)

4π

)2 [

P2

(

ln µ2

µ2
f

)

− 2P ′
2

(

ln µ2

µ2
f

)

∂η + 2P ′′
2 ∂

2
η

]

+

(
αs(µ)

4π

)3[

a3ln

(

2 ln (CAαs)− ln(r2µ2
f )−

5

3
+ ∂η

)

+ P̄3

(

ln µ2

µ2
f

)

− 2P ′
3

(

ln µ2

µ2
f

)

∂η + 2P ′′
3

(

ln µ2

µ2
f

)

∂2
η − 4

3
P ′′′
3 ∂3

η

]}

×
[
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

]∣
∣
∣
∣
η=0

+ CF

αs(µ)

r

(
αs(µ)

4π

)3

2a3ln

(

1− 2

π
Si(rµf )

)

ln

(

1− 2

π
Si(rµf )

)

. (55)

Obviously, the µus dependences of the respective per-
turbative and US contributions at O(α4

s) exactly can-
cel, such that both expressions separately are manifestly
rendered independent of the RG scale µus also. Thus,
apart from the dependence on the momentum cut-off
scale µf inherent to our approach, Eqs. (54) and (55)
constitute an overall RG scale independent singlet static
energy E(r, µf ) in position space up to O(α4

s).

IV. RESULTS AND DISCUSSION

Having formally derived the QQ̄ static energy in po-
sition space by means of a restricted Fourier transform,
we now aim at discussing some exemplary results. In or-
der to do this, we first need an explicit expression of the
coupling αs(µ) evaluated at the momentum µ.
Integrating Eq. (9) and iteratively solving it with the

integration constant adopted to the MS scheme [35, 36],
one obtains [37]

αs(µ) =
4π

β0l

{

1− β1

β2
0 l

ln l+
( β1

β2
0 l

)2
[

ln2 l−ln l−1+
β0β2

β2
1

]

−
( β1

β2
0 l

)3
[

ln3 l− 5

2
ln2 l −

(

2− 3β0β2

β2
1

)

ln l

+
1

2

(

1− β2
0β3

β3
1

)]

+O
( 1

l4

)}

, (56)

with l ≡ ln(µ2/Λ2
MS

).

Subsequently, we will employ this equation to deter-
mine αs(µ) at a given perturbative momentum scale µ.
To keep the expressions as compact and concise as pos-
sible, we limit our discussion to a fixed number of light
flavors; – somewhat arbitrarily – we choose to work with
nf = 2 and set ΛMS = 315MeV [17].

In order to prevent the logarithms ∼ lnm(r2µ2) in
Eq. (54) [cf. Eq. (18)] to become large and spoil the
perturbative expansion, in the remainder of this pa-
per we moreover identify µ = 1

r
, which in turn implies

ln(r2µ2) → 0. The condition µ ≥ µf invoked in the con-
struction of the restricted Fourier transform in Sec. III
thus translates into r ≤ 1/µf .

Correspondingly, the only remaining parameter to be
adjusted is the cut-off momentum µf . Aiming at phe-
nomenological applications it seems reasonable to fix µf

by resorting to a lattice simulation of the singlet static
energy in position space with the given number nf of dy-
namical light flavors: Assuming the perturbative static
energy (53) as defined by a restricted Fourier transform
to reliably describe the true static energy for (at least)
r ≤ 1/µf , and analogously the lattice data to correspond
to the true static energy for r ≥ 1/µf , µf could, e.g., be
fixed by requiring the first derivative of the static energy
in position space to be continuous at the matching point
r = 1/µf .

Such a comparison with lattice data is outside the
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scope of this paper, which aims at working out the full
analytic expression of the perturbative static energy in
position space as defined by a restricted Fourier trans-
form at the accuracy with which the perturbative static
energy in momentum space is known.
For completeness let us remark that exactly this idea

has been pursued and successfully implemented by [10] to
construct the full potential in position space for nf = 0,
by merging perturbation theory with lattice data from
[38]. However, there are some important differences
(which should not distort the possibility of such an ap-
proach): Reference [10] performed the restricted Fourier
transform only numerically and for nf = 0. Contrarily
our analytical results can straightforwardly be adapted to
any given number nf of light flavors. Moreover, Ref. [10]
do not account for the US contributions VUS – whose
consistent inclusion in the restricted Fourier transform
scheme is a major advance of our work – but only limit
themselves to the strictly perturbative contributions V .
In order to give a visual impression of the perturba-

tive static energy in position space, in Fig. 3 we set
µf = {5, 6, 7}ΛMS ≈ {1.6, 1.9, 2.2}GeV. Note that
the couplings evaluated at this scale read αs(µf ) ≈
{0.30, 0.27, 0.25}. For comparison we also depict the
result of an unrestricted Fourier transform (54), which
reaches a maximum and starts bending back at r ≈
0.08 fm. Conversely, the curves obtained by restricted
Fourier transforms basically fall on top of each other for
r . 0.01 fm, and show the same qualitative behavior for
r & 0.01 fm.
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FIG. 3. The singlet static energy as obtained from a restricted
and a unrestricted Fourier transform from momentum to po-
sition space. Obviously, the change of the results with respect
to variations of the cut-off momentum scale µf is rather mild
– all curves with µf ∈ [5Λ

MS
. . . 7Λ

MS
] ≈ [1.6 . . . 2.2]GeV fall

in the region delimited by the red (upper) dotted and green
dashed curves. For a given value of µf , the corresponding
curve is depicted for r ≤ 1/µf .

The similarity of the curves for different values of µf

becomes even more obvious if we allow for r indepen-

dent, and thus not measurable, overall energy shifts of
our results, as, e.g., necessary when comparing with lat-
tice data. In Fig. 4 we somewhat arbitrarily demanded
the various curves to agree at r ≈ 0.03 fm. The differ-
ences in the results for µf = {5, 6, 7}ΛMS in Fig. 4 then
become practically indiscernible by eye. Only the curve
for µf = 3ΛMS ≈ 0.9GeV (note that for this scale the
coupling is already as large as αs(3ΛMS) ≈ 0.46) starts
to slightly deviate from the other curves for r & 0.05 fm.
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FIG. 4. The singlet static energy for various choices of
µf . The curves for different values of µf are shifted to
go through the point marked with the cross by subtract-
ing suitable, r independent constants E0(µf ), determined as
E0(µf ) = E(r ≈ 0.03fm, µf ) − E(r ≈ 0.03fm, µf = 6ΛMS).
The results for µf = {5, 6, 7}ΛMS basically fall on top of each
other and cannot be discerned in this figure.

For completeness, in Fig. 5 we also show a compar-
ison of the static energy (53) as obtained from a re-
stricted Fourier transform and an approximate version,
where only the leading, r independent part of δE(r, µf ) =
δE(r = 0, µf ) + O(r2µ2

f ) is subtracted; see [3] and Ap-
pendix B.
Let us finally demonstrate the tremendous convergence

improvement of the static energy in position space as de-
fined by a restricted Fourier transform in comparison to
its definition by a standard unconstrained Fourier trans-
form. The strongest convergence problems of the per-
turbative static energy are to be expected for the largest
values of r that are accessible within a perturbative ap-
proach. As argued above, the cut-off momentum µf con-
stitutes a viable means to disentangle the perturbative
and nonperturbative momentum regimes. In particular
given that the RG momentum scale µ is identified with
1/r, this suggested to consider the r interval fulfilling
r ≤ 1/µf as manifestly perturbative only. This moti-
vates us to quantitatively test the convergence properties
of the static energy at the upper bound of the r interval,
where the coupling αs(1/r) . 1 reaches its maximum,
and correspondingly set r = 1/µf .
For this purpose it is moreover helpful to introduce
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FIG. 5. Close-up: Comparison of the static energy as derived
by a restricted Fourier transform, obtained by subtracting
δE(r, µf ) in Eq. (55) from E(r), and the approximate ver-
sion, where only the leading, r independent part of δE(r, µf )
as given by δE(r = 0, µf ) is subtracted; cf. [3]. The curves
start deviating for r & 0.05 fm. This is in accordance with our
expectations, as δE(r = 0, µf ) should constitute a good ap-
proximation to δE(r, µf ) for r

2µ2
f ≪ 1 only (cf. Appendix B);

for µf = 6ΛMS and r = 0.05 fm we have r2µ2
f ≈ 0.22.

some notations: The contribution ∼ αs in Eq. (53) con-
stitutes the leading order (LO) result for the static en-
ergy. Terms up to O(α2

s) correspond to next-to-leading
order (NLO), and up to O(α3

s) to next-to-next-leading
order (N2LO) accuracy. Finally, terms up to O(α4

s)
are referred to as N3LO. Moreover, note that −E|LO <
−E|NLO < −E|N2LO < −E|N3LO (cf. Figs. 1 and 6).
The results of our examination are shown in Table I.

They clearly confirm that the static energy E(r, µf ) as
defined by a restricted Fourier transform exhibits very
good convergence properties for r = 1/µf , in the sense
that higher order contributions become increasingly less
important; see also Fig. 6. At the same time, the stan-
dard expression of the static energy E(r) as obtained
from an unrestricted Fourier transform does not seem to
converge at all for this value of r; recall Fig. 1.

V. CONCLUSIONS

In this paper, we have studied in detail the perturba-
tive quark-antiquark static energy in position space as
defined by a restricted Fourier transform from momen-
tum space.
Having provided a motivation for the definition of the

static energy by means of a restricted Fourier trans-
form in the introduction, we first summarized the present
knowledge of the structure of the static energy in the per-
turbative regime in Sec. II.
Here we put special emphasis on its natural decom-

position into a strictly perturbative part, made up of

unrestricted F.T. restricted F.T.

LO
N3LO 38.3% 92.6%

NLO−LO
N3LO 16.0% 3.5%

N2LO−NLO
N3LO 18.7% 2.2%

N3LO−N2LO
N3LO 27.0% 1.7%

TABLE I. This table shows the relative importance of the
terms added when improving the accuracy of the static energy
E from a given one to the next-better one, normalized to the
result for E at the presently best known (N3LO) accuracy.
The second column contains the results for E(1/µf ), and the
third column those for E(1/µf , µf ). The value of µf has been
fixed to µf = 6ΛMS (ΛMS = 315MeV), and F.T. stands for
Fourier transform. While for the restricted Fourier transform
the newly added terms become increasingly less important
towards higher orders, the results for the unrestricted Fourier
transform behave uncontrolled. They even show the opposite
tendency, i.e., an increase towards higher orders.
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FIG. 6. The singlet static energy in position space for r ≤
1/µf as obtained by a restricted Fourier transform; nf = 2,
µ = 1/r. Note the significantly improved convergence proper-
ties in contrast to the static energy defined by an unrestricted
Fourier transform, as depicted in Fig. 1.

contributions ∼ αn
s , with n ∈ N, and a ultrasoft part,

which includes terms ∼ αn+m
s lnm αs, with n ≥ 3 and

m ∈ N [8, 9]. While the strictly perturbative potential

part is conventionally evaluated order by order in a series
expansion in powers of αs in momentum space, where it
is presently known up to O(α4

s), the corresponding US
part is naturally calculated in position space, and starts
contributing at O(α4

s). Of course, this makes the consis-
tent definition of the singlet static energy by means of a
restricted Fourier transform significantly more involved
as compared to the situation where all contributions are
available exclusively in position space. It can neverthe-
less be achieved by a careful analysis of the structure
of the US contribution and an adequate choice of the
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matching coefficients of pNRQCD, which get modified as
compared to the case where the position space potentials
emerge by means of a standard (unconstrained) Fourier
transforms from their momentum space representations.
Remarkably all relevant integrations necessary to imple-
ment the restricted Fourier transform can be performed
fully analytically by resorting to just two generic Fourier
integrals.

Thereafter, in Sec. III we have demonstrated in de-
tail that the familiar RG invariance of the static energy
in position space up to O(α4

s) as derived by a standard
unconstrained Fourier transform is fully retained by its
restricted Fourier transform analogue, the only differ-
ence of course being an explicit dependence on the cut-
off momentum scale µf . This inherent µf dependence
signalizes the limitation of the perturbative expression
of the static energy in position space to the manifestly
perturbative regime. Conversely, for the standard un-
constrained Fourier transform definition of the perturba-
tive static energy this limitation is only accounted for in
the complementary – rather vague – statement that the
corresponding result is of course only trustworthy in the

perturbative regime.

Specializing the coupling αs to its (approximate) 4-
loop solution (56) and promoting the RG scale µ to
µ = 1/r, in Sec. IV we have finally presented some ex-
plicit results for the exemplary choice of nf = 2 dynam-
ical light flavors. Here our main interest was on the sen-
sitivity of the static energy as defined by the restricted
Fourier transform to variations of the momentum cut-off
scale µf . Moreover, we highlight the tremendous conver-
gence improvement of the static energy when increasing
its accuracy from leading order to the presently best-
known (N3LO) accuracy; cf. Fig. 6.

Let us finally emphasize again that our analysis facili-
tates a full analytical determination of the singlet static
energy in position space as defined in terms of a restricted
Fourier transform at the accuracy with which the per-
turbative potential in momentum space is known. Most
notably and importantly, this calculation does not in-
volve any additional approximations as compared to the
definition by a standard, unrestricted Fourier transform.

It is particularly relevant for comparisons of perturba-
tive calculations and lattice simulations, aiming at the
extraction of ΛMS [17, 29, 39–42], and attempts to con-
struct an updated quark-antiquark potential by match-
ing perturbative and lattice results (see, e.g., [10]) at the
highest possible precision.

Finally, note that the resummation of US logarithms as
performed for the standard definition of the singlet static
potential, defined by an unconstrained Fourier transform,
in the framework of pNRQCD by [9, 43] could also be gen-
eralized to its definition by means of a restricted Fourier
transform.
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Appendix A: Explicit evaluation of the restricted

Fourier integral (34)

First we substitute the exponential function by its
series representation, turn to spherical coordinates and
carry out the angle integrations,

∫
d3p

(2π)3
eip·r

4π

p2
Lm Θ(µf − |p|)

=
1

π

∫ µf

0

dp

∞∑

n=0

(ipr)
n

n!
Lm

∫ 1

−1

dcos θ cosn θ

=
2

π

∞∑

n=0

(−r2)n

(2n+ 1)!

∫ µf

0

dp p2n Lm. (A1)

In an intermediate step, we carry out some manipu-
lations of the p integral. These manipulations require a
specification of the sign of ln (µ/µf). As emphasized in
the second to last paragraph of Sec. III, in our context
the ratio µ/µf is generically equal or larger than one,
such that ln (µ/µf ) ≥ 0.

Substituting p/µ = e−x and subsequently employing
formulae 3.381.3 and 3.381.4 of [44] to perform the inte-
gral over x, we obtain

∫ µf

0

dp p2nLm = µ2n+1

∫ ∞

ln( µ
µf

)

dx (2x)me−(2n+1)x

=
µ

2
µ2n

(
2

2n+1

)m+1

Γ
(

m+ 1, (2n+ 1) ln
µ

µf

)

, (A2)

where Γ(α, χ) denotes the incomplete gamma function.
For its first argument being a positive integer, the in-
complete gamma function has the following finite sum
representation (formula 8.352.2 of [44]),

Γ(m+ 1, χ) = m! e−χ

m∑

j=0

χj

j!
, for m ∈ N0. (A3)

Inserting this identity in Eq. (A2),

∫ µf

0

dp p2nLm = µ2n+1
f

m∑

j=0

m!
j! 2

m−j lnj µ2

µ2
f

(2n+ 1)m−j+1
, (A4)
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and using a Schwinger parameter integral representation
of the factor in the denominator, we arrive at

= µf

m∑

j=0

m!

j!
lnj µ2

µ2
f

∫ ∞

0

ds (rµf e
−s)2n

(2s)m−je−s

(m− j)!
. (A5)

Equation (A5) constitutes an expansion of Eq. (A2) in
powers of ln(µ2/µ2

f ).

Plugging Eq. (A5) into (A1), the infinite sum over n
can be evaluated explicitly, resulting in

∫
d3p

(2π)3
eip·r

4π

p2
LmΘ(µf − |p|) = 2m−j+1

π

×
m∑

j=0

(
m

j

) lnj µ2

µ2
f

r

∫ ∞

0

ds sm−j sin(rµf e
−s) . (A6)

To perform the s integral, we substitute s for τ =
rµf e

−s and make use of lnm−j τ
rµf

= [∂m−j
η ( τ

rµf
)η]|η=0

[23]. This allows us to write

∫ ∞

0

ds sm−j sin(rµf e
−s)

=

[

(−∂η)
m−j

∫ rµf

0

dτ

τ

(
τ

rµf

)η

sin(τ)

]∣
∣
∣
∣
η=0

= − rµf

2

[

(−∂η)
m−j

{
Γ(η)−Γ(η,irµf )

(irµf )1+η + c.c.
}]∣

∣
∣
η=0

, (A7)

where we employed formula 3.761.1 of [44] and identity
[45] in the last step. The abbreviation c.c. stands for
complex conjugate.

Combining Eqs. (A6) and (A7), we finally obtain
Eq. (34). Notably, all terms in Eq. (34) can be obtained
by parameter differentiations of the master integral ex-
pression,

Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c. , (A8)

and are of the generic type

[

∂n
η

{
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

}]∣
∣
∣
∣
η=0

, (A9)

with n ∈ N0.

Appendix B: Series representation of Eq. (A9)

The incomplete gamma function Γ(α, χ) has an exact
series representation (formula 8.354.2 of [44]),

Γ(α, χ) = Γ(α)−
∞∑

k=0

(−1)kχα+k

k! (α+ k)
, α 6= −N0 . (B1)

With its help, we write

Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

= −2
∞∑

k=0

(−r2µ2
f )

k

(2k + 1)! (2k + 1 + η)
, (B2)

which is also applicable for η = 0, and expressing the last
factor in the denominator in terms of a geometric series,

= −2
∞∑

l=0

∞∑

k=0

(−1)l+k

(2k + 1)!(2k + 1)1+l
(r2µ2

f )
kηl . (B3)

Equation (B3) constitutes a double expansion in terms
of both r2µ2

f and η. It can also be expressed as

= −2

∞∑

l=0

l+1Fl+2

(
1
2 , . . .
︸ ︷︷ ︸

l+1 times,

; 3
2 , . . .
︸ ︷︷ ︸

l+2 times

;− r2µ2
f

4

)

(−η)l, (B4)

where pFq(α1, . . . , αp;α2, . . . , αq;χ) is the generalized hy-

pergeometric series; cf. formula 9.14.1 of [44]. In partic-
ular,

1F2

(
1
2 ;

3
2 ,

3
2 ;−

r2µ2
f

4

)

=
Si(rµf )

rµf

. (B5)

Thus, for n ∈ N0 we obtain

[

∂n
η

{
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

}]∣
∣
∣
∣
η=0

=
∞∑

l=0

dl(n)(r
2µ2

f )
l, (B6)

where we defined

dl(n) ≡
2n!(−1)1+n+l

(2l + 1)!(2l+ 1)1+n
(B7)

for future reference. Equation (B6) constitutes the de-
sired series representation of Eq. (A9). Alternatively, it
can be represented as

[

∂n
η

{
Γ(η)− Γ(η, irµf )

(irµf )1+η
+ c.c.

}]∣
∣
∣
∣
η=0

= 2n!(−1)n+1
n+1Fn+2

(
1
2 , . . .
︸ ︷︷ ︸

n+1 times,

; 3
2 , . . .
︸ ︷︷ ︸

n+2 times

;− r2µ2
f

4

)

.

In the limit rµf = 0 only the l = 0 term in Eq. (B6)
contributes, such that

(B6) → d0(n) = 2n!(−1)1+n . (B8)
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Appendix C: A closer look on the series

representation (B6)

Now we briefly investigate the scaling behavior of the
expansion coefficients dn(l) in Eq. (B6).
The scaling of d0(n) with respect to n can be read off

Eq. (B8). Its modulus grows factorial with n, and it is
straightforward to see that

d0(n+ 1) = −(n+ 1) d0(n) . (C1)

In order to simplify the discussion for larger values of
l and n, we make use of Stirling’s formula,

n! =
√
2πn

(n

e

)n
(

1 +
1

12n
+O

(
1
n2

)
)

, (C2)

with e = exp(1), to express the factorials contained in
Eq. (B7) in terms of powers. For the rather rough es-
timates we are interested in in the following it is basi-
cally fine to adopt this approximation for all values of
{n, l} ≥ 1 [Note the prefactor 1

12 of the 1
n
correction in

Eq. (C2).].
This results in

dl(n) =
2√
e
(−1)1+n+l

(
e

2l+ 1

)2(l+1)

×
(

n

(2l+ 1)e

)n+ 1
2 (

1 +O
(
1
n

)
+O

(
1

2l+1

))

, (C3)

and, employing

(
n+ 1

n

)n+ 1
2

= e +O
(

1
n2

)
, O

(
1

n+1

)
= O

(
1
n

)
, (C4)

implies

dl(n+ 1) = − n+ 1

2k + 1
dl(n). (C5)

Thus, in comparison to Eq. (C1) the ratio of the coef-
ficients dl(n + 1) and dl(n) is diminished by an over-
all factor of ∼ 1

2l+1 . From Eq. (C5) we infer that

|dl(n+ 1)| > |dl(n)| for n > 2l.

Finally, one may ask how large n has to be for given
l ≥ 1 such that |dl(n)| > 1. Equation (C3) implies that
this should be the case for for sufficiently large n. More
precisely, specializing n to n0(l) ≡ (2l + 1)2 the power-
like decrease with e

2l+1 can be compensated by powers of
n

(2l+1)e , yielding

|dl(n0)| =
2√
e

(√
n0

e

)n0−
√
n0(

1 +O
(

1√
n0

))

> 1, (C6)

such that dl(n) > 1 for at least n ≥ n0(l).
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