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Abstract: We investigated th&®U(d,p) reaction as a surrogate for the A°°U reaction. For this
purpose we measured for the first time the gamnoaydeand fission probabilities of%U*
simultaneously and compared them to the correspgndeutron-induced data. We present the
details of the procedure to infer the decay prdiieds, as well as a thorough uncertainty analysis,
including parameter correlations. Calculations Hase the continuum-discretized coupled-
channels method and the distorted-wave Born apmpraton (DWBA) were used to correct our
data from detected protons originating from elaatid inelastic deuteron breakup. In the region
where fission and gamma emission compete, the ateddission probability is in agreement with
neutron-induced data, whereas the gamma-decay lgltpas much higher than the neutron-
induced data. We have performed calculations ofddway probabilities with the statistical model
and of the average angular momentum populated érf¥b(d,p) reaction with the DWBA to
interpret these results.

PACS: 24.87.+y ; 25.45.-z

| Introduction

Neutron-induced reaction cross sections of sheedlinuclei are important in several domains such
as fundamental nuclear physics, nuclear astrophsid applications in nuclear technology. These
cross sections are key input information for maugktellar element nucleosynthesis via the s and
r-processes. They also play an essential role endésign of advanced nuclear reactors for the
transmutation of nuclear waste, or reactors basedmovative fuel cycles like the Th/U cycle.
However, very often these cross sections are ertsedifficult (or even impossible) to measure
due to the high radioactivity of the targets in\eav

The surrogate-reaction method was first developgeth@ Los Alamos National Laboratory by
Cramer and Britt [1]. This indirect technique aitosdetermine neutron-induced cross sections of
reactions involving short-lived nuclei that procabdough the formation of a compound nucleus,
i.e. a nucleus that is in a state of statisticalildarium. In this method, the same compound nugleu
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as in the neutron-induced reaction of interestrazlpced via an alternative, or surrogate, reaction
(e.g. a transfer or inelastic scattering reactidit)e surrogate-reaction method is schematically
represented in Fig. 1. The left part of Fig. 1gthates a neutron-induced reaction on tafyét
which leads to the formation of nucleA$ at an excitation energl*. The nucleusA* can decay
via different exit channels: fission, gamma-decsgytron emission, etc. On the right part of Fig. 1,
the same compound nucledd is produced via a surrogate reaction. In Fig.hg s$urrogate
reaction is a transfer reaction between a proggt{a light nucleus) and a targk¥t leading to the
heavy recoil nucleu&* and an ejectilev. The charge and mass identification of the ejestile
allows one to deduce the charge and mass of treyiecnucleu\*, and the measurement of the
ejectile kinetic energy and emission angle provitesxcitation energf*. In most applications of
the surrogate method, the surrogate reaction id tseneasure the decay probabilRy and the
desired neutron-induced reaction cross sectiosimulated” by applying the equation:

0,7(E,) = 0&(E) R(E) (1)

where the indey represents the decay mode (e.g. fission or garajamission) anar, (E,) is
the cross section for the formation of a compoundeusA* by the absorption of a neutron of
energy E, by nucleusA-1. The compound-nucleus formation cross sectigh (E,) can be
calculated with phenomenological optical-model gktions with an accuracy of about 10% for
nuclei not too far from the stability valley [2]h& excitation energ* and the neutron enerdg,

. . A-1 . .
are related via the equatidgf = S +T E,, where§, is the neutron separation energy of nucleus
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Figure 1: (Color Online) Schematic representation of thecggate-reaction method. The surrogate
reaction depicted here is a transfer reacKOnw)A*. Three of the possible exit channels (fission,
gamma emission and neutron emission) are represente

One of the main advantages of the surrogate-reaatiethod is that, in some cases, one can find a
surrogate reaction where the tarjeis stable or less radioactive than the tafgét However, the
interest of the surrogate-reaction method goes legtbnd the accessibility of the targets in direct-
kinematics experiments. Indeed, due to the curirapbssibility to produce free-neutron targets,
surrogate reactions might be used to simulate oedutrduced reactions of very short-lived nuclei
that are only available as radioactive beams. Qfiquéar interest is the (d,p) reaction, i.e. the
transfer of a neutron from the weakly bound deutetarget to the radioactive beam, which
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intuitively appears as the closest reaction towdrne-induced reaction in inverse kinematics.

For the surrogate-reaction method to be valid, méwenditions have to be fulfilled [2]. First, Ihot
the neutron-induced and the surrogate reactions iead to the formation of a compound nucleus.
In that case the decay of nuclefsis independent of the entrance channel and taetign cross
section can be factorized into the product of tpound-nucleus formation cross section and the
decay probability into a channg] as in eq. (1). The second condition is that theagl probability
measured in the surrogate reaction has to be égubhé decay probability in the neutron-induced
reaction. This is the case in at least two limitgmyiations: if the angular momentud) &nd parity

(r) distributions populated in the neutron- and tf@angiduced reactions are the same, or if the
decay probability of the compound nucleus is indeleat of its angular momentum and parity,
which is the so-called Weisskopf-Ewing limit. Sinf& most surrogate reactions it is not yet
possible to determine the populatBdlistribution [2], the validity of the surrogate thed has to be
verified “a posteriori”, by comparing the obtainexults with well known neutron-induced data.

Surrogate-reaction studies performed in the lastde have shown that fission cross sections
obtained via the surrogate-reaction method arerginén good agreement with the corresponding
neutron induced data, see e.g. [3] and other exasriptluded in [2]. However, discrepancies as
large as a factor 10 have been observed when corgpadiative-capture cross sections of rare-
earth nuclei obtained in surrogate and neutrondadureactions [4, 5]. These significant
differences have been attributed to the higher langnomenta populated in the surrogate reaction.
At excitation energies close &, neutron emission is very sensitive to the angmamentum of
the decaying nucleu&*, as only the ground state and the first excitiades of the residue nucleus
A-1 can be populated. When the angular momentuit a§ considerably higher than the angular
momentum of the first states &f1, neutron emission is hindered and the nuckéysredominantly
decays by gamma emission, which is the only opeayehannel [5]. This effect is expected to be
reduced for actinides, as they have more low-lystgtes than rare-earth nuclei, thus making
neutron decay less selective. However, the radiatapture cross section OfTh obtained via the
232Th(d,p) surrogate reaction in ref. [6] shows vergk discrepancies with respect to the neutron-
induced radiative-capture cross section at lownoaugnergies.

Similarly to the situation at energies close togheund state, the energy region close to theotfissi
barrier is also characterized by a low densitytates and a significant dependence of the fission
probability on the angular momentum is expectedhepry [2]. Therefore, it is surprising that the
spin/parity mismatch between the surrogate androvedmduced reactions has no major impact on
the measured fission probabilities. To shed ligto ithis puzzling observation, it is first of all
necessary to demonstrate the much weaker sensilbiitthe fission probability to angular
momentum by simultaneously measuring fission anchrga-decay probabilities for the same
nucleus at the same excitation energy. This hasrieen done before and is the aim of the present
work. Here we concentrate on tH&U(d,p) reaction, which is used to simulate thé* reaction

for which good-quality neutron-induced data on ifissand capture cross sections exist. The
measurement of the gamma-decay probability at @it energies where the fission channel is
open is challenging because of the background ofhga rays emitted by the fission fragments.
Above S, the gamma-decay probability 67°U decreases very rapidly with excitation energy,
whereas the fission probability increases. Theeefthe fraction of gamma rays coming from the
fission fragments increases gradually withuntil they represent most of the detected gamiys ra
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In this work, we restricted the measurement ofgamma-decay probability to the rangé < S,
+1.5 MeV, in order to limit the uncertainty duetb@ subtraction of the fission-fragment gamma-ray
background.

The (d,p) reaction presents a difficulty. Britt a@camer [7] noticed that, above a certain excitatio
energy, the fission cross sections obtained viadi® surrogate reaction were significantly lower
than the corresponding neutron-induced cross seclioey attributed this to the elastic breakup of
the deuteron. Deuteron breakup is actually a ratlhenplex process and has recently been the
subject of several theoretical works, see e.g9]8n the present work, we use the approach of [9]
to correct our data from the effects of deuteraakup.

Contrary to the internal surrogate-ratio methoddusgAllmond et al. [10], the technique employed
in the present work for the extraction of the gandeaay probability of fissile nuclei does not
require the knowledge of the fission cross sectind of the complete level scheme of nuclaus
Our method is of more general interest than theasdimond et al., as it can be applied to short-
lived fissile nuclei for which no experimental imfioation is available.

[I Experiment

The experiment was performed at the Oslo Cyclob@aoratory that provided a deuteron beam of
15 MeV energy with an intensity of about 4 enA. Hetup is sketched in Fig. 2. The multi-strip
AE/E silicon telescope SiRi [11] was used to idgntlie ejectiles and determine their kinetic
energies and angles. SiRi covered polar anglesmarigpm 126 to 140 in steps of 2 degrees. An
ensemble of four PPACs [12], located at forwardlesgvas used to detect the fission fragments in
coincidence with the ejectiles. The reaction chantteising SiRi, the PPACs and tf&U target
was surrounded by the CACTUS array [13], constituie27 high-efficiency Nal detectors placed
22 cm away from the target. CACTUS was used toctef@mma rays with energies ranging from
few hundreds of keV to about 10 MeV emitted in cadence with the ejectiles. A 21 um thick
aluminum foil was placed in front of the SiRi tedepe to stop fission fragments.

\")
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Figure 2: (Color Online) Schematic view of the setup usethatOslo Cyclotron Laboratory for the
simultaneous measurement of fission and gamma gacdgabilities.
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The amplified signals of the telescopes, and t&dh and gamma detectors were digitized with an
analog-to-digital converter. All the detector signevere pulse-shaped into fast timing signals and
sent to a time-to-digital converter to measurettme differences between the telescopes and the
fission and gamma detectorBhe acquisition system was triggered by a logic @Rhe AE-E
coincidences of each telescope strip. We used lb-duglity metallic?*®U target, with 99.5%
isotopic purity, produced by the GSI target laborat It had a thickness of 260 pg/cmnd was
deposited on a 40 pg/ématural carbon layer. Great care was taken todaasimuch as possible
the oxidation of the target, which was produced/anfew days before the measurement and was
transported from GSI to Oslo under vacuum condétion

[l Data analysis

The decay probability in the outgoing chanpedf the **U* nucleus produced in th&2U(d,p)
reaction can be obtained as :

NS (E%)
N°(EY) & ( BY)

P(E) = 2)
Here N3(E*) is the so-called “singles spectrum”, i.e. theakatumber of detected protons as a
function of excitation energ¥*. Nf(E*) is the “coincidence spectrum”, corresponding te th

number of protons detected in coincidence withabgervable that identifies tldecay mode, e.g. a
fission fragment or a gamma ray, a#)ds the associated detection efficiency. In the abseof
protons originating from contaminant reactions, gnantityN>(E*) corresponds to the total number

of formed®*U* nuclei and N¢ (E¥) /¢, to the number of®U* nuclei that have decayed via channel

X. The following sections discuss how the quantite®lved in eq. (2) are obtained.
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Figure 3: (Color Online) Energy loss versus residual energy of the ejectiasured at 126
degrees. The ejectiles corresponding to differgdtdgen isotopes are indicated. The arrows in the

lower part indicate thé’O and'®C states used for the energy calibration of thestelpes, where

3¢, corresponds to the ground staté¥af, 1°C, to the first excited state, etc.
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A Excitation energy

The excitation energy 6f°U* is determined from the measured kinetic enengy emission angle

of the protons, by applying energy and momentumseoration laws. Figure 3 shows an
identification plot representing the energy lossthe AE detector as a function of the residual
energy in the E detector of the ejectiles measureshe strip of the silicon telescope. The différen
ejectiles corresponding to different transfer cl@srfand different uranium isotopes) can be well
distinguished. Interactions of the deuteron beath wkygen contamination and the carbon backing
of the target lead to the production of O and Gages in their ground and excited states. Some of
those states can be observed as well-separated pedéke identification plot, and correspond to
well-defined energies of the ejectiles. The ejeatihergies corresponding to the formation’e¥in

the ground state by thHéO(d,p) reaction and seversC states populated in tH&C(d,p) reaction
have been used to calibrate in energy the SiRsdef@e. The calibration procedure was validated by
comparing our calibrated singles spectrum with $spectrum measured by Erskine [14]. The
excitation-energy resolution was estimated from dtadard deviation of the peaks associated to
the?%¥U(d,d’) reaction and amounts to about 50 keV.
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Figure 4: (Color Online)Number of detected protons as a function of thét@tken energy of**U*
measured at 126 degrees. The blue dashed line igrttton spectruny,. The red dashed-dotted
line, N, corresponds to the spectrum obtained with théorabacking without normalization
factor. The spectrum obtained after subtractiothefcarbon spectrunN,., is represented by the
pink dotted line. The singles spectrii is shown as a black solid line. The vertical dbtiee
represents the neutron separation enerdy’of The peaks related to the formation'@ and*C
in the ground- and first excited states are in@idatith the same notation as in Fig. 3.



B Singles spectrum

To determine the singles spectrum we first seletttedorotons via the identification plot shown in
Fig. 3 and represented the number of protons ametién of the excitation energy 6FU*. This
spectrum is called the proton spectrbijnand is represented in blue in Fig. 4. The peakveld
MeV correspond to protons originating from reacsi@m the carbon backing and the oxygen of the
target. The different steps undertaken to remoesdltontaminant events are illustrated in Fig. 4.
First we subtracted from thd, spectrum the proton spectrum, appropriately nde@d) obtained

in a separated measurement with the carbon baakihg the N. spectrum. The spectrum that
results from the subtraction is labelled\as:in Fig. 4. Because the shape of the carbon peak®in
N, andN spectra was not identical, the carbon peaks aooide completely removed frolt, as
can be seen in Fig. 4. To remove these peak resahathe oxygen peaks, for which a background
measurement cannot be performed,Npespectrum was interpolated below the contaminarktea
with a polynomial function. To determine the shagethe polynomial we exploited the angular
dependence of the kinetic energy of the emittedopso This dependence is much stronger for
protons ejected in reactions on light nuclei sushCaand O than on the hea®U nucleus.
Therefore, the contaminant peaks move to higheitaian energies of*°U* as the detection angle
increases. Thus, the shape of the singles spedtielow the contaminant peaks at a given angle was
deduced from the shape of the proton spectrum mesat a different angle. The interpolation
procedure was only applied in the vicinity®f which is the region of interest in the presentkvo
The singles spectruN® is shown as the solid black line in Fig. 4, it negents the spectrum of
protons coming from reactions on tH&U target.
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Figure 5: (Color Online) The red dotted lineN{_.,, is the spectrum of protons detected in

coincidence with a signal in the fission detec®adgunction of the excitation energy’3fU*. The

c

blue dashed-dotted line corresponds to the norewliandom-coincidence spectrum, . .m -

The fission coincidence spectrumy , is shown as the solid black line.



C Fission coincidence spectrum

c
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Figure 5 shows the spectruM; __ that results from selecting the protons detectecbincidence

with a signal in any of the four PPACs. This speactrpresents an intense peak at about 8 MeV
excitation energy. This peak corresponds to randoimcidences between protons originating from
reactions on the carbon backing and the fissioeatiets. To remove these random events we
subtracted from the coincidence spectrum the spectfproperly normalized) obtained when

selecting the events with a time difference lyingside of the coincidence window;_ ....om» S€€

[15] for details. The result is the fission coinmite spectrunN{ (E¥) , shown as a solid black line
in Fig. 5.

D Fission-detection efficiency

The fission-detection efficiency(E*), is the last term of eq. (2) needed to infer theidis-decay
probability of 2*%U*. The fission-detection efficiency is determinbd the solid angle covered by
the four PPACs and by the angular anisotropy offiggon fragments in the laboratory reference
system. The latter is given by the angular aniggtrof the fragments in the center of mass (CM)
system corrected for kinematical effects due tordoeil energy of the fissioning nucleus.

The solid angle was measured witR*&Cf source of known activity and was found to be.{4%
0.3)% of Z. The PPACs used in this experiment were not mwstensitive detectors and the
angular anisotropy in the CM could not be measuréérefore, we used the angular anisotropy in
the CM measured by Britt and Cramer [7] for ti&J(d,p) reaction at 18 MeV deuteron incident
energy. To include the angular anisotropy effeats, performed a Monte-Carlo simulation that
reproduces the geometrical efficiency. In the satiah, the velocities of the fission fragments in
the CM were taken from the GEF code [16]. The teffatiency obtained with our simulationds=
(48.0 £ 3.5)%. We considered a constant efficiesicge the variation of the efficiency with the
excitation energy is very weak and is largely ided in the final uncertainty. The final uncertainty
on the fission efficiency is dominated by the utai@ty on the angular anisotropy in the CM that
has been numerically propagated into the finatigfficy via the Monte-Carlo simulation.

E Gamma-coincidence spectrum

To obtain the gamma-decay probability we need terdene the number of formed®U* nuclei
that decay through a gamma-ray cascaﬁeéE*) , i.e. the number df%U* nuclei that de-excite by

emitting gamma rays only. The efficiency of the CALS array is about 14.5% at 1.33 MeV
gamma-ray energy. Therefore, in most cases, wetgetenly one gamma ray per cascade. For the
few cases where more than one Nal detector washiine event, we randomly selected one
detector signal amplitude in the offline data asalyIn that way, we avoided counting more than
one gamma ray per cascade.

To calibrate in energy the Nal scintillators we disige gamma rays emitted in the de-excitation of
several excited states dfC and 'O populated by the (d,p) reaction. As mentionedtha
introduction, we restricted the measurement ofgaa@ma-decay probability t6* < S, +1.5 MeV.

For this reason, a threshol&;ty“:l.S MeV, was applied to the detected gamma raysrdaer to
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eliminate the gamma rays originating from the resichucleus®®U* produced after neutron
emission fronf3*U*. This threshold is shown in the two-dimensiophit in Fig. 6 representing the
excitation energy of>®U* versus the measured gamma-ray energy. The gamysaemitted by the
238U* residue are on the left side of the diagonag lwhich intersects the* axis atS,, whereas the
gamma rays emitted by tHf&®U* nucleus are on the left side of the diagonaé limith origin at
E*=0. The region used for the determination of thenga-decay probability is represented by the

red dashed line. The spectruNf'“”corresponding to the coincidences between protadsoae
detected gamma ray with energy abdﬂﬁ is shown as a blue dashed-dotted line in Fig.he T

same procedure as the one described in SectionsCused to remove random coincidences. As
expected, the coincidence spectrmﬁ't‘”shows a step decrease Satbecause neutron emission

starts to compete with gamma emission.
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Figure 6: (Color online) Excitation energy 6t%U versus detected gamma-ray energy. The applied
energy threshoIdEtyh, Is represented by the vertical dotted line. E&tmh energies corresponding

to §, and§, + Etyh are indicated by horizontal dotted lines. The 4§+éde lines with origin &* =0

and E* = S, are represented by full lines. The region usetha analysis of the gamma-decay
probability is highlighted by the red dashed line.

A time window of 11 ns was used for selecting tmetgn-gamma-ray coincidences. This time
window in combination with the 1.5 MeV gamma-rayeryy threshold allowed us to remove the
majority of the contaminant gamma rays emittedhsy/Na and | nuclei of the scintillator material
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after the capture of a neutron emitted?83J*. Indeed, in the excitation-energy range of intr

the maximum kinetic energy carried by the neut®Binax= E* - §, = 1.5 MeV. Consequently,
only neutrons with lower kinetic energies can bptaged in the Nal detectors. Taking into account
the time resolution of the CACTUS Nal detectorsabout 10 ns and the average interaction
distance of the neutrons in the Nal crystals ot2b[6], the time window of 11 ns suppresses 95%
of the emitted neutrons with, < 0,360 MeV and 68% witk, < 1 MeV. Above a few hundred keV
the neutron inelastic cross sections of Na ane lome or more orders of magnitude larger than the
capture cross sections, but the gamma rays origghetom inelastic scattering on Na and | are also
removed by the 1.5 MeV gamma-ray energy threshimdlemonstrate the absence of gamma rays
coming from the interaction of neutrons emitted’5y* with the Nal detectors, we analyzed the
data using a time window of 24 ns. Using this wikvdeould in principle lead to an increase of the
gamma-decay probability due to the presence of ncordaminant gamma rays coming from
neutron capture in the Nal. However, the resulte@gyithin the error bars. In fact, the contribatio
from capture events in the Nal starts to be sigaift only when a time window as large as 42 ns is
used. The latter window includes a large contrinuf neutrons withe, < 200 keV for which the
capture cross sections are rather high.
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Figure 7: (Color online) The blue dashed-dotted lindl* represents the number of protons

detected in coincidence with a gamma ray detecteahy of the CACTUS detectors as a function
of the excitation energy 6f°U measured at 126 degrees. A threshold in the garaynanergyEtyh

> 1.5 MeV and a time window of 11 ns were usedidtaim this spectrum. The red-dotted line is the
fission-gamma coincidence spectruh:hﬁf divided by the fission efficiency;. The black line

represents the gamma-coincidence specMﬁmThe green dashed line is the singles spectitm
The arrow indicates the neutron separation enefrg3Ad*.
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The total gamma-coincidence spectrL11<hy°'tOt has to be corrected for the prompt gamma rays

emitted by the fission fragments. The impact of ges originating from the fission fragments can
be noticed on Fig. 7, where we observe an increddbe coincidence spectrunNC“", above

about 6 MeV close to the onset of fission. Thisrection can be done by measuring triple
coincidences between protons, fission fragments gamdma rays. The corrected coincidence

spectrume is then obtained as:

¢rmm — nooy gy Nyt (B9
N, (E*) = NJ°( B) e (B ) (3

where Nﬁf is the number of gamma cascades detected in deimog with a proton and a fission
fragment, and\lf is the final gamma-coincidence spectrum shownsasid line in Fig. 7.

0.08 /
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NE/NE

}}m
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E*(239U MeV
Figure 8: (Color online) Ratio between the gamma-coincideaod the singles spectra. The
vertical dotted line indicates the neutron separaéinergy of>*U and the red solid line is a linear
fit to the data in th&* interval [2 MeV;S).

F Gamma-cascade detection efficiency

To obtain the gamma-decay probability, one needdetermine the efficiency for detecting a
gamma cascade rather than the efficiency for dateatgamma of a particular energy. In this work,
we used the EXtrapolated Efficiency Method (EXEM)dloped in [17] to determine the gamma-
cascade detection efficiency. In a surrogate readti is possible to populate excitation energies
below the neutron separation energy. For a neutobnaucleus a**U*, that does not fission nor
emits protons below,, the only possible de-excitation modeEit< S, is gamma decay. Therefore,
the gamma-decay probability is equal to 1:

P (E*) =1= NE(E*) for E*<S, (4)
v NS(EY) [, (E¥)
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From eq. (4) it follows that:

NS (E¥)

m fO (= <S~| (5)

&,(E") =

Thus, for excitation energies belo®, the gamma-cascade detection efficiengfE*), can be
directly obtained from the ratio between the ganumiaicidence and the singles spectra. For
medium-mass and actinide nuclei in the region aftiooum level densities there is no reason to
expect a drastic change&tof the characteristics of the gamma cascades ifticilly and average
gamma energy), and thus £(E*). This is the main idea on which the EXEM is basdie EXEM
assumes that the dependence of the gamma-casdadtateefficiencys, on E* measured below
S, can be extrapolated to excitation energies alVveéhis is illustrated in Fig. 8, where the ratio of
the gamma-coincidence and the singles spectrasrstogether with a linear fit. The values of the
fit function evaluated aE* aboveS, gave us the gamma-cascade efficiency used tondieieithe
gamma-decay probability. In the excitation-energge of interest, the gamma-cascade detection
efficiency increases from a value of about (6.5.5nears,, to about (8.5+0.7)% &*=6.3 MeV.
The uncertainty o, aboveS, was obtained from the uncertainties on the finpaaters.

The validity of the EXEM applied to the actinidegien is demonstrated in [18] where we present
statistical-model calculations performed with théIEA code (see section IV B) of the average
gamma energy and multiplicity as a function of &dtidn energy for>®U*. These calculations
agree rather well with the experimental values Wwefp Above S, the calculations show that there
is no change in the slope of these two quantitiesb that the linear increase of the efficiency is
mainly due to a linear increase of the average iplgity. In addition, in [18] we further
demonstrate the validity of the EXEM with the stunfythe ***Np fissile nucleus produced in the
Z38J(*He,d) reaction.

G Uncertainty analysis

Considering eq. (2), the relative uncertaintypft a givere* is given by:

Var(B (B)) _ Va( N[(E))  var(N°(E) , Vare( B)
(P(E9)  (NSBD)  (N(B))  (e,(E9) )
LrOUN(B) N(E) _ Cdv M % e "B, dovNIES E

N, (E¥) IN*( E) N B Z( 8 N & *E

where Var and Cov represent the variance and the covariance of tleasured quantities,
respectively. We have shown in [15] that for thesiibn probability our experimental procedure
allows us to disregard the two last covariance senmeq. (6), but that the covariance between
single and coincidence events has a significantaghpn the final uncertainty. In this work, we
present a procedure to determine the covariancestéretween the measured quantities that is
different from the mathematical procedure describedl5]. Our new procedure allowed us to
extract the covariance terms associated to the g@adeoay probability in a straightforward
manner. For simplicity, in the following equation® will omit the dependence dft* of all the
measured quantities.
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To illustrate our alternative approach we will cioles the case ooy N> NY), keeping in mind

that this procedure can be used to obtain ther@mae of any other two quantities involved in the
measurement of the decay probabilities. The coweei@oy N> N¢) is a measure of how

fluctuations inN® affect the value oN¢ . One way to determine it is by repeating the mesasents

in exactly the same experimental conditions (gegymbeam intensity, measuring time, etc.) and by
representing the measurblaversust. Even though the experimental conditions are idahtN®

and N¢ will fluctuate, because they are random variakites follow Poisson statistics. Of course,

this procedure is generally not done. Alternativeipe can use the data collected during the
experiment to construct groups of independent nredsevents with values foi that are sampled
from a Gaussian distribution centered at a givelnevaf < N> (e.g. 200) and with a standard

deviation equal toy< N° > In this way, one “simulates” holN® would have varied if one would
have performed exactly the same experiment mangstirrigure 9 a) shows the impact of the
variation ofN® on the measured valuesNf and Fig. 9 b) shows the impact of varying the gityant

N“®=N°- N on the measured valuesNf. The quantitied\"® and N%are uncorrelated and

their corresponding covariance term is zero. Thaparison of parts a) and b) of Fig. 9 allows one
to asses the differences in the characteristiepatif two variables that are correlated (Fig. ara)
uncorrelated (Fig. 9 b). To obtain the plots of .F8g we have used independent groups of
experimental data in a&* region free of events coming from contaminant tieas. The variance
and covariance terms are then determined withgtimators:

1 n
Var(NF) == (NS -(N°))
e ()
1 n
Cou i M) =3[ W= N9)( °={ w)
i=1
wheren is the number of groups of data (or the numbepahts on Fig. 9) and the average
guantities &> are given b)( N> :12 N, . When we apply this experimental procedure weinbta
ni=

CovN> N¢) = Var(N¢), in agreement with the result obtained in [15].

For the gamma-decay probability, the two last cevere terms in eq. (6) cannot be in principle
neglected becausg has been obtained with the EXEM which involves MfeandN,~ variables.
Moreover, because of the subtraction of prompidisggamma rays, we have to consider three
additional covariance terms. Indeed, from eq. (8)liows:

Var(N;) = Var( NJ'*) +

2

Var(Nﬁf)_{ Nﬁf] Dvar(gf)—ZDCO‘( |\({,t0t; N,)

2
(é‘f) & & f @)
Cov NC™: ¢ Co £
+2N;f D V(Ngyz f)_ZN;f G ‘(él‘\)ff f)
f f
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Figure 9: MeasuredN¢ as a function oN°® (a) and as function oRN”° = N°- N (b). The values
of N®have been sampled from a Gaussian distributionepethtat <N>> =200 and with standard

deviation, /< NS> =/200.

We have used the described experimental procedutetermine all the covariance terms needed to
evaluate the uncertainty &, We obtain that the covariance terms involvigygare a factor 18
smaller than the other covariance terms aa also be neglected. Therefore, only one addition

covariance termCoyV Nf’“"; l\ff) , has to be considered for the determination olutieertainty on

P, The results of the covariance analysis are listed@able 1.

Covariance P, Ps
Cov( N%; N©) ~Var(N;) =~ Var(NY)
CoM N°;¢)) ~ =
CovN’;&,) ~ =

Cov N'™; N7) ~ Var(Ny,) -
Cov N &) = -
CoU N ;&) = ]

Table 1: Covariance terms necessary to determine the undgrtan the decay probabilitid3,, the
index y refers to either fission or gamma decay.

In our experiment, the probabilities were measwaedifferent excitation energies with the same
setup. This introduces a correlation between thbdaiilities measured at different energiés,

andE’;, which must be accounted for. As shown in [15]:

Var(P*(E"))Var(B>(E"))
Var(P, (E ))Var(P, (E ))
=1 if = j

EY

Corr(PX(Ei*); F)’((E,))=\/ 9)
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whereVar(Pij‘(Ei*))corresponds to the systematic part of the totahmae of the decay probability

at energ\g, . Eq. (9) says that the correlation measures tipiitance of the systematic uncertainty

with respect to the total uncertainty. It is clasel when the systematic uncertainty dominates the
total uncertainty. In our measurement, the systienuacertainty comes from the uncertainty on the
fission detection efficiency and from the preseotceontaminant peaks in the singles spectrum.

IV Results and discussion

Fig. 10 shows the results for the gamma-decay ssoh probabilities. As already mentioned, our
setup allowed us to measure the decay probabiétiesght different angles. We observe a decrease
of the gamma-decay probability with increasing angkhereas for the fission probability we
observe an increase in the region from 6.1 to 6e%.NFor the sake of clarity in Fig. 10 a) and b) we
show only the decay probabilities measured atith#ihg angles 126 and 140 degrees. We can see
that the differences between the decay probalsilitieasured at these two angles are significant.
The possible origin of these differences will bgadissed in section IV B.
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Figure 10: (Color online) Measured gamma-decay (a) and fsfi) probabilities as a function of
excitation energy (symbols) compared to the resoftseveral evaluations (lines). Correlation
matrix for the gamma-decay (c) and fission (d) pimhties measured at 126 degrees. The vertical
dotted line in panel a) represents the neutronraéipa energy of U~

In Fig. 10 panels c) and d) the correlation masrifa the gamma-decay and fission probabilities
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measured at 126 degrees are shown. They are refatdge of the correlation matrices for all the
other detection angles. For the gamma-decay prhtyathie correlation is the highest at the lowest
excitation energies ne&;. This is due to the fact that the statistical utatety of the gamma-decay
probability increases with excitation energy ane slystematic uncertainty is larger n&€grdue to
the presence of contaminant peaks in the singlestrsm. On the contrary, for the fission
probability the correlation is the highest at hagtcitation energies. The reason is that the gtalst
uncertainty on the fission probability decreaseshwexcitation energy and the systematic
uncertainty on the fission efficiency gives theostgest contribution to the total uncertainty at the
highest excitation energies.

In Figures 10 a) and b), our data are comparetgméutron-induced decay probabilities given by
different evaluations. The latter have been obthimedividing the evaluated neutron-induced cross
sections by the compound-nucleus formation crossicsescy, according to eq. (l)ocy was
obtained with the phenomenological optical-modeéptal used in the JENDL 4.0 evaluation [19].
The gamma-decay probability obtained with the ggate method is several times higher than the
neutron-induced one over the whole excitation-epen@nge. The discrepancies between the
surrogate data and the neutron-induced data decweds excitation energy. A minimum factor of
about 3 is reached near 6.3 MeV. The fission pritibabbtained with the surrogate reaction is in
good agreement with the neutron-induced data belmout 6 MeV. Above 6 MeV the JENDL and
ENDF evaluations are in very good agreement and shgnificant differences with respect to the
JEFF evaluation. Between 6 and 6.3 MeV our dataiarbetter agreement with the JEFF
evaluation. Above 6.3 MeV our results are systeradyi below the neutron-induced results. We
observe differences up to 30-35%. The reason ferdiscrepancy with respect to the neutron-
induced data may be the deuteron breakup, whidslea a background of “sterile” protons that
contaminates the singles proton spectrum. Theswrnmaare not related to the formation of a
compound nucleu®U* and lead to a decrease of the measured fissiavapility, as shown by eq.
(2). This hypothesis was already put forward byttBand Cramer [7], but only now it starts to
attract theoretical efforts [8, 9]. Interestingllye data by Britt and Cramer [7] obtained using the
same?*U(d,p) reaction with a beam energy of 18 MeV andtqms detected at 150 degrees are
30% lower than our data at the fission plateau. ifygact of deuteron breakup on the fission
probability at 15 and 18 MeV incident energiesvialeated in section IV A.

Because the oxidation of the target could not baptetely avoided, fusion of the deuteron beam
with oxygen and the subsequent evaporation of psot@ave also to be taken into account. Again,
this leads to the production of sterile protonsghe excitation-energy range of interest, decreasing
the measured fission probability. Therefore, thi®cpss might also be responsible for the
differences observed between the surrogate datah@ndeutron-induced data, as well as between
the two surrogate-reaction results. Indeed, as ioreed above, in our experiment we limited as
much as possible the oxidation of tH&J metallic target, whereas th&U target used by Britt and
Cramer was an oxide. According to the PACE4 cody, [the kinetic energies of the protons
originating from fusion-evaporation on oxygen cspend to equivalent excitation energie<3t
larger than 6.3 MeV. Using PACE4, we estimated thatur case the fraction of these protons is of
the order of 10%. To obtain this value we usedntimaber of oxygen atoms in the target that results
from counting the number of elastically scatteredtdrons on oxygen, which can be seen on Fig. 3,
and using the corresponding Rutherford-scattermgscsection. This estimation leads to a fraction
of about two oxygen nuclei per three uranium nuiclghe target. Note that the contribution to the
16



singles spectrum of the protons evaporated afeefusion of the deuteron with the carbon nuclei of
the target backing is removed when the carbon-bgc&pectruni\. is subtracted from the proton
spectrumN,, see section Ill. B. We do not know the chemiaahposition of the target used by
Britt and Cramer, but in view of the possible cheshforms of uranium oxide (UQUQO;, UO, and
U30g) we can say that there were at least two atonoxyden per uranium atom. This corresponds
to a factor 3 more oxygen than in our target an tio at least about 30% of protons originating
from fusion-evaporation reactions on oxygen. Thaefthe larger amount of oxygen in the target
used by Britt and Cramer might explain, at leagtlpathe differences between the two sets of
surrogate-reaction data.

A Deuteron breakup

In principle, the (d,p) reaction can be seen agacastep process in which, first, the deuteron bseak
up and then the neutron is absorbed by the taiggéuns. However, this picture is way too simple.
In fact, the deuteron breakup is a rather comptexgss. One has to distinguish between elastic and
inelastic breakup. In the elastic breakup (EB), tmpinging deuteron breaks up due to the
Coulomb and/or nuclear interaction with the target] the resulting proton and neutron move apart
leaving the target nucleus in the ground state.ridreelastic breakup (NEB) includes the processes
in which the incident deuteron breaks up and tiseltieg proton and neutron move apart leaving
the target nucleus in an excited state; the disegpping of the neutron, and the fusion of the
breakup neutron with the target nucleus which leadbe compound-nucleus formation. The latter
mechanism, that we will call breakup fusion (BF,the one of interest in the context of the
surrogate-reaction method. In an inclusive measengnas ours, where only the proton is detected,
it is not possible to experimentally discriminalte tifferent processes. Therefore, here we rely on
theory to estimate the contributions of the différenechanisms to the measured proton singles
spectrum.

The breakup process was the subject of intensedtiesl work in the eighties. Udagawa and
Tamura [21] described the A(d,p) reaction withie thistorted-wave Born approximation (DWBA)
in prior form, whereas Ichimura, Austern and Vinc¢®2] used the post-form DWBA. The
equivalence of the post and prior formulations \iiest demonstrated in the original work of
Ichimura, Austern, and Vincent [22], although thie@pform formula derived in [22] differed from
that proposed by Udagawa and Tamura. Both appreacAee in common that the non-elastic
breakup cross section is proportional to a matfement w,|Whalyn> where y, is the wave
function describing the evolution of the neutrord a4 is the imaginary part of the optical
potential between the neutron and the nuckeus a recent publication, Potel et al. [8] disctiss
equivalence between the post and prior methodspeesknt results for the elastic and non-elastic
breakup cross section of tfi&Nb(d,p) reaction. However, this study does not ghe separated
contribution from BF.

In this work, the EB contribution has been obtaingth the continuum-discretized coupled-
channels (CDCC) method, using the coupled-charceels FRESCO [23]. We have used a model
based on the method of Ichimura, Austern and Vintemetermine the NEB [9]. To estimate the

BF part, the imaginary part of the potentitha has been divided into two parts, a pavf"
corresponding to the compound-nucleus formation apart associated to all the other remaining

17



processes included in the NEB/," was parametrized in terms of a Woods-Saxon forith thie

parameters adjusted to reproduce the compoundusifdemation cross section as predicted by the
JENDL 4.0 evaluation [19]. The results of our c#tions for 15 and 18 MeV deuteron incident
energies and 140 and 150 degrees, respectivelghaken in Fig. 11. The results for 15 MeV and
126 degrees are not shown because they are vexy twdhe results obtained for 140 degrees. The
formalism we have used can be applied when theereends up in a bound state (negative neutron
energies) or in an unbound state (positive neu¢noergies). However, the calculations shown in
Fig. 11 consider only transfer of the breakup reuto unbound states. This is why we only show
values of the cross sections for > S,.
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Figure 11: (Color online)Calculated contributions to the total deuteron kupgprocess (TB), as a
function of the excitation energy 61U for a deuteron beam energy of 15 MeV and a pratayle

of 140 degrees (a) and for a beam energy of 18 lsied proton angle of 150 degrees (b). NEB
corresponds to non-elastic breakup, BF to breaksf and EB to elastic breakup. Note that TB =
NEB + EB.The vertical dotted lines indicate the neutron s&jien energy of>*U.

It was argued in [24] that the approach of Udagawd Tamura only gives the so-called "elastic
breakup fusion”, that is, the BF not accompaniedth® simultaneous excitation of the target.
Therefore, the Udagawa and Tamura approach givesver limit of the BF contribution, as it
excludes processes in which a compound nucleusrnsel after target excitation. This is indeed
the case, since the BF cross section we obtain#dtihe Udagawa and Tamura approach is about
4% smaller than the one obtained with the IchimAtestern and Vincent method used in ref. [9].

The relative contribution of the different procesde the total cross section for both incident
energies and detection angles is rather similarFsg. 11. In the region of interest in this wokk,

< (S +1.5) MeV, the elastic breakup represents less th&o of the total breakup, whereas the
breakup fusion represents nearly 80 %. The totlarp (TB), given by the sum of the elastic and
inelastic breakup, can be directly related to tr@gn singles spectrum abo$g Therefore, these
calculations allowed us to correct the singles spat from the sterile protons originating from

elastic and non-elastic breakup. The correctedydpoebabilities P,*" have been obtained in the
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following way:
PXmeaS( E*) m.TB( E)
e (EY)

P (E¥) = (10)

where P is the measured decay probability. Eq. (10) impiies assumption that contributions

other than BF to the NEB lead neither to fission tiogamma emission. This is reasonable for the
fission exit channel but it is rather probable the?*®U* and **U* nuclei that are excited by the
other processes emit gamma rays. Therefore, theated gamma-decay probability should be
considered as an upper limit of the real gamma3dpoabability.

The corrected decay probabilities measured at 14feds are presented in Fig. 12. Obviously, the
disagreement between the gamma-decay probabiligires with the**®U(d,p) reaction and the
neutron-induced data increases when the breakugotion is applied. On the other hand, the
corrected average fission probability is in be&tgreement with the neutron-induced data. However,
in the fission plateau, the corrected fission philits is still lower by about 15% than the neutron
induced data represented by the JENDL and ENDF ev@hsa This difference may be attributed to
the contribution from protons originating from fastevaporation on oxygen, described above.
When the fission probability measured by Britt a&imer [7] is corrected, the resulting fission
probability is still significantly lower than theentron-induced data. However, this does not mean
that the breakup calculations for this case areriect, since the remaining difference might be
attributed to protons coming from fusion-evaponmatim oxygen, which can be numerous due to the
complete oxidation of the target used in [7].
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Figure 12: (Color online)MeasuredP,™ and correctedP,*" decay probabilities as a function of

excitation energy. The neutron-induced decay prditiabi from different evaluations are
represented by the lines. The gamma-decay probesilre shown in panel a) and the fission
probabilities in panel b). The vertical dotted lingpanel a) indicates the neutron separation energy

of 2.
B Comparison with statistical model calculations
Figure 13 shows the breakup-corrected fission foitiba and the gamma-decay probability
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obtained in the surrogate reaction at 140 deggsther with the neutron-induced probabilities in
the excitation-energy region where gamma emissmehfegsion are in competition. In this energy
range, the corrected fission probability is in g@ggeement with the neutron-induced data, whereas
the gamma-decay probability obtained with the (dggction is several times higher than the
neutron-induced one. We have chosen to presentitherrected data for the gamma-emission
probability in this figure to show that the discagpies are not due to the breakup correction; they
exist even for the lower limit of the gamma-emissprobability. The objective of this section is to
investigate whether we can explain this observathin the frame of the statistical model. For
this purpose we have used the EVITA code, which ibBlaaiser-Feshbach Monte-Carlo code
developed at the CEA DAM that uses the same ingnésiees the TALYS code [25]. The parameters
of the EVITA code are the ones of the JEFF evaluatmown in Figs. 10, 12 and 13, which were
carefully tuned to reproduce the experimental mguinduced data.
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Figure 13: (Color online) Fission and gamma-decay probabiliie a function of excitation energy
compared to the corresponding neutron-induced demapabilities according to different
evaluations. Note that only the fission probabiligs been corrected for deuteron breakup.

Figure 14 shows the “partial” gamma-decay and disgirobabilitiesP (E*,J") calculated with the
EVITA code for given initial values of spin and pgrof the nucleu$®*®U* in the region where both
decay channels compete. It is clear from Fig. B4 tithe Weisskopf-Ewing approximation discussed
in the introduction is not valid either for the gaaemission or the fission probabilities. The
calculated gamma-decay probabilities increase dersbly with the spin of the decaying nucleus.
This is mainly due to the hindering of neutron emissliscussed in the introduction. On the other
hand, the calculated fission probabilities decreasesiderably with the angular momentum because
the transition states on top of the fission basrieith the higher spins lie at higher excitation
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energies, leading to higher effective fission lwagi The calculations show that the parity of the
states does not modify these major trends. Howéeeg fixed initial spin, a change in parity can
have a significant impact on the associated deoatygbility for both fission and gamma emission.

Let us now go back to Fig. 10 where we comparedidoay probabilities measured at 126 and 140
degrees and use the EVITA results from Fig. 14 fiterpretation. One could explain the observed
differences as the result of the variation of tlopyated spin distribution with the angle of the

ejectile. Our results would suggest that the memular-momentum populated when the ejectile is

emitted at 126 degrees is somewhat higher thammrkepopulated when the ejectile is emitted at
140 degrees.
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Figure 14: (Color online) Decay probabilities as a functidregcitation energy for different values
of angular momentum and parity &f°U* calculated with EVITA. The decay probabilities
measured in this work (full circles) and the nenthoduced decay probabilities obtained with
EVITA (thick blue lines) are also shown. Gamma-depagbabilities with positive and negative

parities are shown in panels a) and b), respeygtitdsion probabilities are shown in panels c) and
d).

To calculate the decay probabilities it is necesdar weight the partial decay probabilities
P(E*,J") by the probability to populate a given initialirspand parity, i.e. it is necessary to
determine the initial spin and parity distributipnpulated in thé*®U(d,p) reaction. Note that the

spin-parity distribution that is relevant for thergate-reaction method is the one of the compound
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nucleus, see [2]. This means that, in the casee{dlp) reaction, the spin-parity distribution of
interest is the one associated to the breakup#ysiocess. The spin distribution calculated by Potel
et al. (ref. [8]) is not yet the relevant one besmathe model of Potel et al. does not separate the
breakup-fusion component of the non-elastic breakiyje have used the model of [9] with the
division of the optical potential into two parteéssection IV A) to obtain a first estimate of the
average spin populated in tf&%U(d,p) reaction for the breakup-fusion process. dinplete
calculation of the full shape of the spin and & fharity distribution with this formalism will be

performed in the future. The results for the aversgia J are shown in Table 2, where they are
compared with the values for the distributions pafmd by the neutron-induced reaction A*%
obtained with the optical-model potential usedhia JENDL 4.0 evaluation [19]. We can see that
the average spin populated in the (d,p) reactisigsificantly larger than the one populated in the
neutron-induced reaction, although the differeneerelases with increasing excitation energy. At
the lower excitation energies the average spin ladgdi in the (d,p) reaction is about 71% larger
than the one induced by neutron absorption, argdabout 23% larger &* = S, + 1.5 MeV = 6.3
MeV. These calculations combined with the resultsigf 13 indicate that the significant change in
the spin distribution caused by the different emteachannel has a much stronger impact on the
gamma-emission probability than on the fission piwlity. Interestingly, the calculations of Table
2 predict a slight increase of the average popdlspen with decreasing angle, which is in line with
the observed angular dependence of the decay plitibalshown in Fig. 10.

*=§+0.5 MeV | E*=§+1 MeV | E*=5,+1.5 MeV
J for 28U(d,p) at 140 2.4 2.5 2.6
J for 2%U(d,p) at 126 2.4 2.6 2.7
J £+ AJforn +2% 1.4+0.3 1.8+0.4 2.2+0.5

Table 2: Preliminary results for the average spin populated in thé*®U(d,p) reaction for the
breakup-fusion component at different excitatiomrgies and proton detection angles calculated
with the model of [9]. The average spin and the R{A3) populated in the n +*%U reaction
obtained with the optical-model potential usedhia JENDL 4.0 evaluation [19] is also given for
comparison$, is the neutron separation energy8t), which is 4.8 MeV.

In an attempt to obtain more information on thepghaf the populated spin and parity distribution
we have used the calculated partial decay protiakiP,(E*,J") shown in Fig. 14 to fit the decay
probabilities with the expression:

1 _(3-3)?

P, (E% :;La\/z_ﬂe 20° }D@( E J) (11)

where the unknown angular-momentum distribution bagn approximated with a Gaussian
distribution without dependence on the excitatioergy and the two parities are assumed to be

equally populatedJ ando correspond to the average value and the standaidtide of the spin
distribution, respectively, and are free parametféng values we obtained for these free parameters
when we applied this fit procedure to the neutmwiuced and the surrogate-reaction data are listed
in Table 3. We can see that the valuesJafbtained from the fit to the neutron-induced decay
probabilities calculated with EVITA are compatiblatiwthe calculated values from the optical
potential of JENDL listed in the lower part of Tal#e The spin distributions for th&2U(d,p)
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reaction deduced from the fits to the measuredofisand gamma-decay probabilities are clearly
incompatible. The incompatibility is further demaased in Fig. 15 where the fission probability
obtained with the spin distribution derived frone tiit to the uncorrected gamma-decay probability
and theP{(E*,J") probabilities from EVITA is shown. This probabilitis clearly below our
experimental data. The values dfobtained from the fit to the gamma-emission prolitghTable

3) also differ considerably from the calculatedues for the?*®U(d,p) reaction (Table 2). These
inconsistencies might be an indication that theaégopulation of positive and negative parities is
not applicable to th&4U(d,p) reaction.

J o
pYITAD 1.3 1.1
pYITAT 1.5 1.2
P> 1400 1.4 0.8
P=°140° 4.5 1.4
P 1260 2 1
P=°126° 5.4 1.2

Table 3: Values of the fit parameters obtained by fitting ttecay probabilities with function (11).
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Figure 15: (Color online)Fission probability as a function of excitation egye Our corrected data
(dots) and EVITA results for the neutron-inducedhadaility (full line) are compared to an EVITA
calculation performed with the initial spin disuiibn deduced from a fit to our gamma-decay
probability (dashed line).
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V Conclusion and perspectives

We have investigated tH&%U(d,p) reaction by measuring, for the first timee gamma-decay and
fission probabilities simultaneously. Our fissiomlpability is lower than the one deduced from the
neutron-induced data. This difference is explaite@ great extent, by the contribution from elastic
and inelastic deuteron breakup. Calculations of elestic breakup following the continuum-
discretized coupled-channels method and of thegtiel breakup obtained with the distorted-wave
Born approximation have been used to correct oua.dBhe corrected results agree with the
neutron-induced data at the fission threshold lhey are about 15% lower than the neutron-induced
data at the fission plateau. This remaining diffeeesgan be explained by the contribution from
protons evaporated after the fusion of the deutdresim with the oxygen contamination in the
target. Our gamma-decay probability is several siteger than the neutron-induced one. The
discrepancy decreases as the excitation energgases but it is still about a factor 3 at the hstjhe
excitation energies. The correction of the breakumrébution leads to even larger differences.

In the energy region where fission and gamma eomssompete, the corrected fission probability
measured for thé*®U(d,p) reaction is in rather good agreement witd Heutron-induced data,
whereas the gamma-decay probability is severalstimgher than the neutron-induced one. We
have used the Hauser-Feshbach code EVITA, whichsedon TALYS and uses the parameters of
the JEFF 3.2 evaluation, to interpret these resuittsin the framework of the statistical model. Our
statistical-model calculations predict a strongs#enty of the gamma-emission and fission
probabilities to the angular momentum. This imptlest the Weisskopf-Ewing approximation is not
applicable either to gamma-emission or to fissiorthie considered excitation-energy range. The
model of ref. [9] modified to account for the brepkfusion process has been used to obtain a first
estimate of the average spin populated by*tfi¢(d,p) reaction. The latter average spin is between
71 to 23% larger than the average spin inducetiémt?*®U reaction. We therefore conclude that
none of the two limiting situations described ie thtroduction can explain our results.

The present work indicates that the fission prolitgtbis much less sensitive to the populated
angular momentum than the gamma-decay probabilitye future, we will investigate whether we
can explain this with our Hauser-Feshbach calanatiby using the initial spiand parity
distribution populated by th&%U(d,p) reaction that will result from the model[6f. Unfortunately,
the deuteron breakup complicates significantlyititerpretation of our results. For this reason we
have performed a measurement witfHe beam orP*®U to investigate the transfer reactions
23%U(PHe,t) and*®U(*He*He) which do not suffer from the breakup processe $tmultaneous
determination of the fission and gamma-decay priiiab for these reactions according to the
method developed in this work shall provide a geimt test of the ingredients of the statistical
model and considerably help in the understandingeturrogate-reaction method.

Acknowledgments

We would like to thank J. C. Mdller, E. A. Olsen, 8emchenkov, and J. C. Wikne from the Oslo
Cyclotron Laboratory for providing the deuteron tmeduring the experiment and the GSI Target
Laboratory for the production of th&U target. This work was supported by the European
Commission within the "7 Framework Program through Fission-2010-ERINDA (EtbjNo.

24



269499). A.C.L. acknowledges support from the Rete&ouncil of Norway, project grant no.

205528, and from the ERC-StG-2014, under grant agegaeno. 637686. F.G. and S.S. gratefully
acknowledge support from the Research Council afdyg, grant no. 20007. J.L. was partially
supported by a grant funded by the China Scholar€imuncil. M.W. acknowledges support from
the National Research Foundation of South Africdemrgrant no. 83867.

References

[1] H. C. Cramer, J. D. Britt, Nucl. Sci. Engfl, 177 (1970).

[2] J. E. Escheet al, Rev. Mod. Phys34, 353 (2012).

[3] G. Kessedjiaret al, Phys Lett. B692, 297 (2010).

[4] N. D. Scielzoet al, Phys. Rev. @1, 034608 (2010).

[5] G. Boutouxet al, Phys. Lett. B/12 319 (2012).

[6] J. N. Wilsonet al, Phys. Rev. @5, 034607 (2012).

[7] H. C. Britt and J. D. Cramer, Phys. Rev2(C1758 (1970).

[8] G. Potel, F. M. Nunes and I. J. Thompson, PRy C92, 034611 (2015).
[9] J. Lei and A. M. Moro, Phys. Rev. @2, 044616 (2015).

[10] J. M. Allmondet al, Phys. Rev. @9, 054610 (2009).

[11] M. Guttormseret al, Nucl. Instrum. Meth. A48 168 (2011).
[12] T. G. Tornyiet al, Nucl. Instrum. Meth. A38 6 (2014).

[13] M. Guttormseret al, Report 89-14 Department of Physics, Universitsfo, Oslo (1989).
[14] J. R. Erskine, Phys. Rev.X7, 3 (1978).

[15] G. Kessedjiaret al, Phys. Rev. @1, 044607 (2015).

[16] K.-H. Schmidt, B. Jurado, C. Amouroux and Ch#itt, Nucl. Data Sheefs31, 107 (2016).
[17] G. Boutouxet al, Nucl. Instrum. Meth. A0Q, 59 (2013).

[18] Q. Ducasset al, Nucl. Instrum. Meth. 826, 60 (2016).

[19] http://www.nndc.bnl.gov/exfor/serviet/E4sGetIintSen®?SectiD=117917&req=20680
[20] A. Gavron, Phys. Rev. £1, 230 (1980).

[21] T. Udagawa and T. Tamura, Phys. Rev. 1451.1311 (1980).

[22] M. Ichimura, N. Austern, and C. M. Vincent,\®BhRev. C32, 431 (1985).

[23] I. J. Thompson, Comp. Phys. R&p167 (1988).

[24] M. Ichimura, Phys. Rev. €1, 834 (1990).

[25] A. Koning, S. Hilaire and M. Duijvestijn, TALS User Manual, www.talys.eu.

25



