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Abstract

In this thesis, we study extensions of the theory of Riemannian submanifolds in
two directions. First, we will show how Riemannian geometry and submanifold
theory in particular, can be generalized using the notion of ‘Rinehart spaces’,
and it will be demonstrated how the developed framework unifies some existing
and new flavours of Riemannian geometry over different ground rings. In the
second part of the thesis, we give a description of holomorphic Riemannian
submanifold theory where complex numbers fully replace the role of the
real numbers as ground field, and show how this can be applied to reveal
direct connections between the submanifolds of so-called Wick-related pseudo-
Riemannian spaces.
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Beknopte samenvatting

In deze thesis bestuderen we uitbreidingen van de theorie over Riemannse
deelvariëteiten in twee richtingen. Allereerst laten we zien dat Riemannse
meetkunde, en deelvariëteitentheorie in het bijzonder, veralgemeend kan
worden gebruikmakend van het concept ‘Rinehartruimtes’, en we zullen laten
zien hoe dit bestaande en nieuwe soorten van Riemannse meetkunde over
verschillende grondringen in één theorie verenigt. In het tweede deel van
de thesis beschrijven we holomorf Riemannse deelvariëteitentheorie, waarin
complexe getallen volledig de rol van de reële getallen als grondveld overnemen,
en we laten zien hoe dit kan worden toegepast om directe verbanden bloot
te leggen tussen deelvariëteiten van zogenoemde Wickgerelateerde pseudo-
Riemannse ruimtes.
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Chapter 1

Introduction

This thesis consists of two different contributions to Riemannian geometry and
in particular submanifold theory, which both have in common that they relate
Riemannian geometries over different ground rings. The first contribution,
which will be the topic of Chapter 2, aims to provide a general framework
for doing Riemannian geometry over an arbitrary ring, and it does so in
terms of Rinehart spaces, as we refer to them, rather than classical manifolds.
Among others, this framework unifies variations of Riemannian geometry over
ground rings like the real, complex and split-complex numbers. The second
contribution, which is the subject of Chapter 3, also has a unifying character,
but in this case we show how Riemannian geometry over the complex numbers
(more particularly holomorphic Riemannian geometry) can be used to relate
the real pseudo-Riemannian geometries of so-called Wick-related spaces.

In the following of this chapter, we provide introductions for the topics
mentioned above. Part of this chapter originates from the introduction of
[24], which is joint work with Joeri Van der Veken.

1.1 Submanifold theory with Rinehart spaces

The concept of Lie-Rinehart algebras makes it possible to describe the
main objects in differential geometry, such as manifolds and certain derived
structures, in a formal algebraic language. The notion of Lie-Rinehart algebras
already exists for quite a while in the literature (its earliest implicit presence
can be traced back to as early as 1944 [17, 15]) but it has not been until

1



2 INTRODUCTION

relatively recently that the topic is receiving some serious research interest.
Now Lie-Rinehart algebras have already found many applications in various
branches of differential geometry. A good overview of the history and some of
the applications of Lie-Rinehart algebras, as well as many more references, can
be found in [15].

There are a couple of reasons why one might consider the use of Lie-Rinehart
algebras beneficial. First, because the notion of Lie-Rinehart algebras is very
general in nature, there are many theorems in differential geometry which are
stated in different settings, but which can be unified in a single statement on
Lie-Rinehart algebras. Also, in some situations where singularities are involved,
Lie-Rinehart algebras may provide an appropriate framework to reason in
a clear and valid manner about them, whereas this is not always possible
or practical in the classical language of manifolds with charts. As we will
demonstrate in this thesis, it even opens up the possibility to study Riemannian
geometry in settings that would not make clear sense otherwise, such as
Riemannian geometry over finite fields (cf. Example 2.4.49). A disadvantage
of the involvement of Lie-Rinehart algebras, is perhaps that the proofs may
geometrically be less intuitive to follow. Note that in all of the advantages
and disadvantages listed above, the potential benefits of Lie-Rinehart algebras
for differential geometry might be somewhat similar to the benefits which the
ring-theoretic approach has brought to algebraic geometry.

For our particular goals we aim to fulfil, we will restrict our attention to the
notion of Rinehart spaces, which can be regarded as a special kind of Lie-
Rinehart algebras, endowed with some extra structure. In a way, Rinehart
spaces provide a generalization (in the form of an algebraic analogue) of the
concept of differentiable manifolds, whereas Lie-Rinehart algebras also entail
derived structures such as Lie-algebroids. We would like to emphasize, that
our aim is to use Lie-Rinehart algebras (in the form of Rinehart spaces) as a
tool to enrich the study of Riemannian geometry, rather than to enrich the
study of Lie-Rinehart algebras with the concept of Riemannian metrics, as has
been done in [4, 5] for the particular case of real Lie-algebroids. We will touch
once more on how Rinehart spaces compare to Lie-Rinehart algebras in the
conclusion of this thesis.

1.2 Submanifold theory and Wick-relations

In Chapter 3 of this thesis, we show how certain problems in (pseudo-)
Riemannian submanifold theory, that are situated in different ambient spaces,
can be related to each other by translating the problem to an encompassing
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holomorphic Riemannian space. This approach seems new in the area of
submanifold theory, although it incorporates several existing insights, such as
the theory on analytic continuation, complex Riemannian geometry and real
slices, as well as the method of Wick rotations, which is often used in physics.

The relation between pseudo-Riemannian geometry and complex analysis can
be traced back to the very birth of pseudo-Riemannian geometry. In the early
publications on Lorentzian geometry by Poincaré and Minkowski (cf. [26, 23]),
the fourth coordinate of space-time was represented as it (or ict, c being the
speed of light), so that space-time was essentially modelled as R3×iR, where the
standard complex bilinear form played the role of metric. Likely due to a later
reformulation by Minkowksi himself, this point of view soon fell in abeyance
in favor of the nowadays more common presentation in terms of an indefinite
real inner product. Admittedly, as long as ones attention is kept restricted to
four-dimensional Minkowski space alone, the use of complex numbers to deal
with the signature bears little advantage.

This relationship between space-time geometry and complex numbers received
renewed attention, when it was shown by Wick how problems from the
Lorentzian setting are turned into problems in a Euclidean setting, after a so-
called Wick rotation is applied on the time coordinate (cf. [31]). This method
of Wick rotations lays at the basis of the later theory on Euclidean quantum
gravity, developed by Hawking and Gibbons among others (cf. [13]), but also
in other areas of theoretical physics it remained a valuable tool ever since.

Despite that the concept of Wick rotations is known by physicists for quite
some time already, there are still many research domains where such insights
have not been fully exploited yet. Our aim will be to demonstrate that also
for the particular area of submanifold theory, one may benefit from taking
a complex viewpoint to problems about submanifolds of pseudo-Riemannian
spaces. We will show how holomorphic Riemannian geometry can be used
to relate certain kinds of submanifolds in one pseudo-Riemannian space to
submanifolds with corresponding geometric properties in other so-called Wick-
related spaces. It should be noted that the subject of complex Riemannian
manifolds, first introduced in an also physically motivated article by LeBrun
(cf. [21]), has appeared in several articles on submanifold theory (e.g. [3, 28]),
though not as a tool but rather as an object of study in its own right.

1.3 Further remarks

It is important to remark that the content of Chapter 3 is not phrased in the
same theoretical language as is developed in Chapter 2, but in the classical
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language of manifolds instead. The reason for that is not that it isn’t possible,
but simply because the theory in Chapter 2 is to be developed much further
in order to do so. For example, in Chapter 3 we use local arguments now and
then, but in order to do so in the framework of Rinehart spaces, one would have
to extend this theory to sheafs of Rinehart spaces. Another relevant aspect we
have not investigated in Chapter 2, is the spectrum (and related notions) of the
function algebras under consideration, which would be necessary to deal with
point-wise phenomena. But as we will see, there is a lot that can be said and
done even before the involvement of such tools. We will come back to these
and other issues in Chapter 4, where we will discuss the obtained results, as
well as possible directions for further research.



Chapter 2

Submanifold theory with

Rinehart spaces

In this chapter, partly based on joint work with Joeri van der Veken [25],
we describe how the notion of what we call Rinehart spaces, can be used
to provide a generalized theory of Riemannian (sub)manifolds. In the first
three sections we rehearse and further develop some theoretical preliminaries
on respectively modules and tensors, dual pairs and inner product modules,
and lastly derivations on modules. These sections are rather self-contained,
and basic knowledge on common algebraic structures should be sufficient to
understand the proofs, but background information can for instance be found
in [22], [18] and [16]. However, our treatment extends the usual theory to better
fit our goals, in particular to deal with settings where the underlying algebras
have a rich collection of ideals. We are not aware if such a treatment can also
be found in other sources. Also, it should be noted that the terminology used
in sources like mentioned above (such as the meaning of an inner product in
[22]) will not always coincide with our terminology.

Having dealt with the algebraic prerequisites, we will come to the main
contribution of this chapter, by showing in Section 2.4 how the notion of
Rinehart spaces can provide a generalized framework for doing Riemannian
geometry. Throughout this chapter, we will always assume rings and algebras
(except Lie algebras) to be associative and commutative.

5



6 SUBMANIFOLD THEORY WITH RINEHART SPACES

2.1 Modules and tensors

2.1.1. An algebra strictly speaking consist of the combination of two seperate
data, namely a ground ring K and the actual algebra O over this ground ring.
For example, one may whish to distinguish between an algebra of complex
valued functions (on a certain domain) regarded as algebra over C or as algebra
over R. However, because throughout the following all algebras we consider
have (per situation) a fixed common ground ring, we do not need to be very
strict about this distinction. Nevertheless, when it comes to modules, we will
encouter situations where two modules are the same, except for the fact that
their underlying algebras are different. For this reason, by a module we will
usually mean an object A consisting of an algebra O = OA (over some ground
ring K), and the actual module M = MA over the algebra O. So throughout
the following, we will either refer to a module as such a combined object A, or
we more explicitly introduce it as a module M over an algebra O.

2.1.2. Suppose A and B are modules in the above sense. As we mentioned just
before, the ground ring K of the underlying algebras OA and OB is assumed to
be fixed. Let us furthermore assume that we have an algebra homomorphism
ρ∗ : OA → OB, i.e. a K-linear map, preserving the multiplicative structure on
OA. In such a situation, the module B can be turned into a module over the
algebra OA as well, with scalar multiplication being defined by

fM := ρ∗(f)M

for f ∈ OA and M ∈ MB.

By definition, a morphism ρ : A → B consists of an algebra homomorphism
ρ∗ : OA → OB, and a ρ∗-equivariant module homomorphism ρ♯ : MA → MB,
which means that ρ♯ is a homomorphism of Abelian groups, which is moreover
compatible with respect to scalar multiplication through the map ρ∗, i.e.

ρ♯(fM) = ρ∗(f)ρ♯(M)

for all f ∈ OA and M ∈ MA. We call a morphism ρ : A → B surjective
(resp. injective), if ρ♯ and ρ∗ are both surjective (resp. injective). It is not
a coincidence, by the way, that the notation ρ∗ is reminiscent of the common
notation for a pull-back map, as in concrete examples we will discuss later,
the map ρ∗ will actually turn out to be a pull-back map between the function
algebras of two manifolds.

Definition 2.1.3. The dimension of a module M with respect to some
underlying algebra O, is the largest cardinal number κ such that there exists a
subset of M of cardinality κ, whose elements are all linearly independent over
O. In particular, the dimension of the zero module {0} is 0.
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2.1.4. Given two modules M1 and M2 over the same algebra O, we may
construct their tensor product, which we denote by M1⊗OM2, or even M1⊗M2

if the underlying algebra can be understood from context. This space is
uniquely characterized by the universal property that there is an O-bilinear
map ⊗ : M1 × M2 → M1 ⊗ M2, such that any bilinear map F from M1 × M2

to some O-module MA, factors as

F : M1 × M2
⊗
−→ M1 ⊗ M2

F ′

−→ MA,

where F ′ is O-linear as well.

The tensor product of two O-modules is again an O-module, and taking tensor
products is an associative operation up to canonical isomorphism of the spaces
as O-modules. The above property thus extends to multilinear maps with an
arbitrary number of arguments: any O-multilinear map F : M1 × . . . × Mn →
MA factors as

F : M1 × . . . × Mn
⊗
−→ M1 ⊗ . . . ⊗ Mn

F ′

−→ MA.

Because the map F ′ also uniquely determines the map F , we will usually
identify both maps and simply write F : M1 ⊗ . . . ⊗ Mn → MA. In case
MA = O, we refer to such a map as a multilinear form.

Definition 2.1.5. Suppose M1, . . . , Mn, MA are all modules over a common
algebra O, and that we have an O-multilinear map F : M1 ⊗ . . . ⊗ Mn → MA.
If M ∈ Mk, we define the k-th argument contraction of F with M as the
O-linear map MykF : M1 ⊗ . . . ⊗ Mk−1 ⊗ Mk+1 ⊗ . . . ⊗ Mn → MA, given by

MykF (α ⊗ β) := F (α ⊗ M ⊗ β),

for any α ∈ M1 ⊗ . . . ⊗ Mk−1 and β ∈ Mk+1 ⊗ . . . ⊗ Mn. When writing XyF
(so without specifying the number k), we will always mean contraction with the
first argument. It should be noted that under canonical identification of tensor
products, the notion of ‘k-th argument’ depends implicitly on the particular
decomposition of the domain of F . For example, if M1 = M′

1 ⊗ M′′
1 , and we

would write the domain as M′
1 ⊗ M′′

1 ⊗ . . . ⊗ Mn, then the meaning of the k-th
argument contraction changes accordingly.

If M1 ⊗ . . . ⊗ Mn is not a zero module, then a map F : M1 ⊗ . . . ⊗ Mn → MA

is said to be non-degenerate in the k-th argument (where k ∈ {1, . . . , n}), if for
any non-zero M ∈ Mk we have that MykF is not the zero map. If the map is
non-degenerate in all of its arguments, we simply call it non-degenerate. Also
in case M1 ⊗ . . .⊗Mn is trivial, i.e. the zero module, we call F non-degenerate
by convention. Note that the notion of non-degeneracy also depends on the
chosen decomposition of the domain of F .
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2.2 Dual pairs

2.2.1 Dual pairs and inner products

Definition 2.2.1. A dual pair A consists of two modules, a primary module
M = MA and a secondary module W = WA, both over a common algebra
O = OA with ground ring K, for which moreover there exists an O-bilinear
form

〈·, ·〉A : M ⊗ W → O, M ⊗ W 7→ 〈M, W 〉,

which we refer to as the pairing of the dual pair. We call a dual pair non-
degenerate if its pairing is non-degenerate, and non-trivial if none of O, M and
W are trivial. Moreover, we will not be strict about the order of arguments
for pairings between M and W, i.e. for M ∈ M and W ∈ W, we do not
distinguish between 〈M, W 〉 and 〈W, M〉.

Remark 2.2.2. Note that for a non-degenerate dual pair, any element M ∈ M

is completely determined by the values of 〈M, W 〉 for varying W : if 〈M, W 〉 =
〈L, W 〉 for all W ∈ W, then it follows that M = L.

Definition 2.2.3. By definition, a morphism of dual pairs ρ : A → B, entails
a morphism between both their primary modules and their secondary modules,
which preserves the pairing. More specifically, it consists of the following:

• an algebra homomorphism ρ∗ : OA → OB between the underlying
algebras of A and B,

• a ρ∗-equivariant module homomorphism ρ♯ : MA → MB,

• a ρ∗-equivariant module homomorphism ρ♭ : WA → WB,

and the additional requirement that

ρ∗〈M, W 〉A = 〈ρ♯M, ρ♭W 〉B (2.1)

for all M ∈ MA and W ∈ WA. We call a morphism of dual pairs ρ surjective
(resp. injective), if ρ∗, ρ♯ and ρ♭ are all surjective (resp. injective).

Example 2.2.4. For any dual pair A, there exists a unique opposite dual pair
Aop which is given by OAop = OA, MAop = WA and WAop = MA, and such
that the pairing between elements W and M of MAop and WAop respectively,
is simply taken to be the pairing between W and M as elements of WA and
MA respectively.
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Example 2.2.5. Any module M over an algebra O, forms a dual pair together
with its dual space M∨ := HomO(M, O), i.e. the space of homomorphisms from
M to O. Because a module can be a module over several different algebras, it
should be noted that the concept of dual space depends on a specification of
which underlying algebra is meant. Note that for a non-degenerate dual pair
A, there always exists a canonical injective morphism A → (MA, M∨

A
) (where

the latter dual pair also has OA as underlying algebra).

Inner product modules

Definition 2.2.6. An important special case of a dual pair, is a dual pair of
the form (M,M), i.e. a dual pair for which the primary and secondary module
are identical. In this case, the pairing can be regarded as a bilinear form on
M. If 〈M, L〉 = 〈L, M〉 for all M, L ∈ M, we say that 〈·, ·〉 is symmetric. A
symmetric bilinear form we will call an inner product, and a module endowed
with an inner product we call an inner product module. Note that 〈·, ·〉 is an
inner product, if and only if the identity morphism ρ (i.e. ρ∗, ρ♯ and ρ♭ all
being the identity) between the dual pair (M, M) and its opposite dual pair
(cf. Example 2.2.4) yields an isomorphism.

Inner product pairs

Definition 2.2.7. By an inner product pair, we mean a dual pair endowed with
an inner product on its primary module M, i.e. a symmetric bilinear form 〈·, ·〉 :
M ⊗ M → O. This inner product thus exists alongside the similarly denoted
pairing 〈·, ·〉 : M ⊗ W → O. (It can be inferred from the whether if 〈·, ·〉 refers
to an inner product between elements from M or a pairing between elements
from M and W.) If L ∈ M and W ∈ W are such that 〈M, W 〉 = 〈M, L〉 for all
M ∈ M, then we call L and W duplicates of each other. If for every element
L ∈ M there exists a duplicate L♭ ∈ W, then we say that W duplicates M.
Likewise, if for every element W ∈ W there exists a duplicate W ♯ ∈ M, then
we say that M duplicates W. If the inner product is such that M and W

duplicate each other, we say that the inner product is duplicative. An inner
product which is both non-degenerate and duplicative, we call a musical inner
product. By a duplicative (resp. musical) pair, we mean an inner product pair
whose inner product is duplicative (resp. musical).

Proposition 2.2.8. For a duplicative pair A, there exists a unique inner
product on A’s secondary module W, which we will again denote by 〈·, ·〉, which
satisfies

〈W, V 〉 = 〈W ♯, V ♯〉, (2.2)
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for all W, V ∈ W with duplicates W ♯, V ♯ ∈ M respectively. In this way a
duplicative (resp. musical) inner product on A determines a duplicative (resp.
musical) inner product on the opposite dual pair Aop.

Proof. We will prove that taking (2.2) as definition, determines a well-defined

inner product on W. Let us suppose that W ♯
1 , W ♯

2 and V ♯
1 , V ♯

2 are different
duplicates of W and V respectively. Then we find that

〈W ♯
1 , V ♯

1 〉 = 〈W ♯
1 , V 〉 = 〈W ♯

1 , V ♯
2 〉 = 〈W, V ♯

2 〉 = 〈W ♯
2 , V ♯

2 〉.

When it comes to the final claim, it is straightforward to verify that this inner
product is duplicative if regarded as an inner product on the primary module
of Aop, and moreover that it is non-degenerate if the inner product on A is
non-degenerate.

Proposition 2.2.9. On a musical pair A there exists an isomorphism
(·)♭ : M → W, such that

〈M, L〉 = 〈M, L♭〉 = 〈L, M ♭〉, (2.3)

for all M, L ∈ M, which moreover implies that A’s pairing is non-degenerate.

On the other hand, if A is a non-degenerate dual pair and there exists an
isomorphism (·)♭ : M → W such that 〈M, L♭〉 = 〈L, M ♭〉 for all M, L ∈ M,
then there exists a unique musical inner product on A, such that (2.3) holds.

Proof. Note that from the symmetry of the inner product on M, the first
equality in (2.3) implies the second one. Now we claim that for any L ∈ M there
exists exactly one element L♭ ∈ W, such that the first equation of (2.3) holds
for all M ∈ M. We have existence because our inner product is duplicative,
and uniqueness because of non-degeneracy. Hence there exists a well-defined
bijective map (·)♭ : M → W, such that 〈M, L♭〉 = 〈M, L〉 for all M, L ∈ M.
Further we verify that:

〈M, (fL + K)♭〉 = 〈M, fL + K〉 = f〈M, L〉 + 〈M, K〉

= f〈M, L♭〉 + 〈M, K♭〉 = 〈M, fL♭ + K♭〉

for all M ∈ M, so that by the non-degeneracy of the inner product and Remark
2.2.2 it follows that (fL + K)♭ = fL♭ + K♭. So (·)♭ is an isomorphism of
O-modules. From this it also follows directly that the pairing of A is non-
degenerate as well.

Conversely, define a bilinear form on M by

〈M, L〉 := 〈M, L♭〉.
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By our assumptions, it easily follows that this bilinear form is symmetric and
thus an inner product. Its non-degeneracy is implied by the assumed non-
degeneracy of the dual pair A. Moreover, if we denote the inverse of the
isomorphism (·)♭ by (·)♯ : W → M, then by construction we have for any
L ∈ M that L♭ ∈ W satisfies 〈M, L♭〉 = 〈M, L〉 for all M ∈ M, and similarly
for any W ∈ W we have that W ♯ ∈ M satisfies 〈M, W 〉 = 〈M, W ♯〉, which
proves that the inner product is duplicative.

Definition 2.2.10. For a musical pair, we refer to the map (·)♯ and its inverse
(·)♭ as the musical isomorphisms.

2.2.2 Subpairs and quotient dual pairs

Definition 2.2.11. If we have a morphism ρ : MA → MB between modules
with inner products 〈·, ·〉A and 〈·, ·〉B respectively, and by setting ρ♭ := ρ♯ we
obtain a morphism between (MA, MA) and (MB, MB) as dual pairs, then we
call ρ a morphism of inner product modules. In formula this means

ρ∗〈M, L〉A = 〈ρ♯M, ρ♯L〉B (2.4)

for all M, L ∈ MA. We will also refer to morphisms of inner product modules
as isometries.

A morphism of inner product pairs ρ : A → B, is by definition a morphism
between A and B as dual pairs, such that at the same time ρ♯ : MA → MB

determines a isometry between inner product modules, i.e. (2.1) and (2.4) both
hold.

The following propositions and corollaries are proven rather straightforwardly,
but are nonetheless worth stating here as we will use it later on.

Proposition 2.2.12. Let A denote a dual pair. Suppose we have another dual
pair B and a surjective morphism ρ : A → B, then it holds that

〈Ker ρ♯, WA〉A ⊂ Ker ρ∗, (2.5)

〈MA, Ker ρ♭〉A ⊂ Ker ρ∗. (2.6)

On the other hand, suppose we have modules MB and WB over some algebra
OB, and suppose we have surjective homomorphisms ρ∗ : OA → OB, ρ♯ :
MA → MB and ρ♭ : WA → WB, such that (2.5) and (2.6) hold, then by
defining

〈ρ♯M, ρ♭W 〉B := ρ∗〈M, W 〉A (2.7)

we end up with a dual pair B, such that ρ becomes a surjective morphism.
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Corollary 2.2.13. Let A denote an inner product module. Suppose we have
another inner product module B and a surjective morphism ρ : A → B, then it
holds that

〈Ker ρ♯, MA〉A ⊂ Ker ρ∗. (2.8)

On the other hand, suppose we have a module MB over some algebra OB, and
surjective homomorphisms ρ∗ : OA → OB and ρ♯ : MA → MB, such that (2.8)
holds, then by defining

〈ρ♯M, ρ♯L〉B := ρ∗〈M, L〉A, (2.9)

we end up with an inner product module B, such that ρ becomes a surjective
morphism.

Corollary 2.2.14. Let A denote an inner product pair. Suppose we have
another inner product pair B and a surjective morphism ρ : A → B, then (2.5),
(2.6) and (2.8) all hold.

On the other hand, suppose we have modules MB and WB over some algebra
OB, and suppose we have surjective homomorphisms ρ∗ : OA → OB, ρ♯ :
MA → MB and ρ♭ : WA → WB, such that (2.5), (2.6) and (2.8) hold.
Then (2.7) and (2.9) determine an inner product pair A, such that ρ becomes
a surjective morphism.

Proposition 2.2.15. Let A denote a dual pair. Suppose we have another dual
pair B and an injective morphism ρ : B → A, then it holds that

〈ρ♯(MB), ρ♭(WB)〉A ⊂ ρ∗(OB). (2.10)

On the other hand, suppose we have modules MB and WB over some algebra
OB, and suppose we have injective homomorphisms ρ∗ : OB → OA, ρ♯ : MB →
MA and ρ♭ : WB → WA, such that (2.10) holds, then by defining

〈M, W 〉B := (ρ∗)−1〈ρ♯M, ρ♭W 〉A (2.11)

we end up with a dual pair B, such that ρ becomes an injective morphism.

Corollary 2.2.16. Let A denote an inner product module. Suppose we have
another inner product module B and an injective morphism ρ : B → A, then it
holds that

〈ρ♯(MB), ρ♯(MB)〉A ⊂ ρ∗(OB). (2.12)

On the other hand, suppose we have a module MB over some algebra OB, and
suppose we have injective homomorphisms ρ∗ : OB → OA and ρ♯ : MB → MA,
such that (2.12) holds, then by defining

〈M, L〉B := (ρ∗)−1〈ρ♯M, ρ♯L〉A (2.13)
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we end up with an inner product module B, such that ρ becomes an injective
morphism.

Corollary 2.2.17. Let A denote an inner product pair. Suppose we have
another inner product pair B and an injective morphism ρ : B → A, then
(2.10) and (2.12) both hold.

On the other hand, suppose we have modules MB and WB over some algebra
OB, and suppose we have injective homomorphisms ρ∗ : OB → OA, ρ♯ : MB →
MA and ρ♭ : WB → WA, such that (2.10) and (2.12) both hold, then (2.11)
and (2.13) determine an inner product pair B, such that ρ becomes an injective
morphism.

Remark 2.2.18. Note that Proposition 2.2.15 and its corollaries always apply
in case that OB is a subalgebra of OA (of course over the same ground ring),
and MB and WB (if present) are submodules of MA and WA respectively.

Definition 2.2.19. Let A be a dual pair. Another dual pair B is said to be
a subpair of A, if OB is a subalgebra of A, MB and WB are submodules of
MA and WA respectively, and the pairing 〈·, ·〉B : MB ⊗OB

WB → OB is
inherited from A, i.e. 〈M, W 〉B = 〈M, W 〉A for all M ∈ MB and W ∈ WB.
In other words, there exists an injective morphism of dual pairs from B to A,
which is given by inclusion maps. A subpair B of A is called an ideal subpair
if moreover holds that OB is an ideal of OA, and MB and WB are such that
〈MB, WA〉A ⊂ OB, 〈MA, WB〉A ⊂ OB, and furthermore OBMA ⊂ MB and
OBWA ⊂ WB. Moreover, in the particular case that MB is spanned by
OBMA and WB is spanned by OBWA, then we call B an ordinary subpair.

Assume now that A is an inner product module. Then an inner product module
B is said to be an inner product submodule of A, if B is a subpair of A when
regarded as dual pairs. This is equivalent to saying that there exists an injective
isometry from B to A given by the inclusion maps. An inner product submodule
B of A is called an ideal submodule, if it is an ideal subpair of A when both are
regarded as dual pairs. This is equivalent with requiring that 〈MB, MA〉A ⊂
OB and OBMA ⊂ MB. Like before, if MB is spanned by OBMA, then MB

is called an ordinary submodule.

Finally, if A is an inner product pair, then B is called an (ideal) inner product
subpair of A if it is an (ideal) subpair of A if regarded from the viewpoint
of dual pairs, and an (ideal) inner product submodule of A if regarded from
the viewpoint of inner product modules. Again, B is called an ordinary inner
product subpair if it is ordinary as a subpair.

The following lemma is an obvious observation, but will be of use later on.
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Lemma 2.2.20. Suppose A is a dual pair endowed with an inner product, and
B a subpair of A, but over the same algebra as A (i.e. OB = OA). If MA

duplicates WA and MB = MA, then MB also duplicates WB, and likewise if
WA duplicates MA and WB = WA, then WB also duplicates MB.

2.2.21. A subpair B of an inner product pair A is an inner product pair itself
with its inner product inherited from A. On the other hand, if A is a musical
pair, then any inner product submodule B of the primary module of A yields
an inner product subpair of A by setting WB = (MB)♭ and defining its pairing
through

〈M, L♭〉B = 〈M, L〉B, (2.14)

for M, L ∈ MB. Furthermore, such an inner product submodule is an ideal
submodule, if and only if its associated subpair is an ideal subpair.

Definition 2.2.22. Given a dual pair A and an ideal OB ⊂ OA, then the
subpair B with primary module

MB := {M ∈ MA : 〈M, W 〉 ∈ OB for all W ∈ WA}

and secondary module

WB := {W ∈ WA : 〈M, W 〉 ∈ OB for all M ∈ MA}

will be called the maximal ideal subpair over the algebra OB.

For an inner product module A, we define the maximal ideal submodule to be
the submodule

MB := {M ∈ MA : 〈M, L〉 ∈ OB for all L ∈ MA}.

Remark 2.2.23. Note that a maximal ideal subpair over OB will contain any
other ideal subpair over OB. It is also clear that it satisfies OBMA ⊂ MB and
OBWA ⊂ WB, as well as OAMB ⊂ MB and OAWB ⊂ WB. Furthermore, it
should be noted that when A is a musical pair, then any maximal ideal subpair
also determines a maximal ideal submodule, and vice versa.

Definition 2.2.24. By an ordinary dual pair, we mean a dual pair for which
any maximal ideal subpair is an ordinary subpair. We define an ordinary inner
product module and an ordinary inner product pair similarly.

Definition 2.2.25. Given a dual pair A and an ideal subpair B of A, we
define the quotient dual pair A/B by OA/B := OA/OB, MA/B := MA/MB,
WA/B := WA/WB and

〈M + MB, W + WB〉A/B := 〈M, W 〉A + OB. (2.15)
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Remark 2.2.26. Note that (2.15) is well-defined, as this follows directly
from Proposition 2.2.12 and the requirement that 〈MB, WA〉A ⊂ OB and
〈MA, WB〉A ⊂ OB. The quotient maps ρ∗ : OA → OA/OB, ρ♯ : MA →
MA/MB and ρ♭ : WA → WA/WB, form together a surjective morphism of
dual pairs ρ : A → A/B.

Proposition 2.2.27. If the quotient dual pair A/B is non-trivial, then it is
non-degenerate if and only if B is a maximal ideal subpair.

Proof. Note that A/B being non-degenerate is equivalent to saying: 〈M, W 〉 ∈
OB for all M ∈ MA implies W ∈ WB, and likewise when the roles of MA

and WA are switched. But this is exactly the case when B is a maximal ideal
subpair.

The following corollary is obtained by applying the previous observations to
the special case of inner product modules.

Corollary 2.2.28. Given an inner product module A and an ideal submodule
B of A, we define the quotient inner product module A/B by OA/B := OA/OB

and MA/B := MA/MB, and

〈M + MB, L + MB〉A/B := 〈M, L〉A + OB.

The quotient maps ρ∗ : OA → OA/OB and ρ♯ : MA → MA/MB, form together
a surjective morphism of inner product modules ρ : A → B/A. Furthermore,
if A/B is non-trivial, then it is non-degenerate if and only if B is a maximal
ideal submodule.

Remark 2.2.29. Note that in case B is a maximal ideal subpair, the quotient
dual pair (or quotient inner product module) A/B is non-degenerate even if
A isn’t non-degenerate. Hence, by letting OB = {0}, we obtain a recipe for
turning a degenerate dual pair (or inner product module) into a non-degenerate
one.

2.2.30. Similarly as in Definition 2.2.25 and Corollary 2.2.28, if A is an inner
product pair and B an ideal inner product subpair, then we may form the
quotient inner product pair A/B, whose structure as dual pair is induced by
A/B as quotient of dual pairs, and whose structure as inner product module is
induced by A/B as quotient of inner product modules. Also, the quotient map
of dual pairs A → A/B now becomes a surjective morphism of inner product
pairs.

Proposition 2.2.31. If A is a duplicative inner product pair, and B is an
ideal subpair of A, then A/B is a duplicative pair as well.
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Proof. For any L + MB ∈ MA/B, we have that

〈M + MB, L + MB〉A/B = 〈M, L〉A + OB

= 〈M, L♭〉A + OB = 〈M + MB, L♭ + WB〉A/B,

for all M +MB ∈ MA/B, where L♭ denotes a duplicate of L in A. Hence WA/B

duplicates MA/B. Likewise, for an element W + WB ∈ WA/B, we have that

W ♯ +MB yields a duplicate of W +WB. Hence A/B is indeed duplicative.

Corollary 2.2.32. If A is a duplicative pair and B is a maximal ideal subpair
of A, then the quotient dual pair A/B is a musical pair.

Proof. This follows directly from Corollary 2.2.28 and Proposition 2.2.31.

2.2.3 Projections on inner product modules

Definition 2.2.33. Throughout the following, we adopt a convention that can
be described as follows: given a dual pair A and an ideal subpair B, we say
that a certain property holds modulo B, if the property holds for the inherited
structure on A/B, and likewise in the case of inner product modules and inner
product pairs. More concretely, we say for instance that a dual pair A is non-
degenerate modulo an ideal subpair B, if 〈M, W 〉A ∈ OB for all M ∈ MA

implies W ∈ WB, and likewise if the roles of primary and secondary module
are reversed (provided that A/B is non-trivial).

Definition 2.2.34. Let us be given an inner product module A and another
submodule of A over the same algebra OA, which we formally denote by A⊤.
If a module morphism (·)⊤ : A → A⊤ is such that for some ideal OB of OA it
holds for all M, L ∈ MA that

〈M, L⊤〉 − 〈M, L〉 ∈ OB, (2.16)

then we call it a projection of A onto A⊤ modulo OB. If OB = {0}, we call it
simply a projection. Note that a projection (·)⊤ : A → A⊤ modulo OB is, in
the sense of 2.2.33, a projection modulo B, for any ideal submodule B having
OB as its underlying algebra. Given a projection (·)⊤ : A → A⊤ modulo OB,
we define the orthogonal complement to A⊤ modulo OB as the submodule A⊥

over OA where

MA⊥ := {M ∈ MA : 〈M, L〉 ∈ OB for all L ∈ MA⊤}.
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Furthermore, a projection modulo OB like above, gives rise to an orthogonal
projection (·)⊥ : A → A

⊥ modulo OB, given by

M⊥ := M − M⊤. (2.17)

It follows straightforwardly that the image of MA lies indeed in MA⊥ .

Theorem 2.2.35. Let A be a non-degenerate inner product module, A⊤ a
submodule of A over the same algebra, and B a maximal ideal submodule of
A⊤. If there exist a projection (·)⊤ : A → A⊤ modulo OB, then this projection
must be unique modulo B. Furthermore, this projection is a retraction (also
called left inverse) of the natural inclusion A⊤ → A, modulo B.

Proof. What we mean by unique modulo B, is that the composition of the
projection with the quotient map ρ : A

⊤ → A
⊤/B is uniquely determined.

So suppose now that we have two such projections modulo OB, and write φ
for their difference (i.e. φ♯ : MA → MA⊤ is the difference between the two
module projections, whereas φ∗ is just the identity on the underlying algebra).
Then it follows that 〈φM, L〉 ∈ OB for all L ∈ MA⊤ , from which follows that
φM ∈ MB, because B was assumed to be a maximal ideal submodule of A⊤.
But then the composition of φ with ρ will be the zero map, which proves the
statement.

The additional statement is equivalent to saying that M⊤ − M ∈ MB for all
M ∈ MA⊤ , which is clearly the case as 〈M⊤−M, L〉 ∈ OB for all L ∈ MA⊤ .

2.3 Derivations

Definition 2.3.1. A map d : O → M from a K-algebra O to an O-module M

is called a K-linear algebra derivation, if it is a K-linear map which satisfies the
Leibniz rule:

d(fg) = g df + f dg. (2.18)

We denote the space of all K-linear algebra derivations from O to M by
DerK(O, M) or just Der(O, M) if there is no confusion about the intended ring.
The module M is possibly an algebra P for which there exists a homomorphism
φ : O → P , thus making P into an O-module. If M = O, and φ is just the
identity, then we call the elements of this space simply derivations on O, and
we denote this space as DerK(O) or simply Der(O).

Lemma 2.3.2. Given a dual pair, then a derivation

d ∈ Der(O, W), f 7→ df,
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gives rise to a map

d ∈ HomO(M, Der(O)), X 7→ dX .

Proof. For X ∈ M, let us define dX : O → O by dXf := 〈X, df〉. This
expression is certainly O-linear in the argument X , and it is moreover a
derivation as we have that

dX(fg) = 〈X, d(fg)〉 = 〈X, fdg + gdf〉

= f〈X, dg〉 + g〈X, df〉 = fdXg + gdXf.

Definition 2.3.3. More generally, if N is an O-module, then a K-linear module
derivation on N over an algebra derivation d ∈ DerK(O), is by definition a K-
linear map D : N → N for which the following Leibniz rule holds:

D(fV ) = df V + f D V, (2.19)

where f ∈ O and V ∈ N. We denote the space of all such module derivations
over a derivation d by Derd(N).

Proposition 2.3.4. If N is an O-module, and d a derivation on O, then
Der(N) is an O-module as well, where scalar multiplication is given by

(h D)f := h(D f) (2.20)

for h, f ∈ O and D ∈ Derd(N). In particular, if D is a derivation on N over
d ∈ Der(O), then for g ∈ O we have that g D is a derivation on N over g d.

Proof. First we note that Der(O) is a module over O, where scalar multiplica-
tion is defined similarly as in (2.20) (this could also be proven by first adapting
the following proof to the special case that N = O). The space Der(N) clearly
possesses an additive structure under addition of linear maps. Furthermore, if
D is a module derivation on N over d ∈ Der(O), then we have that

(g D)(fV ) = g(D(fV )) = g(df V + f D V )

= g(df) V + fg D V = (g d)f V + f(g D)V,

so that g D is a derivation on N over g d.
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Proposition 2.3.5. Suppose we have two derivations in Der(N), which we
formally denote by DX and DY , which on its turn are derivations over dX

and dY in Der(O). Then we may compose DX and DY to get another map
DX DY : N → N. This composition is distributive with respect to addition,
and moreover satisfies

DX(f DY ) = (dXf) DY +f DX DY

for all f ∈ O and DX , DY ∈ Der(N).

Proof. First, we have that

DX(DY + DZ)V = DX(DY V + DZV )

= DX DY V + DX DZV = (DX DY + DX DZ)V, (2.21)

and likewise we find that

(DX + DY ) DZ = DX DZ + DY DZ .

Next, we have that

DX(f DY )V = DX(f DY V )

= dXf DY V + f DX DY V = (dXf DY +f DX DY )V. (2.22)

In general, the composition of two derivations on a module fails to be a
derivation itself. The following proposition tells us that the commutator of
DX and DY really is a derivation.

Proposition 2.3.6. Given DX , DY ∈ Der(N), let us define their commutator
[DX , DY ] as the map from N to N, given by

[DX , DY ]V = DX DY V − DY DX V. (2.23)

Then, for derivations DX , DY ∈ Der(N) over algebra derivations dX , dY ∈
Der(O), we have that their commutator [DX , DY ] is a derivation on N over
the commutator [dX , dY ] ∈ Der(O).
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Proof. We have

[DX , DY ](fV ) = DX(dY f V + f DY V ) − DY (dXf V + f DXV )

= dXdYf V + dYf DXV + dXf DY V + f DX DY V

− dY dXfV − dXf DY V − dYf DXV − f DY DXV

= dXdYf V + f DX DY V − dY dXfV − f DY DXV

= [dX , dY ]f V + f [DX , DY ]V,

showing that [DX , DY ] is a derivation on N over the algebra derivation [dX , dY ].

Theorem 2.3.7. The derivation space DerK(N), equipped with the above
commutator bracket [·, ·], forms a Lie algebra over K.

Proof. We will respectively show that the Lie-bracket is K-linear, alternating
and that it satisfies the Jacobi identity.

K-linear: the bracket is right-additive because

[DX , DY + DZ ] = DX(DY + DZ) − (DY + DZ) DX

= DX DY − DY DX + DX DZ − DZ DX = [DX , DY ] + [DX , DZ ].

Similarly one shows that the bracket is left-additive. The bracket is obviously
linear over K, because the derivations are so.

Alternating: [DX , DX ] = DX DX − DX DX = 0. In particular this implies that
[DX , DY ] = −[DY , DX ].

Jacobi-identity: We have to show that [DX , [DY , DZ ]] + [DY , [DZ , DX ]] +
[DZ , [DX , DY ]] equals 0. Noting that the expression is a cyclic sum, it can
be written as

cycl
∑

[DX , [DY , DZ ]]

=

cycl
∑

DX DY DZ − DX DZ DY − DY DZ DX + DZ DY DX ,

where the summations are taken cyclically over DX , DY and DZ .
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Because we have

cycl
∑

DX DY DZ =

cycl
∑

DY DZ DX and

cycl
∑

DX DZ DY =

cycl
∑

DZ DY DX ,

it follows that this expression equals 0.

Proposition 2.3.8. Given a derivation DX ∈ Der(N) over dX ∈ Der(O),
then the adjoint map

adDX
: Der(N) → Der(N), DY 7→ [DX , DY ]

is a derivation on Der(N) over dX .

Proof. Using Proposition 2.3.5, we obtain:

adDX
(f DY ) = [DX , f DY ] = DX(f DY ) − f DY DX

= dXf DY +f DX DY −f DY DX

= dXf DY +f [DX , DY ] = dXf DY +f adDX
DY .

Remark 2.3.9. From the above we also deduce that for derivations DX and
DY over dX and dY , and f, g ∈ O, we have that:

[f DX , g DY ] = fg[DX , DY ] + fdXg DY −gdY f DX . (2.24)

2.4 Rinehart spaces

Definition 2.4.1. By a Lie-Rinehart algebra (cf. [15]), we mean an object
consisting of the following data:

• an algebra O over a ring K,

• a Lie algebra M over K, which is also a module over O,

• an O-linear map d given by

d : M → Der(O), X 7→ dX ,

such that for all X ∈ M the adjoint map

adX : M → M, Y 7→ [X, Y ]

is a derivation on M over dX .
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2.4.2. The last condition of Definition 2.4.1 is equivalent to saying that

[X, fY ] = dXf Y + f [X, Y ], (2.25)

for all X, Y ∈ M and f ∈ O. The map d : M → Der(O) is commonly referred
to as the anchor map. We may also regard it as a map d : O → M∨, f 7→ df,
which is implicitly determined by requiring 〈X, df〉 = dXf , where 〈·, ·〉 stands
for the natural pairing between M and M∨. Regarded from this viewpoint, we
refer to d as the differential operator.

Definition 2.4.3. By a non-degenerate Rinehart space, we mean a dual pair
A whose primary and secondary module we denote by X = XA and Ω =
ΩA respectively, and for which there exists a d ∈ Der(O, Ω), such that the
associated map d ∈ HomO(X, Der(O)) (cf. Lemma 2.3.2) turns O and X into a
Lie-Rinehart algebra. Furthermore we impose the following extra conditions:

1. X and Ω are finite-dimensional modules over O,

2. Ω is spanned by the image of the map d : O → Ω, and

3. the pairing between X and Ω is non-degenerate.

In the following, by a Rinehart space we will always mean a non-degenerate
Rinehart space. In occasions that all but the last of the extra conditions
(the one on non-degeneracy) is satisfied, we will call it explicitly a degenerate
Rinehart space.

We will use the following terminology to denote the components of a Rinehart
space: we refer to O as its function space, X as its tangent space, Ω as its
cotangent space and d : O → Ω as the differential operator. Elements of
O, X and Ω are respectively referred to as functions, (tangent) vector fields
and differential 1-forms. It should be remarked that this is all just formal
terminology, as in some examples the elements of O in strict sense are not
functions, and similarly for X and Ω.

2.4.4. The second of the extra requirements above, means that the only linear
subspace of Ω containing df for each f ∈ O, is the space Ω itself. Recall that
for any O-module, one can construct the smallest submodule containing some
set V by taking the submodule of finite linear combinations of elements from V .
Hence, by the last requirement, any differential 1-form ω ∈ Ω can be written as
a finite linear combination of differentials, i.e. ω = g1df1 + . . . + gndfn, where
fi, gi ∈ O, and n is a positive integer depending on ω.

It should be noted that among the statements we are going to prove, there are
quite some which do not depend on (all) the three extra requirements. However,
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although some theoretical results indeed remain valid under less restrictive
conditions, the above requirements will turn out to be quite naturally satisfied
for the particular examples of Rinehart spaces we aim to cover.

Definition 2.4.5. A morphism of (possibly degenerate) Rinehart spaces
ρ : A → B, by definition consists of a morphism of the underlying dual pairs
(XA, ΩA) and (XB, ΩB) (cf. Definition 2.2.3), such that ρ♯ : XA → XB is
moreover a Lie algebra homomorphism, and the following diagram commutes:

OA ΩA

OB ΩB

dA

ρ∗
ρ♭

dB

2.4.6. The kernel of the differential operator d yields a subalgebra of O. We
refer to the elements in this kernel as constant functions. If O is a unital
algebra, then it follows that 1 ∈ O is a constant function, for we have that
d(1) = d(1 · 1) = 1 d(1) + 1 d(1) = d(1) + d(1), so that subtracting d(1) from
both sides yields d(1) = 0. Note that if O is a unital algebra over K, then K

forms a subalgebra of O, and because d is assumed to be K-linear it follows
that any element of K gives rise to a constant function in O. Regardless of the
ground ring, we have that any integer multiple of 1 ∈ O must be a constant
function.

Definition 2.4.7. Suppose we have a Rinehart space A and some module N

over OA. An affine connection (or connection for short) on N over A is by
definition an OA-linear map

∇ : X → Der(N), X 7→ ∇X ,

such that ∇X is a derivation on N over dX ∈ Der(O), where d = dA denotes
the differential operator of the Rinehart space A. In such case, N is called
an affinely connected module over A. In particular, a connection satisfies the
property

∇X(fN) = dXf N + f∇XN, (2.26)

where X ∈ XA, N ∈ N and f ∈ OA.

Definition 2.4.8. Let NA and NB be affinely connected modules over A

and B, with connections ∇A and ∇B respectively. We call Φ : NA → NB a
morphism of affinely connected modules, if there exists a associated underlying
morphism of Rinehart spaces φ : A → B such that

Φ(∇A

XA
NA) = ∇B

XB
NB,

where XA ∈ XA, NA ∈ NA and XB ∈ XB, NB ∈ NB are their images under
the map φ♯ and Φ respectively.



24 SUBMANIFOLD THEORY WITH RINEHART SPACES

The following is a straightforward observation that we will use later on.

Proposition 2.4.9. Let A be a Rinehart space, and N an affinely connected
module over A. If N′ is another OA-module which is isomorphic with N, then a
connection on N′ exists such that the isomorphism between N and N′ becomes
an isomorphism of affinely connected modules.

Definition 2.4.10. To any affinely connected module N over a Rinehart space
A, one can associate a so-called curvature tensor, which is an OA-linear map
R : X ⊗ X ⊗ N → N given by

R(X, Y )Z = [∇X , ∇Y ]Z − ∇[X,Y ]Z. (2.27)

Here, R(X, Y ) : N → N stands for the OA-linear map which more formally
could be described as (X ⊗ Y )yR, where R is regarded as a tensor map R :
(X ⊗ X) ⊗ N → N (cf. Definition 2.1.5). The claim that R is a tensor actually
requires a proof.

Proposition 2.4.11. The operator R defined by (2.27) is a tensor.

Proof. To see that R is tensorial in Y (and by a likewise argument also in X),
note that

[∇X , f∇Y ] = f [∇X , ∇Y ] + dXf ∇Y

and that from [X, fY ] = f [X, Y ] + dXf Y it follows that

∇[X,fY ] = f∇[X,Y ] + dXf ∇Y .

Hence we have that

[∇X , f∇Y ] − ∇[X,fY ] = f · ([∇X , ∇Y ] − ∇[X,Y ]).

To see that R is tensorial in Z, recall that by Proposition 2.3.6 we have that
[∇X , ∇Y ] is a derivation over d[X,Y ], and because ∇[X,Y ] is also a derivation
over d[X,Y ], it follows that the difference between [∇X , ∇Y ] and ∇[X,Y ] becomes
OA-linear.

Definition 2.4.12. In case the curvature tensor associated to a connection is
just the zero tensor, then we call it a flat connection.

Definition 2.4.13. A covariant derivative on a Rinehart space A is by
definition a connection on its tangent space X = XA over A itself, i.e. an
OA-linear map ∇ : X → Der(X), such that ∇X is a derivation over dX . A
covariant derivative is called symmetric if

[X, Y ] = ∇XY − ∇Y X (2.28)

for all X, Y ∈ X.
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Definition 2.4.14. If A is a Rinehart space and B = (M, W) is a dual pair
over OA, then an affine connection on B over A consists by definition of a
connection on M over A and a connection on W over A, both of which we
denote by ∇ = ∇B. We call this connection compatible with the pairing, if it
holds that

dX〈M, U〉B = 〈∇XM, U〉B + 〈M, ∇XU〉B,

for all X ∈ XA, M ∈ M, W ∈ W and where d denotes the differential operator
associated to A. For the special case that M = W, i.e. if B is an inner product
module, a similar formula applies, in which case we say that the connection is
compatible with the inner product.

2.4.1 First examples

Example 2.4.15. Any smooth n-dimensional real manifold M gives rise to a
Rinehart space where K = R, O is the space C∞(M) of smooth functions on
M and X is the space C∞(M, T M) of smooth vector fields on M , by which
we mean the smooth sections of the tangent bundle of M , and Ω the space
C∞(M, T ∗M) of smooth differential 1-forms on M . If M is an analytic manifold,
one may restrict O to the space of analytic functions Cω(M) and X and Ω to
the space of analytic vector fields Cω(M, T M) and analytic differential 1-forms
Cω(M, T ∗M), respectively. In both cases the dimension of this Rinehart space
will be n.

Example 2.4.16. On a complex n-dimensional manifold M , we may take K =
C, O = H0(M), the space of holomorphic functions on M , X = H0(M, T M),
the space holomorphic vector fields on M , i.e. the holomorphic sections of
the holomorphic tangent bundle T M , and Ω = H0(M, T ∗M), the space of
holomorphic differential 1-forms. This will give an n-dimensional Rinehart
space. Regarding M as a smooth real 2n-dimensional manifold, it is also
possible to let O = C ⊗ C∞(M), the complex-valued smooth functions on
M , X = C∞(M,C ⊗ T M), the smooth sections of the complexified tangent
bundle of M , and Ω = C∞(M,C ⊗ T ∗M). This gives a Rinehart space which
is 2n-dimensional.

Example 2.4.17. Many other examples are obtained by varying the ground
ring K, and picking a suitable class of functions with respect to the ground ring
chosen. For example, in a similar way as in Example 2.4.16, we may construct
Rinehart spaces corresponding to paraholomorphic or paracomplex manifolds.
These resemble the Rinehart spaces of the previous example, except that the
ground ring is in this case the ring of split-complex numbers, with function
space and derivation space adapted accordingly (e.g. [7]). Perhaps another
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example worth mentioning is the case where K is the field of p-adic numbers
(e.g. [27]).

Example 2.4.18. As remarked before, the ‘function space’ O does not need to
consists of functions in a strict sense. For example, given a smooth real manifold
M , one could consider functions that are smooth on a dense open subset
of M , and then let O consist of equivalence classes of functions, where two
functions are regarded equivalent if they coincide on a dense open subset. Other
examples include the space of multivariate formal power series or multivariate
polynomials over a ring K. In the case of multivariate polynomials over R or C,
the resulting Rinehart space is not that different from certain Rinehart spaces
described in Example 2.4.15 and 2.4.16, except that the function space O is
now restricted to only polynomial functions. But for example for the finite field
Fq, we have that the polynomial ring Fq[x1, . . . , xn] cannot be embedded in the
space of functions from Fn

q to Fq. As will be become clear later on, Rinehart
spaces also provide a framework to do Riemannian geometry with a finite field
as ground ring.

2.4.2 Riemannian Rinehart spaces

Definition 2.4.19. By a Riemannian metric on a Rinehart space A, we simply
mean an inner product on its tangent space X, i.e. a symmetric bilinear map
〈·, ·〉 : X ⊗O X → O. We call the resulting inner product pair to which this
leads, a Riemmanian Rinehart space. By a musical (resp. non-degenerate,
duplicative) Riemannian metric, we mean a Riemannian metric which is musical
(resp. non-degenerate, duplicative) as inner product on the dual pair A.

Definition 2.4.20. By a morphism (or isometry) of Riemannian Rinehart
spaces ρ : A → B, we mean a morphism of Rinehart spaces preserving the
Riemannian metric, i.e. ρ♯ : XA → XB should be an isometry.

Definition 2.4.21. Given a musical Riemannian Rinehart space, we define
the gradient as the map d♯ : O → X, given by d♯f := (df)♯. By construction,
it is the unique derivation in X such that 〈d♯f, X〉 = dXf for all X ∈ X (see
Proposition 2.2.9 and Definition 2.2.10).

2.4.22. It should be noted that for a musical Riemannian Rinehart space, the
gradients must necessarily span the entire space X, i.e. if a linear subspace of
X contains d♯f for each f ∈ O, then it is the whole space X.

Definition 2.4.23. Let A be a Riemannian Rinehart space and let ∇ be a
symmetric covariant derivative on A. We call ∇ a Levi-Civita connection if it
is moreover compatible with the Riemannian metric on X, i.e. if

dX〈Y, Z〉 = 〈∇XY, Z〉 + 〈Y, ∇XZ〉, (2.29)
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for all X, Y, Z ∈ X. A Riemannian Rinehart space endowed with a Levi-Civita
connection, we briefly call a Levi-Civita Rinehart space.

Proposition 2.4.24. On a musical Riemannian Rinehart space, any affine
connection on the tangent space X is naturally transferable to an affine
connection on the cotangent space Ω, such that the musical isomorphisms
become isomorphisms of affinely connected modules over A, i.e.

∇XY ♭ = (∇XY )♭ or equivalently ∇Xω♯ = (∇Xω)♯

where X, Y ∈ X and ω ∈ Ω. Moreover, if the affine connection on X is
compatible with the Riemannian metric, then the affine connections on X and
Ω together are compatible with their pairing in the sense of Definition 2.4.14.

Proof. The first part follows directly from Proposition 2.4.9. For the second
claim, we calculate

dX〈Y, ω〉 = dX〈Y, ω♯〉 = 〈∇XY, ω♯〉 + 〈Y, ∇Xω♯〉

= 〈∇XY, ω〉 + 〈Y, (∇Xω)♯〉 = 〈∇XY, ω〉 + 〈Y, ∇Xω〉.

The following theorem is in a sense a generalization of the fundamental theorem
of Riemannian geometry, which says that on every Riemannian manifold there
exists a unique Levi-Civita connection.

Theorem 2.4.25. Let A be a Riemannian Rinehart space, and suppose that
2 is a unit in K. If the Riemannian metric is non-degenerate, then any Levi-
Civita connection on A is necessarily unique. If the Riemannian metric is
moreover duplicative and (XA, ΩA) is isomorphic with (XA,X∨

A
) as dual pairs,

then a Levi-Civita connection on A certainly exists.

Proof. To prove the first claim, assume that we have a Levi-Civita connection
∇. Using that the inner product is symmetric and that ∇ is compatible with
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the inner product, we find the following equations:

cycl
∑

dX〈Y, Z〉 =

cycl
∑

〈∇XY, Z〉 + 〈∇XZ, Y 〉

=

cycl
∑

〈∇XY, Z〉 +

cycl
∑

〈∇Y X, Z〉

cycl
∑

〈X, [Y, Z]〉 =

cycl
∑

〈X, ∇Y Z − ∇ZY 〉

=

cycl
∑

〈∇XY, Z〉 −

cycl
∑

〈∇Y X, Z〉.

Summing the equations above, we see that

cycl
∑

(

dX〈Y, Z〉 + 〈X, [Y, Z]〉
)

= 2

cycl
∑

〈∇XY, Z〉

= 2
(

〈∇XY, Z〉 + 〈∇Y Z, X〉 + 〈∇ZX, Y 〉
)

= 2
(

〈∇XY, Z〉 + dZ〈X, Y 〉 + 〈X, [Y, Z]〉
)

,

so that

〈∇XY, Z〉 =
1

2

cycl
∑

(

dX〈Y, Z〉 + 〈X, [Y, Z]〉
)

− dZ〈X, Y 〉 − 〈X, [Y, Z]〉. (2.30)

Now if ∇̃ would be another Levi-Civita connection, it would have to satisfy
the above equation for the same reasons. Hence by the additivity of the inner
product, we find that for any X , Y and Z in X, we have

〈∇XY − ∇̃XY, Z〉 = 0.

Because 〈·, ·〉 is non-degenerate, this can only hold if ∇XY = ∇̃XY for any
X and Y , which proves uniqueness. To prove existence, consider the map
∇♭ : X × X → Ω, implicitly defined by

〈∇♭
XY, Z〉 =

1

2

cycl
∑

(

dX〈Y, Z〉 + 〈X, [Y, Z]〉
)

− dZ〈X, Y 〉 − 〈X, [Y, Z]〉, (2.31)

where ∇♭
XY stands for (∇♭Y )X . A straightforward calculation shows that the

above expression is K-linear in Y and O-linear in X and Z. Furthermore, one
verifies that

〈∇♭
X(fY ), Z〉 = f 〈∇♭

XY, Z〉 + dXf 〈Y, Z〉,
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i.e. we have ∇♭
X(fY ) = f ∇♭

XY +dXf Y ♭. Now define ∇ to be the composition
of ∇♭ with the musical isomorphism (·)♯ : Ω → X, i.e.

∇XY = (∇♭
XY )♯

for all X, Y ∈ X. The map ∇ : X×X → X then satisfies (2.26), and hence can be
regarded as a covariant derivative ∇ : X → Der(X). By its very construction it
also satisfies (2.30), so that it becomes straightforward to verify that 〈∇XY, Z〉+
〈∇XZ, Y 〉 = dX〈Y, Z〉 and 〈∇XY, Z〉 − 〈∇Y X, Z〉 = 〈[X, Y ], Z〉, implying that
∇XY − ∇Y X = [X, Y ].

Remark 2.4.26. The condition that 2 is a unit in K is not strictly necessary
for the existence of a Levi-Civita connection. As we will see soon, there are
Rinehart spaces for which 2 is not a unit in K, but which do posses a Levi-
Civita connection. We do not know, however, if Theorem 2.4.25 still holds
if the condition that 2 is a unit in K is dropped altogether. Another rightful
question unanswered here, is whether the condition that (XA, ΩA) is isomorphic
with (XA,X∨

A
) could be loosened.

Definition 2.4.27. We refer to the curvature tensor associated to a Levi-Civita
connection (see 2.4.10) as the Riemann tensor. We say that a Rinehart space
with a Levi-Civita connection ∇ has constant sectional curvature c ∈ K, if its
Riemann tensor satisfies

R(X, Y )Z = c (〈Y, Z〉X − 〈X, Z〉Y ). (2.32)

for any X, Y, Z ∈ X. A Rinehart space with constant sectional curvature is
called a space form.

2.4.3 Quotient Rinehart spaces

2.4.28. In this part we will give a description of submanifolds in the framework
of Rinehart spaces. In this setting, we regard an embedding of manifolds
from the perspective of the associated homomorphism between their algebras
of functions, namely the restriction of functions on the ambient manifold
to functions on the submanifold. If we restrict the function space of the
submanifold to those functions that are thus obtained from a function on the
ambient space, then the interrelating homomorphism is surjective. Recall that
when we have a surjective homomorphism of K-algebras ρ∗ : OA → OC, then
the isomorphism theorem of algebra homomorphisms says that OB := Ker ρ∗

is an ideal, and that OC is isomorphic with OA/OB. Hence, in the setting
of Rinehart spaces, the study of submanifolds is translated to the study of
quotient homomorphisms between their function spaces, as well as the related
morphisms between their (co)tangent spaces.
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Theorem 2.4.29. Suppose A is a (possibly degenerate) Rinehart space and B a
maximal ideal subpair of A, such that XB is a Lie ideal of XA (but possibly with
different underlying algebra) and dOB ⊂ ΩB. Then by defining the differential
operator dA/B : OA/B → ΩA/B as

dA/B(f + OB) := dAf + ΩB, (2.33)

the quotient pair A/B becomes a Rinehart space, and the quotient map of dual
pairs ρ : A → A/B becomes a surjective morphism of (possibly degenerate)
Rinehart spaces.

Proof. Because XB is a Lie ideal of XA, this means that [XB,XA] ⊂ XB, and
thus on the primary module XA/XB of A/B, a Lie algebra structure is induced
by

[X + XB, Y + XB]A/B = [X, Y ]A + XB.

By taking (2.33) as definition for the differential operator, one verifies that a.o.
(2.25) will be satisfied, and hence turns A/B into a Rinehart space, such that
the quotient map is a surjective morphism.

The commutative diagram displayed here, will be helpful in discussing the
notion of quotient Rinehart spaces.

B⊤
0 = (X⊤

B
, Ω0

B
) A⊥ = (XA, Ω⊥

A
) C⊥

⊥ = (X⊥
C

, Ω⊥
C

)

B0
0 = (X0

B
, Ω0

B
) A = (XA, ΩA) C = (XC, ΩC)

B0
⊥ = (X0

B
, Ω⊥

B
) A⊤ = (X⊤

A
, ΩA) C⊤

⊤ = (X⊤
C

, Ω⊤
C

)

ρ

ρ

ρ

Table 2.1

Let A be a Rinehart space and OB an ideal of OA. By Ω⊥
A

we denote the span
of dOB over the algebra OA, i.e. the span of all differentials df with f ∈ OB.
We let X

⊤
A

denote the submodule of XA given by

X
⊤
A

:= {X ∈ XA : 〈X, Ω⊥
A〉 ⊂ OB}.

In other words, X
⊤
A

is given by all tangent vector fields X ∈ XA such that
dXOB ⊂ OB. Geometrically, one can think of X

⊤
A

as those tangent vector
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fields on the surrounding space, which at the variety defined by OB are tangent.
Furthermore we define

X
0
A

:= {X ∈ XA : 〈X, ΩA〉 ⊂ OB},

Ω0
A

:= {ω ∈ ΩA : 〈XA, ω〉 ⊂ OB}.

Geometrically, one can think of these two modules as the modules of vector
fields and differential 1-forms that vanish at the variety.

Furthermore, we let XB, X
⊤
B

, X
0
B

, ΩB, Ω⊥
B

and Ω0
B

be the same modules as
the ones with subscript A, but now regarded as modules over the algebra
OB. By this construction, it is easy to verify that B⊤

0 = (X⊤
B

, Ω0
B

), B0
0 =

(X0
B

, Ω0
B

) and B0
⊥ = (X0

B
, Ω⊥

B
) are maximal ideal subpairs of A⊥ = (XA, Ω⊥

A
),

A = (XA, ΩA) and A⊤ = (X⊤
A

, ΩA) respectively. Hence we obtain three non-
degenerate quotient dual pairs over the algebra OC = OA/OB, which we denote
by C

⊥
⊥ = (X⊥

C
, Ω⊥

C
) = A⊥/B⊤

0 , C = (XC, ΩC) = A/B0
0 and C

⊤
⊤ = (X⊤

C
, Ω⊤

C
) =

A⊤/B0
⊥. Here, the primary module X

⊥
C

equals XA/X⊤
B

, and similarly with the
other modules that thus appear.

Now if two tangent vector fields X, Y ∈ XA are such that dX and dY both map
the ideal OB into itself, then evidently their commutator also maps this ideal
into itself. Hence it follows that X

⊤
A

is a Lie-subalgebra of XA. So with the
inherited pairing from A = (XA, ΩA), we have that A⊤ = (X⊤

A
, ΩA) becomes

a (possibly degenerate) Rinehart space, and the natural injective morphism of
dual pairs ι : A⊤ → A yields an injective morphism of (possibly degenerate)
Rinehart spaces. Because X

0
B

(which equals X
0
A

, except for the underlying
algebra) is a Lie ideal of X⊤

A
and by construction dOB ⊂ Ω⊥

B
, it follows from

Theorem 2.4.29 that C⊤
⊤ = (X⊤

C
, Ω⊤

C
) is a Rinehart space, which we call a

quotient Rinehart space.

Riemannian Quotient Rinehart spaces

2.4.30. Throughout most of this subsection, we will be concerned with the
situation that the Rinehart space A in Table 2.1 is a musical Riemannian
Rinehart space. In that case, it follows by Remark 2.2.18 that the other dual
pairs in the first two columns of Table 2.1 (i.e. all but the quotient dual pairs on
the right) are turned into inner product pairs as well, whose inner products are
canonically derived from the one on A. Moreover, because B = (X0

B
, Ω0

B
) and

B0
⊥ = (X0

B
, Ω⊥

B
) are easily seen to be ideal inner product pairs of A = (XA, ΩA)

and A⊤ = (X⊤
A

, ΩA) respectively, the quotient dual pairs C = (XC, ΩC) and
C⊤

⊤ = (X⊤
C

, Ω⊤
C

) become inner product pairs as well, and we have that the
connecting maps among these inner product pairs are all morphisms of inner
product pairs.
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2.4.31. The assumption that A has a musical Riemannian metric also implies
that 〈X, ΩA〉 = 〈X,XA〉 for any X ∈ XA, and thus it follows that X

0
A

can
alternatively be defined by:

X
0
A = {X ∈ XA : 〈X,XA〉 ⊂ OB}. (2.34)

Moreover, from 2.2.21 and Corollary 2.2.32 it follows that the quotient inner
product pair C is a musical pair as well. (This does not hold for C⊤

⊤ in general,
as can be seen from the case where A is a Rinehart space associated to a pseudo-
Riemannian manifold, and the ideal OB describes a light-like submanifold).

In the following proposition, by an ordinary Rinehart space we mean a Rinehart
space which is ordinary as a dual pair (cf. Definition 2.2.24).

Proposition 2.4.32. In Table 2.1, suppose that A has the structure of an
ordinary musical Rinehart space with Levi-Civita connection ∇A. If X ∈ X

0
A

,
or if X ∈ X

⊤
A

and Y ∈ X
0
A

, then we have that ∇A

XY ∈ X
0
A

. Moreover, a
connection ∇C over C

⊤
⊤ is induced on XC, such that ρ♯ and ρ∗ constitute a

morphism of affinely connected modules, i.e.

∇C

XC
YC = ρ♯(∇A

XA
YA), (2.35)

where XA and YA are preimages of XC ∈ X
⊤
C

and YC ∈ XC under the quotient
map ρ♯. This connection is compatible with the inner product on XC.

Proof. First we consider the case that X ∈ X
0
A

. It is clear that if X = fX ′ ∈
OBXA, then ∇A

XY = f∇A

X′Y ∈ OBXA ⊂ X
0
A

. Because we assumed that A is
ordinary, we have that any X ∈ X

0
A

can be written as a linear combination of
elements from OBXA, so that by linearity it follows that ∇A

XY ∈ X
0
A

for all
Y ∈ XA.

Now we prove the case that X ∈ X
⊤
A

and Y ∈ X
0
A

. By (2.29), we have that

dX〈Y, Z〉 = 〈∇A

XY, Z〉 + 〈Y, ∇A

XZ〉

for all Z ∈ XC. From (2.34) we know that 〈Y, ∇A

XZ〉 ∈ OB, and also that
〈Y, Z〉 ∈ OB so that dY 〈X, Z〉 ∈ OB as well. Hence 〈∇A

Y X, Z〉 ∈ OB for all
Z ∈ X, so that (2.34) now yields that ∇A

Y X ∈ X
0
A

.

Because X
0
A

= Ker ρ♯, we have that (2.35) is well-defined. Because the pairing,
the differential operator and the inner product of A and C are all preserved
under the quotient map ρ : A → C, it follows from a straightforward verification
that (2.35) defines a connection which is compatible with the metric.
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2.4.33. Although we have natural morphisms (in fact exact sequences)

X
⊤
C →֒ XC ։ X

⊥
C

and
Ω⊥

C →֒ ΩC ։ Ω⊤
C ,

because these morphisms go in opposite directions, there are a priori no relating
morphism among the dual pairs C

⊤
⊤, C and C

⊥
⊥. This changes however, in case

we have a projection (·)⊤ : XA → X
⊤
A

modulo OB. First, it gives us a surjective
morphism A → A⊤, which is the identity on the cotangent space. Moreover, a
unique projection (·)⊤ : XC → X

⊤
C

is induced by

(ρ♯X)⊤ := ρ♯(X⊤),

which is well-defined, because this projection will map X
0
B

onto itself (as follows
from the last statement in Theorem 2.2.35). Together with the quotient map
ΩA/Ω0

B
→ ΩA/Ω⊥

B
, this induces a surjective morphism from C to C⊤

⊤.

2.4.34. Under the additional assumption that A is musical, there is actually
more that can be said. First, let us define

X
⊥
A

:= {X ∈ XA : 〈X,X⊤
A〉 ⊂ OB},

and
Ω⊤

A
:= {ω ∈ ΩA : 〈X⊥

A, ω〉 ⊂ OB}.

Now given the above projection modulo OB, we have that the quotient module
XA/X⊤

B
is isomorphic with X

⊥
A

/X0
B

through the map

X + X
⊤
B 7→ X⊥ + X

0
B,

where (·)⊥ : XA → X
⊥
A

stands for the orthogonal projection modulo OB,
as defined by (2.17). Likewise, XA/X⊥

B
can be identified with X

⊤
A

/X0
B

.
Furthermore, the modules XA, X

⊤
A

, X
⊥
A

and X
0
A

can be identified through
musical isomorphism with ΩA, Ω⊤

A
, Ω⊥

A
and Ω0

A
respectively, and similarly for

the spaces with subscript B. This, on its turn, also induces isometries between
XA/X⊥

B
and ΩA/Ω⊥

B
, and between X

⊥
A

/X0
B

and Ω⊥
A

/Ω0
B

. We may summarize
all this by stating that in case A is a musical Riemannian Rinehart space, for
which there exists a projection (·)⊤ : XA → X

⊤
A

, then we have the situation as
shown in Table 2.2.

All the arrows in this diagram represent morphisms of inner product pairs.
Moreover, for the two injective morphisms in the middle column, the morphisms
(·)⊤ : A → A⊤

⊤ and (·)⊥ : A → A⊥
⊥ are retractions modulo B0

0 (which are
given by projections modulo OB on each of their modules), and the injective
morphisms on the right column have retractions (·)⊤ : C → C⊤

⊤ and (·)⊥ : C →
C⊥

⊥ (given by projections on each of their modules).
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B0
0 = (X0

B
, Ω0

B
) A⊥

⊥ = (X⊥
A

, Ω⊥
A

) C⊥
⊥ = (X⊥

C
, Ω⊥

C
)

B0
0 = (X0

B
, Ω0

B
) A = (XA, ΩA) C = (XC, ΩC)

B0
0 = (X0

B
, Ω0

B
) A⊤

⊤ = (X⊤
A

, Ω⊤
A

) C⊤
⊤ = (X⊤

C
, Ω⊤

C
)

ρ

ρ

⊥

⊤

⊥

⊤

ρ

Table 2.2

Theorem 2.4.35. In Table 2.2, suppose that A has the structure of an ordinary
musical Rinehart space with Levi-Civita connection ∇A. Then a Levi-Civita

connection ∇C
⊤

⊤ is induced on C⊤
⊤, which is uniquely determined by the equation:

∇
C

⊤

⊤

XC
YC := (∇C

XC
YC)⊤. (2.36)

where XC, YC ∈ X
⊤
C

.

Proof. We first prove that (2.36) yields a covariant derivative, and then that it
is really a Levi-Civita connection. Note that the projection on the right-hand
side of (2.36) stands for the projection (·)⊤ : XC → X

⊤
C

, which is uniquely
determined by the projection (·)⊤ : XA → X

⊤
A

(cf. Theorem 2.2.35). Here,
XC and YC can be regarded as elements of XC through the earlier mentioned
inclusion X

⊤
C

→֒ XC. Because the projection is OC-linear, it immediately follows

that ∇
C

⊤

⊤

XC
YC is OC-linear with respect to XC. In the following, let fC ∈ OC

and let XA, YA ∈ X
⊤
A

and fA ∈ OA be preimages of XC, YC and fC under the
quotient morphism ρ. Then

∇
C

⊤

⊤

XC
(fCYC) = (∇C

XC
(fCYC))⊤ = (dXC

fC YC + fC∇C

XC
YC)⊤

= dXC
fC YC + fC∇

C
⊤

⊤

XC
YC,
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so ∇
C

⊤

⊤

XC
is indeed a derivation on X

⊤
C

over dXC
. The see that the connection is

symmetric, first note that

∇C

XC
YC − ∇C

YC
XC

= ρ♯(∇A

XA
YA − ∇A

YA
XA)

= ρ♯[XA, YA]

= [XC, YC] ∈ X
⊤
C ⊂ XC

where we used that X
⊤
A

is closed under Lie brackets. Hence we have

∇
C

⊤

⊤

XC
YC − ∇

C
⊤

⊤

YC
XC

= (∇C

XC
YC − ∇C

YC
XC)⊤

= ([XC, YC])⊤ = [XC, YC].

Furthermore we have

dXC
〈YC, ZC〉 = ρ∗(dXA

〈YA, ZA〉)

= ρ∗(〈∇A

XA
YA, ZA〉 + 〈YA, ∇A

XA
ZA〉)

= 〈∇C

XC
YC, ZC〉 + 〈YC, ∇C

XC
ZC〉

= 〈(∇C

XC
YC)⊤, ZC〉 + 〈YC, (∇C

XC
ZC)⊤〉

= 〈∇
C

⊤

⊤

XC
YC, ZC〉 + 〈YC, ∇

C
⊤

⊤

XC
ZC〉,

showing that the connection is compatible with the Riemannian metric on C⊤
⊤,

so that it is indeed a Levi-Civita connection. Note that the introduction of
the projection is allowed because we were taking the inner product with an
element from X

⊤
C

(a tangent vector field). Also note that there is no strict need
to distinguish between XA and XC as elements of X⊤

A
and X

⊤
C

or as elements

of XA and XC, but that there is a clear distinction between ∇C and ∇C
⊤

⊤ .

Remark 2.4.36. It follows from Theorem 2.4.25, that at least when the
induced Riemannian metric on C⊤

⊤ is non-degenerate and 2 a unit in the
ground ring K, then the above Levi-Civita connection induced by a projection
(·)⊤ : XA → X

⊤
A

modulo OB, is the only Levi-Civita connection that exists on
C⊤

⊤.
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Theorem 2.4.37. Under the conditions of the previous theorem, the so-called
second fundamental form h : X⊤

C
⊗ X

⊤
C

→ X
⊥
C

, which is given by the formula

h(XC, YC) := (∇C

XC
YC)⊥ (2.37)

for XC, YC ∈ X
⊤
C

, is a symmetric bilinear map.

Proof. First we show that h is bilinear. As we saw in the previous theorem, we
have for XC, YC ∈ X

⊤
C

that

∇C

XC
YC − ∇C

YC
XC = [XC, YC] ∈ X

⊤
C ,

and hence

h(XC, YC) − h(YC, XC)

= (∇
C

⊤

⊤

XC
YC − ∇

C
⊤

⊤

YC
XC)⊥

= ([XC, YC])⊥

= 0 + X
⊥
B ∈ X

⊥
C .

To see that h is bilinear, note that h is clearly linear in its first argument, and
because it is symmetric, it is also linear in its second argument.

We end this section with a lemma that we will use in Example 2.4.50.

Lemma 2.4.38. Let A be a musical Riemannian Rinehart space and OB a
principal ideal of OA generated by some non-constant f ∈ OA. Let us write N
for the gradient of f . Then the following holds:

1. X
⊤
A

consists exactly of those X ∈ X such that 〈X, N〉 ∈ OB.

2. If there exists an element q ∈ O such that 1 − q〈N, N〉 ∈ OB, then we
have a module endomorphism (·)⊤ : XA → X

⊤
A

, given by

X⊤ := X − q〈X, N〉N,

which is a projection modulo OB.

3. If (·)⊤ : XA → X
⊤
A

is a projection modulo OB, and X belongs to the
submodule spanned by N , then X⊤ ∈ X

0
A

.
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Proof. (1) By definition, X
⊤
A

consists exactly of those X ∈ XA such that
〈X, Ω⊥

A
〉 ⊂ OB. Because any element in Ω⊥

A
is a multiple of df = N ♭, it

thus follows that X
⊤
A

consists of those X such that 〈X, N〉 ∈ OB.

(2) For Y ∈ XA we have

〈Y ⊤, N〉 = 〈Y − q〈Y, N〉N, N〉

= (1 − q〈N, N〉)〈Y, N〉 ∈ OB,

so Y ⊤ ∈ X
⊤
A

. Furthermore, because Y −Y ⊤ is a scalar multiple of N , it follows
from (1) that 〈X, Y −Y ⊤〉 ∈ OB for all X ∈ X

⊤
A

, so we have indeed a projection
modulo OB.

(3) For any Y ∈ X we have that

〈N⊤, Y 〉 = 〈N⊤, Y ⊤〉 = 〈N, Y ⊤〉 ∈ OB,

so that from (2.34) it follows that N⊤ ∈ X
0
A

. Of course, any multiple of N will
then also be projected to X

0
A

.

2.4.4 Euclidean Rinehart spaces

For a general Rinehart space A, there does not always exist a basis for the
module XA. And even if it exists, such a basis may or may not satisfy certain
convenient properties. In the following definition, we will provide some names
for a couple of situations that may arise.

Definition 2.4.39. Given a Rinehart space, if O is a unital algebra, and the
tangent space X and cotangent space Ω have bases which are dual to each
other, i.e. there are bases {Xi} and {ωi} of tangent and cotangent elements
respectively, such that 〈Xi, ωj〉 equals 1 if i = j and 0 otherwise, then we call
our Rinehart space a locally affine Rinehart space. By an affine Rinehart space,
we mean a locally affine Rinehart space for which the dual bases can be chosen
in such a way, that the differential 1-forms {ωi} are all exact, i.e. ωi = dxi for
some xi ∈ O. In this case, we refer to xi as the coordinates on A, and we refer
to the dual elements Xi of dxi as the coordinate vector fields.

Proposition 2.4.40. Any locally affine Rinehart space (XA, ΩA) is isomorphic
with (XA,X∨

A
).

Proof. This follows immediately from the observation that to any η ∈
Hom(X, O) one can associate the 1-form:

η = η(X1) ω1 + . . . + η(Xn) ωn.
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Proposition 2.4.41. If A is an affine Rinehart space with coordinate vector
fields Xi, then [Xi, Xj] = 0 for any indices i and j.

Proof. It is easily seen that d[Xi,Xj ]xk = dXi
dXj

xk − dXj
dXi

xk = 0 for any
indices i,j and k. Because by assumption the differentials dxi span all of Ω, we
can write any differential 1-form ω as a finite linear combination of differential
1-forms dxi. As a consequence, we have 〈[Xi, Xj], ω〉 = 0 for all ω ∈ Ω, and
so by the assumed non-degeneracy of the pairing between X and Ω, it follows
that [Xi, Xj ] = 0 for any i and j.

If we are given a locally affine Rinehart space with basis {Xi}, we can put a
Riemannian metric on it by setting

〈Xi, Xj〉 = δij (2.38)

where δij is the Kronecker delta function, and extend this linearly over O. This
inner product is clearly non-degenerate, and it is also duplicative, for if ω ∈ Ω
is such that 〈Xi, ω〉 = fi, we may set Z = f1X1 + . . . + fnXn, where n is the
dimension of the tangent (and cotangent) space, so that 〈Y, ω〉 = 〈Y, Z〉 for all
Y ∈ X.

Definition 2.4.42. Given a locally affine Rinehart space with basis {Xi}, we
call the metric that satisfies (2.38) the Euclidean metric associated to the basis
{Xi}. A locally affine Rinehart space with a Euclidean metric is called a locally
Euclidean Rinehart space. An affine Rinehart space with a Euclidean metric,
is called a Euclidean Rinehart space.

Proposition 2.4.43. The inner product on a locally Euclidean Rinehart space
is musical, where the musical isomorphism is given by

(f1X1 + . . . + fnXn)♭ = f1ω1 + . . . + fnωn, (2.39)

the differential is given by

df = dX1
f ω1 + . . . + dXn

f ωn, (2.40)

and the gradient is given by

d♯f = dX1
f X1 + . . . + dXn

f Xn. (2.41)

Proof. It is evident that (2.39) determines an isomorphism, for which holds that
〈Y, Z♭〉A = 〈Z, Y ♭〉A = f1g1 + . . . + fngn if Y = f1X1 + . . . + fnXn and Z =
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g1X1 + . . . + gnXn. Hence it follows by the converse statement of Proposition
2.2.9 that the inner product is musical, and related to the above isomorphism
through Equation (2.3). Equation (2.40) is verified by the observation that

〈Xj , dX1
f ω1 + . . . + dXn

f ωn〉 = dXj
f = 〈Xj , df〉

for any basis element Xj . Equation (2.41) follows as a direct consequence of
this.

Remark 2.4.44. In the situation that our Rinehart space is Euclidean instead
of locally Euclidean, it follows from Equation (2.41) that

d♯xi = Xi. (2.42)

Theorem 2.4.45. On a locally Euclidean Rinehart space with Euclidean basis
{Xi}, there exists a unique Levi-Civita connection satisfying

∇Y (fXi) = dY f Xi (2.43)

for all f ∈ OA, Y ∈ XA and basis elements Xi. Moreover, this connection is
flat.

Proof. First note that for a connection, satisfying (2.43) is equivalent to the
requirement that

∇Y Xi = 0 (2.44)

for all Y ∈ XA and basis elements Xi. Now let us define a connection simply
by linear extension of Equation (2.43). Because {Xi} is a basis for X, this
determines the value of ∇Y Z for any Y, Z ∈ X. Furthermore we have that

∇fXi
(gXj) − ∇gXj

(fXi) = fdXi
g Xj − gdXj

f Xi

= [fXi, gXj],

by Proposition 2.4.41 and (2.24). Because this equation extends additively to
the whole of X, we obtain that the connection is symmetric. Also we have that

dY 〈fXi, gXj〉 = dY (fg)〈Xi, Xj〉 = (gdY f + fdY g)〈Xi, Xj〉

= 〈dY f Xi, gXj〉 + 〈fXi, dY g Xj〉

= 〈∇Y (fXi), gXj〉 + 〈fXi, ∇Y (gXj)〉.

Like before, this equality extends additively to the whole X, so that we may
conclude that ∇ is indeed a Levi-Civita connection. To prove that the Riemann
tensor is identically zero, it suffices to show that R(Xi, Xj)Xk = 0 for any
indices i,j and k. But this is obviously the case, because we have that ∇Xi

Xj =
0 for any indices i and j.
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Proposition 2.4.46. A locally affine Rinehart space is an ordinary Rinehart
space, and a locally Euclidean Rinehart space is an ordinary Riemannian
Rinehart space.

Proof. Suppose that 〈X, ω〉 ∈ OB for all ω ∈ ΩA. Then writing X = f1X1 +
. . .+fnXn, we have that 〈X, ωi〉 = fi ∈ OB for i = 1, . . . , n. Hence X is clearly
spanned by OBXA. Likewise one proves that if 〈X, ω〉 ∈ OB for all X ∈ XA,
then ω is spanned by OBΩA. The statement about a locally Euclidean Rinehart
space follows immediately from Proposition 2.4.43 and Remark 2.2.23.

Examples

Example 2.4.47. In Example 2.4.15, the manifold M = Rn gives rise to an
affine Rinehart space, where the coordinates are given by standard coordinates
xi on Rn, and coordinate vector fields by Xi = ∂

∂xi
. Endowing this affine

Rinehart space with a Euclidean metric, we obtain by Theorem 2.4.45 a
flat Levi-Civita connection, which by Theorem 2.4.25 must be unique. This
connection corresponds with the standard derivation of vector fields on Rn.

Example 2.4.48. As discussed in Example 2.4.16, dependent on whether
we regard a complex manifold from a holomorphic viewpoint or a real 2n-
dimensional viewpoint, we end up with a different Rinehart space (although
these can be related through an injective morphism from the first into the
second). In either case, the manifold Cn gives rise to an affine Rinehart
space. Dependent on our choice, the coordinates are given by the n standard
holomorphic coordinates zi on Cn, or by 2n coordinates, which are typically
{xi, yi}1≤i≤n, where xi = Re(zi) and yi = Im(zi). Another option for the
latter case is to take as coordinates {zi, z̄i}1≤i≤n, where zi are the standard
holomorphic coordinates and z̄i the complex conjugates of zi.

In the first case, the associated Euclidean Rinehart space is given by the
complex Euclidean n-space, and its Euclidean metric is the complex bilinear
form given by: 〈 ∂

∂zi
, ∂

∂zj
〉 = 1 if i = j and 0 otherwise. A complex manifold

with such a complex bilinear metric is called a holomorphic Riemannian
manifold. As will be discussed thoroughly in the second part of this thesis,
such manifolds can be used to relate the geometries of so-called Wick-related
(pseudo-)Riemannian manifolds.

In the case that we consider Cn as real 2n-dimensional manifold, then Definition
2.4.42 requires that the metric is given by 〈 ∂

∂xi
, ∂

∂yj
〉 = 0 and 〈 ∂

∂xi
, ∂

∂xj
〉 =

〈 ∂
∂yi

, ∂
∂yj

〉 = 1 if i = j and 0 otherwise. This defines the Riemannian metric

that corresponds to an Hermitian form. Through complex extension of this
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Riemannian metric, we end up with an inner product that is indeed bilinear
over the function algebra of smooth complex-valued functions.

Example 2.4.49. In Example 2.4.18, the affine Rinehart space is obtained by
setting K = Fq, O = Fq[x1, . . . , xn], X = Der(O), which is generated by a basis
{ ∂

∂xi
} of formal derivations on the polynomial ring, and Ω = X

∨, for which we
have a basis of dual elements {ωi} such that dxi = ωi. By Theorem 2.4.45,
we can endow this Rinehart space with a Euclidean metric together with a flat
Levi-Civita connection associated to it. Note that this is possible even if q is a
power of 2, in which case 2 is not a unit in K.

2.4.5 Non-flat space forms

We will now apply the theory we have developed so far to show the following:
suppose A is a Euclidean Rinehart space with coordinates {xi}, for which the
ground ring K contains 2 as a unit. Then for any unit c ∈ K ⊂ O such that
x2

1 + . . .+x2
n − c−1 is not invertible, there exists a quotient Rinehart space of A

which together with its uniquely induced Levi-Civita connection has constant
sectional curvature c, i.e. it is a non-flat space form.

Example 2.4.50. Let A be a Euclidean Rinehart space of dimension n, with
coordinates given by {xi}, and suppose further that 2 is a unit in K. Now let c
be a unit in K, regarded as constant element of O, such that (x2

1 +. . .+x2
n −c−1)

determines a proper principal ideal. For the sake of convenience, let us consider
f = 1

2 (x2
1 + . . . + x2

n − c−1) as generator of OB, and by (2.41) we calculate that
N = d♯f is given by x1X1 + . . . + xnXn. We may verify the following facts:

dN xi = xi

∇XN = X for all X ∈ X

〈Xi, N〉 = xi

〈N, N〉 = x2
1 + . . . + x2

n.

So our ideal OB is alternatively given by (〈N, N〉A − c−1). By letting q = c ,
we find that 1 − q〈N, N〉A = c (c−1 − 〈N, N〉A) ∈ OB. Hence by Lemma 2.4.38
(2) we have a map (·)⊤ : XA → X

⊤
A

which is a projection modulo OB. In this
case, it is given by

X⊤ = X − c 〈X, N〉AN.

In particular we have
X⊤

i = Xi − c xiN.
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We calculate that

〈X⊤
i , X⊤

j 〉A = 〈Xi − c xiN, Xj − c xjN〉A

= δij − 2c xixj + c 2xixj〈N, N〉A (2.45)

where δij denotes the Kronecker delta function. Further we have

dX⊤

i
xj = dXi−c xiN xj = δij − c xixj (2.46)

and

∇X⊤

i
X⊤

j = ∇X⊤

i
(Xj − c xjN) = −c ∇X⊤

i
(xjN)

= −c xjX⊤
i − c (δij − c xixj)N (2.47)

for all i and j.

We will now show that the Rinehart space C⊤
⊤ = (X⊤

C
, Ω⊤

C
) associated to

the ideal OB has constant sectional curvature. By 2.4.33, we know that
the projection (·)⊤ : XA → X

⊤
A

modulo OB induces a surjective morphism

C → C⊤
⊤. By Theorem 2.4.35, there exists a Levi-Civita connection ∇C

⊤

⊤ on C⊤
⊤,

determined by (2.36). Let us now write Yi for (ρ♯Xi)
⊤ = ρ♯(X⊤

i ), and yi for
ρ∗(xi). Because {Xi} forms a basis of XA, we know that the derivations {Yi}
span the whole space X

⊤
C

. Equations (2.45) up to (2.47) now give us:

〈Yi, Yj〉C = δij − c yiyj (2.48)

dYi
yj = δij − c yiyj (2.49)

∇
C

⊤

⊤

Yi
Yj = −c yjYi (2.50)

for all i and j. Note that in the first equation, we use that ρ∗〈N, N〉A = c−1 ∈
OC. By the symmetry of the induced Levi-Civita connection, we moreover have
that

[Yi, Yj ] = c (yiYj − yjYi). (2.51)

Now we calculate that

c−1∇
C

⊤

⊤

Yi
∇

C
⊤

⊤

Yj
Yk = ∇

C
⊤

⊤

Yi
(−ykYj) = (−δik + c yiyk)Yj + c yjykYi

c−1∇
C

⊤

⊤

Yj
∇

C
⊤

⊤

Yi
Yk = ∇

C
⊤

⊤

Yj
(−ykYi) = (−δjk + c yjyk)Yi + c yiykYj

c−1∇
C

⊤

⊤

[Yi,Yj]Yk = ∇
C

⊤

⊤

yiYj−yjYi
Yk = −c yiykYj + c yjykYi.
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From this, we deduce that

c−1R(Yi, Yj)Yk = c−1∇
C

⊤

⊤

Yi
∇

C
⊤

⊤

Yj
Yk − c−1∇

C
⊤

⊤

Yj
∇

C
⊤

⊤

Yi
Yk − c−1∇

C
⊤

⊤

[Yi,Yj ]Yk (2.52)

= (δjk − c yjyk)Yi − (δik − c yiyk)Yj (2.53)

= 〈Yj , Yk〉CYi − 〈Yi, Yk〉CYj . (2.54)

and so
R(Yi, Yj)Yk = c (〈Yj , Yk〉CYi − 〈Yi, Yk〉CYj).

Because R is a tensor, and the Yi span the whole space X
⊤
C

, we have that this
equality extends linearly to any X, Y, Z ∈ X

⊤
C

, which gives us

R(X, Y )Z = c (〈Y, Z〉CX − 〈X, Z〉CY ).

This shows that C⊤
⊤ is a space form whose constant sectional curvature equals

c.

Remark 2.4.51. As a final remark, let us consider what the previous result
implies for a couple of instances of the Rinehart space A. If A is the Rinehart
space corresponding to Rn with its ring of smooth functions (cf. Example
2.4.47), then (x2

1 + . . . + x2
n − c−1) will only determine a proper ideal if c > 0,

in which case it corresponds with the real n − 1-dimensional sphere. In case
A corresponds with the complex Euclidean n-space (cf. Example 2.4.48) then
we may obtain a so-called holomorphic Riemannian sphere (cf. [24]) for any
c 6= 0. Something unusual happens when we choose for our function algebra
a polynomial ring like O = R[x1, . . . , xn] (cf. Example 2.4.18). In that case
(x2

1 + . . . + x2
n − c−1) determines a proper ideal for both positive and negative

values of c, and hence we also obtain a quotient Rinehart space with a negative
constant curvature. Here we see a phenomenon that one also encounters in
real algebraic geometry, namely that a non-unital real polynomial with no real
solutions does determine a proper ideal in the polynomial ring, and hence a
valid object of study, even though its corresponding variety is just the empty
set.

It is also worth noting that the different holomorphic Riemannian spheres,
whose sectional curvature ranges over all non-zero complex values, can all
be related to each other through a dilation on the ambient space (as will be
discussed more detailed in the next chapter). In the setting of Rinehart spaces,
such a dilation gives rise to an automorphism φ on the ambient Rinehart space,
for which φ♯ and φ♭ are the identity, and φ∗xi = αxi for all coordinates xi

and some fixed non-zero α ∈ K. Moreover, on constant functions is φ∗ the
identity. Because the function space, generally speaking, does not only contain
polynomials, some extra requirements would actually be needed to make this
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determine the unique algebra homomorphism φ∗ that corresponds geometrically
with a dilation on the ambient space, but for the current discussion it is not
relevant to make this mathematically precise.

In the real case, the (virtual) spheres of positive and negative sectional
curvature cannot be related to each other through a dilation, as there is no
real value that squares to a negative number. Something similar happens when
the ambient space is a Euclidean Rinehart space over a finite field, as described
in Example 2.4.49. In that case we get a family of spheres whose constant
sectional curvature is a square in the finite field, and an equally large class
of spheres whose constant sectional curvature is not a square. Only two such
spheres within the same class can be related through a dilation.



Chapter 3

Submanifold theory and

Wick-relations

The structure of this chapter, based on joint work with Joeri Van der Veken
[24], is as follows. In the Sections 3.1, 3.2 and 3.3, we rephrase and extend the
theory of holomorphic Riemannian manifolds from respectively a complex-linear
perspective, a complex analytic perspective and subsequently the viewpoint of
submanifold theory. This theory is then used in Section 3.4, the final section
of this chapter, where we demonstrate by three different examples our method
to relate certain kinds of submanifolds in one (pseudo-)Riemannian space, to
submanifolds with corresponding geometric properties in other so-called Wick-
related spaces.

3.1 Preliminaries on complex Riemannian geome-

try

3.1.1 Complex vector spaces with holomorphic inner product

In the following, we will assume all vector spaces to be finite dimensional. We
adopt the following two definitions on subspaces of a complex vector space (cf.
[2]).

Definition 3.1.1. Let V be a complex vector space. We call a real linear
subspace W ⊂ V totally real if W ∩ i W = {0} and generic if W + i W = V .

45



46 SUBMANIFOLD THEORY AND WICK-RELATIONS

Observe that if W is both generic and totally real, then its real dimension
equals the complex dimension of V .

Definition 3.1.2. By a holomorphic inner product on a complex vector space
V , we mean a complex bilinear form 〈·, ·〉 on V . A holomorphic inner product
space is simply a complex vector space with a holomorphic inner product.
Unlike in the previous chapter, we will in this chapter assume inner products
to be non-degenerate by default.

Given a holomorphic inner product on V one can always choose an orthonormal
basis. This means that any n-dimensional holomorphic inner product space can
be identified with Cn, equipped with the standard holomorphic inner product

〈X, Y 〉 = X1Y1 + . . . + XnYn, (3.1)

where X = (X1, . . . , Xn) ∈ Cn and Y = (Y1, . . . , Yn) ∈ Cn. The name
‘holomorphic inner product’ comes from the fact that, unlike the often seen
sesquilinear inner product, the above inner product is a holomorphic function
from C

n × C
n to C.

We note that, given a complex-linear operator A : V → V , there does not
necessarily exist a basis of V consisting of eigenvectors of A, not even when A
is symmetric with respect to a holomorphic inner product on V . However, if
there exists a basis of eigenvectors of a symmetric operator A, there also exists
an orthonormal basis of eigenvectors of A.

Definition 3.1.3. Given a holomorphic inner product space (V, 〈·, ·〉), we use
the term real slice to denote a real linear subspace W ⊂ V , for which 〈·, ·〉
restricted to W is non-degenerate and real valued, i.e., 〈X, Y 〉 ∈ R for all
X, Y ∈ W .

Example 3.1.4. Consider the standard holomorphic inner product space
(Cn, 〈·, ·〉) and let {e1, . . . , en} be the standard basis. The real linear subspace

R
n
k := spanR{ie1, . . . , iek, ek+1, . . . , en} (3.2)

is a real slice. Indeed, the restriction of the inner product 〈·, ·〉 to R
n
k is real

valued. In particular, it is the standard pseudo-Euclidean metric of signature k
on Rn, as the notation Rn

k suggests. If zj = xj+iyj are the standard coordinates
on Cn, the space Rn

k is given by x1 = . . . = xk = yk+1 = . . . = yn = 0. Hence,
(y1, . . . , yk, xk+1, . . . , xn) are natural real coordinates on Rn

k .

Since any n-dimensional holomorphic inner product space (V, 〈·, ·〉) can be
identified with the standard holomorphic inner product space (Cn, 〈·, ·〉) by
choosing an orthonormal basis, we can always find a real slice in V for any
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signature k, with 0 ≤ k ≤ n , namely the one corresponding to Rn
k ⊂ Cn.

One easily verifies that all real slices of V come from such an identification, in
particular, they are all related by the action of the complex orthogonal group
O(n,C) on V .

Proposition 3.1.5. The real slices of a holomorphic inner product space are
totally real subspaces.

Proof. Let W be a real slice of a holomorphic inner product space (V, 〈·, ·〉),
and let X ∈ W ∩ i W . We need to show that X = 0. Since X ∈ iW , there
exists a vector X ′ ∈ W such that X = iX ′. Then we have that for all Y ∈ W ,
both 〈X, Y 〉 and 〈X ′, Y 〉 = −i〈X, Y 〉 are real. Hence 〈X, Y 〉 = 0 for all Y ∈ W ,
so that the non-degeneracy of 〈·, ·〉 implies X = 0.

3.1.2 Complex-linear differential geometry

In the following, we are concerned with complex manifolds. Importantly, we will
regard complex manifolds from the perspective of what we call complex-linear
differential geometry, which may be characterized by the property that all linear
algebra involved is assumed to have C rather than R as its underlying field.
This means, for instance, that a vector basis is usually assumed to be linearly
independent over C, rather than over R, and tensors over the holomorphic
tangent bundle are assumed to have C as their underlying field.

Indeed, the tensors (of any mixed type) we will be considering, all turn out to
be tensorial over C in each of their components. In particular, we have that
those tensors are all pure in the sense of [32]. Note that such assumptions
cannot be imposed in the context of Hermitian manifolds without additionally
complexifying them, because an Hermitian metric is not even complex bilinear
with respect to the intrinsic complex structure of the manifold.

Apart from being C-linear, the tensor fields we will be concerned with are
usually also holomorphic. We recall the following definition of holomorphic
vector fields in a general holomorphic vector bundle:

Definition 3.1.6. Let π : V → M be a holomorphic vector bundle. A section
X of V is called holomorphic, if X is holomorphic as a map between the complex
manifolds M and V . The space of holomorphic sections of V is denoted by
H0(M, V ).

It follows directly that a vector field is holomorphic if and only if it
has holomorphic component functions with respect to any local complex
coordinates. For the special case of V = T k

l M , by which we mean the tensor



48 SUBMANIFOLD THEORY AND WICK-RELATIONS

bundle of type (l, k) over the holomorphic tangent bundle T M , this means
that a smooth section F of T k

l M is holomorphic if and only if the component

functions F j1...jk

i1...il
are holomorphic relative to any local holomorphic coordinates

{z1, . . . , zn} of M .

The space of holomorphic tensors fields is closed under the usual tensor
operations such as addition, tensor multiplication and contraction.

3.1.3 Complex and holomorphic Riemannian geometry

In this section we will review some basic theory on complex Riemannian
manifolds, which we will rephrase here from the viewpoint of the complex-linear
setting.

We will define a complex Riemannian manifold as a complex manifold M
endowed with a complex Riemannian metric 〈·, ·〉: a smooth section of T 0

2 M ,
which is non-degenerate and symmetric (cf. [21]). Hence, 〈·, ·〉 is a complex
bilinear form on every tangent space.

Like in the case of ordinary (pseudo-)Riemannian manifolds, any complex
Riemannian manifold can be equipped with a Levi-Civita connection ∇, which
is the unique affine connection that is symmetric and compatible with the
complex Riemannian metric, i.e.,

[X, Y ] = ∇XY − ∇Y X, (3.3)

X〈Y, Z〉 = 〈∇XY, Z〉 + 〈Y, ∇XZ〉. (3.4)

for all vector fields X , Y and Z. Note that in this chapter we use the notation
Xf to denote the derivation of f along the vector field X , which more formally
is written as dXf . In the following, we will focus our attention to complex
Riemannian manifolds for which the complex metric is holomorphic, which are
called holomorphic Riemannian manifolds (cf. [12]).

Remark 3.1.7. As has been pointed out in [3], there is a direct correspondence
between n-dimensional holomorphic Riemannian manifolds and anti-Kähler
manifolds (also called Kähler-Norden manifolds): by restricting the holomor-
phic metric 〈·, ·〉 to its real part 〈·, ·〉′, our manifold may be regarded as a real
2n-dimensional pseudo-Riemannian manifold with canonical complex structure
J and a Levi-Civita connection ∇ induced by 〈·, ·〉′, satisfying:

〈JX, JY 〉′ = −〈X, Y 〉′, and ∇XJY = J∇XY,

which are the characteristic properties of an anti-Kähler manifold. On the other
hand, any anti-Kählerian metric (also called Norden metric) can be obtained
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from a uniquely determined holomorphic metric in this manner. The metric
〈·, ·〉 may be written as a direct sum of its real and imaginary part as:

〈·, ·〉 = 〈·, ·〉′ + i〈·, ·〉′′ (3.5)

where 〈·, ·〉′ is the (primary) Norden metric and 〈·, ·〉′′ is the secondary Norden
metric (also called the twin metric). These Norden metrics are related to each
other by the relation:

〈X, Y 〉′ = 〈X, JY 〉′′, and 〈X, Y 〉′′ = −〈X, JY 〉′ (3.6)

for X, Y ∈ T M .

The easiest example of a holomorphic Riemannian manifold is the complex
Euclidean n-space Cn. The tangent space in a point being naturally identified
with the vector space Cn, the standard holomorphic metric on Cn is given by
(3.1).

3.2 Complexifications and real slices

3.2.1 Complexifications of totally real submanifolds

Definition 3.2.1. Let Q be a real analytic manifold and M a complex manifold.
An immersion f : Q → M is called totally real at a point p ∈ Q, if T Q|p is a
totally real subspace of T M |p (i.e. T Q|p∩i T Q|p = {0}). It is called generic at a
point p ∈ Q, if T Q|p is a generic subspace of T M |p (i.e. T Q|p+i T Q|p = T M |p).
A totally real immersion is an immersion that is totally real at all points, and
likewise for a generic immersion.

In the above definition and further on, we identify T Q|p and df(T Q|p). It
should be noted that, although the above definition of totally real is common
in the area of complex analysis (cf. [2]), it differs from the meaning it is usually
given in the area of submanifold theory, where one commonly sees the additional
requirement that for each point p ∈ Q, the subspace T Q|p is perpendicular to
the subspace iT Q|p (cf. [8]).

Definition 3.2.2. Let Q be a real analytic manifold. If a connected complex
manifold, which we will denote by CQ, is such that Q is a generic totally real
submanifold of CQ, then we call CQ a complexification of Q. Furthermore,
if CQ is a complexification of a real analytic manifold Q, and f : Q → M
is a totally real analytic immersion of Q into a complex manifold M , then a
holomorphic map Cf : CQ → M such that the restriction of Cf to Q equals f ,
is called a holomorphic extension of f .
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Note that in the above definition, f being an analytic immersion means that
it is real-analytic with respect to the implicit real-analytic structure of the
complex manifold M . The following theorem will be useful for the proof of
later results (cf. [30]).

Theorem 3.2.3. Let f : Q → M be a totally real analytic immersion of
a real analytic manifold Q into a complex manifold M . Then there exists a
complexification CQ of Q for which a holomorphic extension Cf : CQ → M
of f exists. Such a holomorphic extension is unique in the sense that any two
such extensions are related through a biholomorphic map on a neighbourhood
of Q.

The complex space CQ in the above theorem may be related to the notion of
complexifications of an abstract manifold Q, as for instance in [20]. However,
it should be noted that in our situation, one may let the space CQ depend on
the given immersion f : Q → M .

Example 3.2.4. Consider the following immersions:

f1 : R → C
2 : t 7→ (t, 0), f2 : R → C

2 : t 7→ (cosh t, sinh t).

Although f1 and f2 have domains both homeomorphic to R, the following
holomorphic extensions

Cf1 : C → C
2 : z 7→ (z, 0), Cf2 : C/(2πiZ) → C

2 : z 7→ (cosh z, sinh z)

have complexified domains that are not homeomorphic.

Theorem 3.2.3 implies the following result, which we will need in the rest of
this chapter.

Corollary 3.2.5. Let π : V → M be a holomorphic vector bundle, and let X :
Q → V |Q be a real-analytic section over a real-analytic totally real submanifold
Q ⊂ M . Then there exist a complexification CQ ⊂ M of Q, and a holomorphic
extension of X to a uniquely determined section CX ∈ H0(CQ, V |CQ).

Proof. First we observe that X : Q → V is a totally real immersion, for suppose
that there is a p ∈ Q and v, w ∈ T Q|p, such that dX(v) = i dX(w). We have
that π ◦ X = Id, hence dπ ◦ dX = Id, the identity operator on T Q. Using
furthermore that dπ is complex-linear, we see that

v = (dπ ◦ dX)(v) = dπ(i dX(w)) = i (dπ ◦ dX)(w) = i w,

from which it follows that v = w = 0, and thus dX(v) = dX(w) = 0, proving
that X is a totally real immersion into V . Hence, by Theorem 3.2.3, there
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exists a complexification CQ of Q and a unique holomorphic extension CX :
CQ → V of X . Now, it remains to prove that CX is a section over CQ, i.e.
π ◦CX = Id |CQ. This follows from the fact that π ◦CX equals the identity on
Q, so that both π ◦CX and Id |CQ are a holomorphic extension of Id |Q. Hence,
by the unicity part of Theorem 3.2.3, it follows that π ◦ CX = Id |CQ.

3.2.2 Real slices

Definition 3.2.6. Given a complex manifold M with complex Riemannian
metric 〈·, ·〉, we call a submanifold N ⊂ M a real slice of (M, 〈·, ·〉), if at any
point p ∈ N we have that T N |p is a real slice of (T M |p, g) in the sense of
Definition 3.1.3.

The above definition says that the metric 〈·, ·〉 restricted to the real tangent
bundle of N , is real valued. Hence, the restriction 〈·, ·〉|T N turns N into a
(pseudo-)Riemannian manifold. This notion of real slices is in accordance
with the concept of real slices as introduced in [21]. It is easily seen that
a submanifold N is a real slice if and only if the secondary Norden metric
〈·, ·〉′′|M vanishes entirely on M , implying that the induced complex metric
〈·, ·〉|T N coincides with the induced primary Norden metric 〈·, ·〉′|T N .

The following two propositions are immediate consequences of Definitions 3.1.3
and 3.2.6 and Proposition 3.1.5.

Proposition 3.2.7. A real slice of a complex Riemannian manifold is a totally
real submanifold.

Proposition 3.2.8. Let M be a complex Riemannian manifold and P a real
slice of M . Then any real submanifold Q ⊂ P is also a real slice of M .

This last proposition brings along the following useful corollary.

Corollary 3.2.9. Let M be a complex Riemannian manifold, N a complex
submanifold of M and P a real slice of M . Then the intersection N ∩ P is a
real slice of N , provided it is non-empty.

It should be noted that for a given complex manifold M , only very specific
(pseudo-)Riemannian manifolds may appear as generic real slices of it. For if
Q is a generic real slice of M , then a complexification CQ is an open subset of
M . This fully determines the complex Riemannian space M in a neighborhood
around Q. We will make the following definition (cf. [6]).
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Definition 3.2.10. Two (pseudo-)Riemannian manifolds P and Q are said to
be Wick-related if there exists a holomorphic Riemannian manifold (M, 〈·, ·〉),
such that P and Q are embedded as real slices of M .

As will be discussed later in more detail, when two manifolds are Wick-related,
their geometries are intimately related through their common complexified
ambient space.

As many geometric properties can be expressed as the vanishing of a certain
tensor, the following two lemmas will turn out to be useful for the applications
in Section 3.4. The first one is the following very trivial observation.

Lemma 3.2.11. If N is a complex n-dimensional submanifold of a holomor-
phic Riemannian manifold M for which a certain holomorphic tensor field F
vanishes, then for any real slice P of M for which the intersection Q = N ∩ P
is a real n-dimensional submanifold, we have that F |Q vanishes on Q as well.

The second lemma follows from Corollary 3.2.5, and is in some sense a converse
to Lemma 3.2.11.

Lemma 3.2.12. Let M be a holomorphic Riemannian manifold, and let P
be a generic real slice of M . Then given a real-analytic (pseudo-)Riemannian
submanifold Q ⊂ P on which a particular real-analytic tensor F vanishes, there
exists a complexification N = CQ ⊂ M for which the holomorphic extension
CF of F vanishes on N .

3.3 Holomorphic Riemannian submanifold theory

We will start this section with a brief overview of holomorphic Riemannian
submanifold theory, the holomorphic Riemannian counterpart of (pseudo-)
Riemannian submanifold theory. As we will see shortly, in the setting
of holomorphic Riemannian submanifold theory, all tensors and operators
of interest turn out to be holomorphic in nature, meaning that they
are respectively either holomorphic tensors, or operators that result in a
holomorphic tensor if all of their arguments are holomorphic. This is an
important property, as it allows for holomorphic extensions of any vector field
constructed by them.

It is well-known that on a complex manifold, given holomorphic vector fields
X, Y ∈ H0(M, T M), we have that [X, Y ] is again a holomorphic vector field,
and [X, cY ] = [cX, Y ] = c[X, Y ] for any c ∈ C (cf. [19]).
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On a holomorphic Riemannian manifold (M, 〈·, ·〉), the metric 〈·, ·〉 is a
holomorphic tensor by definition, and it is a complexification of its restriction
to a (pseudo-)Riemannian metric 〈·, ·〉|Q, for any real slice Q ⊂ M . It
follows from Koszul’s formula for the holomorphic Riemannian Levi-Civita
connection that, given X, Y ∈ H0(M, T M), ∇XY is a holomorphic vector
field as well. Furthermore, for a holomorphic function f and c ∈ C, we have
that ∇fXY = f∇XY and ∇XcY = c∇XY (cf. [28]).

The holomorphic Riemannian curvature tensor is defined by

R(X, Y )Z = ∇X∇Y Z − ∇Y ∇XZ − ∇[X,Y ]Z.

It follows from a simple calculation that this indeed defines a C-linear tensor.
This tensor is moreover holomorphic by the previous observations on the
holomorphy of the Lie bracket and the Levi-Civita connection.

We can then use R to define a holomorphic Riemannian analogue of the
sectional curvature as follows:

K : H0(M, T 2Mn.d.) → C : X ⊗ Y 7→
〈R(X, Y )Y, X〉

〈X, X〉〈Y, Y 〉 − 〈X, Y 〉2
, (3.7)

where T 2Mn.d. denotes the subbundle of (2, 0)-tensors X ⊗ Y in T 2M , for
which X and Y span a non-degenerate complex plane, i.e., for which the
denominator in (3.7) is non-zero. Then K is a holomorphic map and this
definition corresponds to the definition of complex sectional curvature in [11].

In similar ways, we can define the holomorphic Riemannian analogues of
the Ricci-curvature, the scalar curvature, etc. As long as these holomorphic
Riemannian analogues of common (pseudo-)Riemannian quantities are defined
through operations that preserve holomorphy, the result will be holomorphic
as well.

We will now continue with defining some extrinsic tensors and operators
for submanifolds in the holomorphic Riemannian setting. Let (M, 〈·, ·〉)
be a holomorphic Riemannian manifold and N a holomorphic Riemannian
submanifold. We denote the Levi-Civita connection of the ambient space M
by D, and the induced Levi-Civita connection on the submanifold N by ∇.

Proposition 3.3.1. The projections (·)⊤ and (·)⊥ of T M |N = T N ⊕ (T N)⊥

to T N and (T N)⊥ respectively, are both holomorphic tensor fields.

Proof. For any point p ∈ N , it is possible through a Gram-Schmidt
orthonormalization process to construct a holomorphic orthonormal frame
{X1, . . . , Xn} on some neighborhood U of p in N . Then for any section
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Y ∈ H0(U, T M |U), one has

Y ⊤ =

n
∑

i=1

〈Xi, Y 〉Xi.

From this expression, it is seen that the tangent projection (·)⊤ is a holomorphic
tensor, and consequently, that the orthogonal projection (·)⊥ = Id −(·)⊤ is a
holomorphic tensor as well.

An important consequence of Proposition 3.3.1 is the following.

Proposition 3.3.2. The holomorphic Riemannian analogues of the second
fundamental form h and the shape operator A are holomorphic tensors.

Proof. Let M and N be as above, and let X and Y be vector fields tangent to
N and ξ a vector field normal to N . In the holomorphic Riemannian setting,
the formulas of Gauss and Weingarten read identical to the ones in the (pseudo-
)Riemannian setting, which is:

DXY = ∇XY + h(X, Y ), (3.8)

DXξ = −AξX + ∇⊥
Xξ, (3.9)

where ∇⊥ stands for the orthogonal connection induced on the submanifold N .
Hence h and A can be expressed as:

h(X, Y ) = (DXY )⊥, AξX = −(DXξ)⊤. (3.10)

From the previous proposition, it immediately follows that h and A are
holomorphic, and tensoriality is verified by a straightforward calculation.

Note that the orthogonal counterparts of the equations (3.10) are

∇XY = (DXY )⊤, ∇⊥
Xξ = (DXξ)⊥,

from which can be seen that the induced connection on N , which is of course
the Levi-Civita connection of (N, 〈·, ·〉), and the normal connection are C-linear
holomorphic operators.

Based on these fundamental extrinsic operators, many other extrinsic quantities
can be defined. An important example of this is the holomorphic Riemannian
mean curvature

H : N → T M : p 7→
1

n
Tr(h|p) =

1

n

n
∑

i=1

h(Xi, Xi) ∈ (T N)⊥|p,
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where X1, . . . , Xn is a orthonormal basis of T N |p. Again, it is seen immediately
that this defines a holomorphic tensor field.

Remark 3.3.3. All of the holomorphic Riemannian tensors and operators
discussed in this section, coincide with their (pseudo-)Riemannian counterparts
when we restrict the (ambient) space to a generic real slice. By this we
mean that if we take as input arguments some holomorphic extensions of real
tensor fields over Q, then the output will be a holomorphic extension of the
(pseudo-)Riemannian output on these real tensor fields. Indeed, the expressions
through which these operators are defined are exactly the same as the way their
(pseudo-)Riemannian counterparts would be defined on a real slice Q, except
that the inputs are required to be holomorphic tensor fields. So in this sense,
all the holomorphic Riemannian tensors and operators discussed above, are
holomorphic extensions of their corresponding (pseudo-)Riemannian operators.

Remark 3.3.4. Many well-known equations from (pseudo-)Riemannian sub-
manifold theory, go through unaltered in the setting of holomorphic Rieman-
nian submanifold theory. In particular we have the equations of Gauss and
Ricci, i.e.

〈R̃(X, Y )Z, W 〉 = 〈R(X, Y )Z, W 〉 + 〈h(Y, W ), h(X, Z)〉 (3.11)

− 〈h(X, W ), h(Y, Z)〉,

〈R̃(X, Y )ξ, η〉 = 〈R(X, Y )ξ, η〉 − 〈[Aξ, Aη]X, Y 〉, (3.12)

where R̃ and R denote the Riemann tensor on respectively the ambient manifold
and the submanifold. These equations are identical to the equations in the
ordinary (pseudo-)Riemannian case, as is the algebraic derivation through
which these equations may be obtained (cf. [10]).

3.3.1 The standard holomorphic Riemannian space forms

As mentioned above, an important example of a holomorphic Riemannian
manifold is the complex Euclidean n-space Cn. The curvature of this manifold
vanishes and its isometry group is E(n,C) = C

n
⋊ O(n,C), where C

n acts by
translations. Some other important transformations of Cn are given by scalar
multiplications with complex numbers α 6= 0. It is clear that Lα : Cn → Cn :
z 7→ αz is a conformal transformation with conformal factor α2, i.e.,

〈dLα(X), dLα(Y )〉|αz = α2〈X, Y 〉|z

for all z ∈ Cn and all X, Y ∈ TCn|z. In the particular cases that α = ±1 and
α = ±i, this gives respectively an isometry and an anti-isometry on the entire
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space. All dilations together with the group E(n,C) of isometries, generate the
group of all conformal orthogonal transformations of the space C

n, i.e. affine
transformations which preserve orthogonality. In the following we will call such
transformations similarities, and submanifolds that can be related to each other
by a similarity are called similar.

Clearly, the generic real slices of Cn as a holomorphic inner product space (cf.
Example 3.1.4) are also generic real slices of Cn as a complex Euclidean space.
Moreover, any translation of such a real slice Rn

k ⊂ Cn over a complex vector
z ∈ Cn results in an affine subspace z +Rn

k , which is a real slice with the same
signature. Of course, this space only differs from the former one if z /∈ V . We
will refer to such real slices of Cn as the generic affine real slices.

Another important example of a holomorphic Riemannian manifold is the
holomorphic Riemannian sphere CSn(α) of radius α, where α can be any non-
zero complex number:

CSn(α) = {(z1, . . . , zn+1) ∈ C
n+1 | z2

1 + . . . + z2
n+1 = α2}.

The holomorphic metric is induced by the holomorphic metric on Cn+1. In the
following, we will simply write CSn for CSn(1). All the CSn(α) are conformal
since the dilation Lα : Cn+1 → Cn+1 maps CSn to CSn(α). The manifold
CSn(α) has constant sectional curvature 1/α2. In particular, the manifold
CSn(α) is equal to the manifold CSn(−α), and anti-isometric to the manifolds
CSn(±iα). As is suggested by the notation, the manifold CSn is indeed a
complexification of the sphere Sn in Rn+1.

As follows from Corollary 3.2.9, the intersection of CSn with a real slice of
Cn+1 will be a real slice of CSn. If we consider the generic real slice R

n+1
k (cf.

Example 3.1.4) of Cn+1 through the origin of Cn+1, we obtain as real slice of
CSn the indefinite sphere (also called generalized de Sitter space)

Sn
k = {(y1, . . . , xn+1) ∈ R

n+1
k | − y2

1 − . . . − y2
k + x2

k+1 + . . . + x2
n+1 = 1}.

For k = 0, this is simply the n-dimensional round unit sphere Sn.

It is known that the indefinite sphere Sn
k is anti-isometric to the indefinite

hyperbolic n-space (also called generalized anti-de Sitter space) Hn
n−k, where

Hn
k is defined by:

Hn
k = {(y1, . . . , xn+1) ∈ R

n+1
k+1 | − y2

1 − . . . − y2
k+1 + x2

k+2 + . . . + x2
n+1 = −1}.

That Sn
k and Hn

n−k are anti-isometric, can now be seen from the fact that
by applying the anti-isometry Li to Cn+1 (which also induces an anti-isometry
between submanifolds and their image under Li), we have that the submanifold
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Sn
k is turned into LiS

n
k = Li(CSn ∩ R

n+1
k ) = LiCSn ∩ LiR

n+1
k = CSn(i) ∩

LiR
n+1
k . Now it follows from (3.2) that

LiR
n+1
k = spanR{e1, . . . , ek, iek+1, . . . , en+1} ∼= R

n+1
n−k+1,

so that CSn(i) ∩LiR
n+1
k corresponds (after a rearrangement of coordinates) to

Hn
n−k. Note that for k = n, we obtain the ordinary hyperbolic n-space.

So we have seen that on the one hand all the indefinite spheres are Wick-related,
and on the other hand that all the indefinite hyperbolic spaces are Wick-related.
Also, the indefinite spheres can be related with the indefinite hyperbolic spaces
trough a dilation Li on the ambient space Cn+1, which defines an anti-isometry
between Sn

k as a real slice of CSn, and Hn
n−k as a real slice of CSn(i). Hence,

although the n-sphere is not directly Wick-related to hyperbolic n-space, they
are in a sense Wick-related up to an anti-isometry. This means that a geometric
problem in the n-dimensional sphere can be translated to an analogous problem
in n-dimensional hyperbolic space, provided that the properties of interest are
preserved under anti-isometric mappings. An easy example of this will be given
in Section 3.4.2.

3.4 Applications

In this section we will demonstrate by some elementary examples in sub-
manifold theory, how the above theory can be applied to reveal geometric
correspondences among Wick-related manifolds. The main idea is as follows.
As we know from Proposition 3.2.7, real slices are always totally real
submanifolds. Hence, by Corollary 3.2.5 we have that any real-analytic tensor
field over a generic real slice can be extended to a holomorphic tensor field
on an open set of the ambient space. If this ambient space also contains
other generic real slices, then by the uniqueness of the analytic extension,
we have established a one-to-one correspondence between such tensor fields
on these (pseudo-)Riemannian manifolds. As many geometric properties can
be defined by the vanishing of a certain tensor, Lemmas 3.2.11 and 3.2.12
allow us to translate knowledge about such geometric properties among Wick-
related manifolds (cf. Definition 3.2.10). Moreover, by proving a statement for
the ambient holomorphic Riemannian manifold, we obtain similar statements
simultaneously for all the entailed real-analytic real slices of this manifold.

In the next three examples, we consider minimal, totally geodesic and parallel
submanifolds in respectively C3, CS3 and C3. Since these geometric properties
are all invariant under similarities of the ambient space, the submanifolds only
need to be characterized up to similarity.
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3.4.1 Minimal surfaces of revolution in holomorphic C3

It is well-known that in R3, any minimal surface of revolution is similar to
either a plane, or to the catenoid C ⊂ R

3, given by

C = {(x1, x2, x3) ∈ R
3 | x2

1 + x2
2 = cosh2 x3}.

From this equation, it is indeed easily seen that C is invariant under an SO(2,R)
action, where SO(2,R) is represented as the subgroup of SO(3,R) given by the
matrices of the form





cos θ − sin θ 0
sin θ cos θ 0

0 0 1



 (3.13)

where θ ∈ R. Now by Lemma 3.2.12, we obtain a minimal holomorphic
Riemannian surface CC ⊂ C3, given by

CC = {(z1, z2, z3) ∈ C
3 | z2

1 + z2
2 = cosh2 z3}. (3.14)

Here and in the following, minimal means that the (holomorphic Riemannian)
mean curvature vector field H vanishes everywhere. The surface (3.14) is also
easily seen to be invariant under the subgroup SO(2,C) ⊂ SO(3,C), formed by
the matrices (3.13), but now for θ ∈ C. This group contains both the Euclidean
rotation group SO(2,R) as well as the indefinite group SO(1, 1,R), given by
all matrices of the form

±

(

cosh θ sinh θ
sinh θ cosh θ

)

where θ ∈ R. However, this group does not contain (conjugates of) the special
kind of rotations in SO(3,C) around a light-like vector such as e1 + ie3. Note
that the following four complex surfaces are all similar to CC in C3:

{(z1, z2, z3) ∈ C
3 | z2

1 + z2
2 = − sinh2 z3}, (3.15)

{(z1, z2, z3) ∈ C
3 | z2

2 + z2
3 = cosh2 z1}, (3.16)

{(z1, z2, z3) ∈ C
3 | z2

1 + z2
2 = − sin2 z3}, (3.17)

{(z1, z2, z3) ∈ C
3 | z2

2 + z2
3 = − sin2 z1}. (3.18)

The surface (3.15) is obtained from (3.14) by a translation over a distance πi/2
in the direction of the z3 axis and the surface (3.17) is then obtained from (3.15)
by performing a dilation Li (which is an anti-isometry) on the ambient space C3.
The surfaces (3.16) and (3.18) are obtained from (3.14) and (3.17) respectively,
by permuting the coordinates z1 and z3. Hence (3.16) and (3.18) are rotation
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symmetric with respect to the z1-axis. All these surfaces are mutually similar
in the holomorphic Riemannian space C

3, so there is no need to distinguish
between them in C3. However, as we will see next, after intersecting them with
a certain real slice, we may obtain surfaces that are not similar with respect
to the similarities of this real slice (i.e., the group of affine transformations
that preserve orthogonality within the real slice), thus giving rise to essentially
different pseudo-Riemannian surfaces.

Of the five similar surfaces above, only (3.14) and (3.16) have non-empty
intersection with the real slice R3 : y1 = y2 = y3 = 0, and in both cases
we recover the classical catenoid.

By intersecting the five surfaces with the real slice R3
1 : x1 = y2 = y3 = 0 on

the other hand, we obtain the following five minimal surfaces (for the naming
we follow [1] and [29]):

1. the Lorentzian hyperbolic catenoid, given by −y2
1 + x2

2 = cosh2 x3,

2. the Lorentzian hyperbolic catenoid of the second kind, given by
y2

1 − x2
2 = sinh2 x3,

3. the Lorentzian elliptic catenoid, given by x2
2 + x2

3 = cos2 y1,

4. the spacelike hyperbolic catenoid, given by y2
1 − x2

2 = sin2 x3,

5. the spacelike elliptic catenoid, given by x2
2 + x2

3 = sinh2 y1.

Surfaces (3) and (5) are invariant under the group of Euclidean rotations (and
reflections) O(2,R) ⊂ O(2,C) whose axis of symmetry is the time-like y1-
axis. Surfaces (1),(2) and (4) are invariant under the hyperbolic rotations
(and reflections) O(1, 1,R) ⊂ O(2,C). Note that using only the property that
the classical catenoid is a minimal surface in R3, we have obtained all of the
other surfaces above, and their minimality is guaranteed without the need for
any calculations.

Remark 3.4.1. In this and the following examples, the submanifolds are all
described by implicit equations. This is done for convenience, but it should
be noted that the possibility to use parametrizations is certainly there. For
example, the six rotationally invariant minimal surfaces above (the one in R3

and the other five in R3
1), may respectively be parametrized as follows:

0. L(u, v) = (cos u cosh v, sin u cosh v, v),

1. L(u, v) = (i sinh u cosh v, cosh u cosh v, v),

2. L(u, v) = (i cosh u sinh v, sinh u sinh v, v),
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3. L(u, v) = (i v, cos u cos v, sin u cos v),

4. L(u, v) = (i cosh u sin v, sinh u sin v, v),

5. L(u, v) = (i v, cos u sinh v, sin u sinh v).

It is worth noting how for example case (0) is turned into case (3) after
multiplying the coordinate u by i, a so-called Wick rotation. Just with some
additional translations on the coordinates and suitable coordinate permutation
on the ambient space, many of the other cases are obtained likewise.

3.4.2 Totally geodesic surfaces in the holomorphic sphere CSn

In this example we will see how the method of Wick-relations can be applied to
situations where we have an ambient space other than C

n. Before we come to
this, it is good to realize that for a generically chosen holomorphic Riemannian
manifold, one cannot even expect to find real slices at all (cf. [6]). Nevertheless,
examples of holomorphic Riemannian manifolds that do contain real slices are
easily constructed, as follows from Corollary 3.2.9: if M is a holomorphic
Riemannian submanifold of Cn, which has a non-empty intersection with a
certain real slice Rn

k of Cn, then this intersection is itself a real slice of M . We
have already seen an application of this before, in obtaining Sn

k as a real slice
of CSn, and it can be applied to many other situations as well. For example, if
we consider the complex surface CC ⊂ C3 from the previous subsection, then
the catenoid in R3 and the five minimal surfaces in R3

1 listed above are real
slices of CC, and thus Wick-related.

Just as a simple example, let us focus on

CS3 = {(z1, z2, z3, z4) ∈ C
4 | z2

1 + z2
2 + z2

3 + z2
4 = 1}

and consider the totally geodesic submanifold CS2 given by z2
1 +z2

2 +z2
3 = 1 and

z4 = 0. We know this is a totally geodesic embedding by Lemma 3.2.12, for if
we intersect CS2 with the real slice S3 ⊂ CS3, given by y1 = y2 = y3 = y4 = 0
(and hence x2

1 + x2
2 + x2

3 + x2
4 = 1), we obtain the totally geodesic surface

S2 ⊂ S3, given by x2
1 + x2

2 + x2
3 = 1 and x4 = 0. From this, we know for sure

that by intersecting CS2 (or submanifolds similar to it, such as z2
1 +z2

2 +z2
4 = 1

and z3 = 0 etc.) with one of the other real slices of CS3, we obtain totally
geodesic submanifolds in those respective spaces as well. In this way, we find
the following totally geodesic surfaces:

1. S2 and S2
1 in S3

1 , or equivalently H2
2 and H2

1 in H3
2 ,
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2. S2
1 and S2

2 in S3
2 , or equivalently H2

1 and H2 in H3
1 ,

3. S2
2 in S3

3 , or equivalently H2 in H3.

Note that the equivalent statement about embeddings of indefinite hyperbolic
spaces is obtained through applying the anti-isometry Li on the ambient space
CS3, which links each totally geodesic embedding of an indefinite 2-sphere
in an indefinite 3-sphere to a totally geodesic embedding of some indefinite
hyperbolic plane in an indefinite hyperbolic 3-space. In particular, the totally
geodesic embedding of the hyperbolic plane H2 : x2

1 + x2
2 − y2

4 = −1 inside the
hyperbolic space H3 : x2

1 + x2
2 + x2

3 − y2
4 = −1 is thus obtained. Importantly,

this simple example demonstrates how Wick-relationships can be used not
only to reveal correspondences between pseudo-Riemannian spaces (possibly
of different signature), but even to reveal correspondences between different
kinds of ordinary Riemannian spaces (in this case the n-dimensional sphere
and n-dimensional hyperbolic space).

3.4.3 Parallel surfaces in holomorphic C3

In the following, we will classify surfaces in C3 with parallel second fundamental
form, i.e., surfaces for which the holomorphic tensor ∇h vanishes identically.
These are called parallel surfaces for short.

Lemma 3.4.2. Let A be a linear operator on a complex two-dimensional vector
space V , which is symmetric with respect to a holomorphic inner product 〈·, ·〉
on V . Then there exists an orthonormal basis {e1, e2} of V such that, with
respect to {e1, e2}, A takes one of the following forms:

A =

(

α 0
0 β

)

or (3.19)

A =

(

α + 1 i
i α − 1

)

, (3.20)

where α and β are complex numbers.

Proof. Let {u1, u2} be a any orthonormal basis of V . Since A is symmetric, it
can be written in the form

A =

(

m + a b
b m − a

)
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with respect to {u1, u2}, where a, b and m are all complex. Now consider a
general orthonormal basis given by e1 = cos t u1 + sin t u2 and e2 = − sin t u1 +
cos t u2, where t is a complex number. We want to choose t in such a way that
A takes one of the two forms above.

If b = 0, we are done immediately, so let us assume b 6= 0.

Provided that a 6= ±bi, we may choose t a complex number such that cot(2t) =
a/b, and one verifies that A takes the form (3.19) with respect to {e1, e2}. (Note
that cot t assumes all complex values except for ±i.)

In case a = bi, we can choose t such that e−2ti = a, and A will take the form
(3.20) with respect to {e1, e2}. In case a = −bi, we choose t such that e2ti = a
to get the same result.

Theorem 3.4.3. A parallel surface M in C
3 is similar to an open part of one

of the following four surfaces:

1. the complex plane C2, given by z3 = 0,

2. the complex sphere CS2, given by z2
1 + z2

2 + z2
3 = 1,

3. the cylinder CS1 × C, given by z2
1 + z2

2 = 1,

4. the flat minimal surface given by z3 = (z1 + iz2)2.

Proof. Assume M is a complex submanifold with parallel holomorphic
Riemannian second fundamental form h, and let L : U ⊂ C

2 → C
3 denote a

local parametrization of M ⊂ C3. Let e3 be a (holomorphic Riemannian) unit
normal vector field. First suppose that with respect to a local orthonormal
frame field {e1, e2}, the shape operator A takes the form (3.19). A direct
computation shows that the surface is parallel if and only if α and β are constant
and (α − β)ω2

1 = 0, where ω2
1 is a one-form defined by ∇Xe1 = ω2

1(X)e2.

If α = β = 0, then the surface is totally geodesic, i.e. h = 0, which gives case
(1).

If α = β 6= 0, then the second fundamental form satisfies:

h(e1, e1) = αe3, h(e1, e2) = 0, h(e2, e2) = αe3.

Thus it follows from the Gauss equation (3.11) that K = α2. By choosing
(holomorphic) geodesic coordinates (u, v) such that ds2 = du2 + cos2(αu)dv2,
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we have that

Luu = αe3, Luv = −α tan(αu)Lv, Lvv = α cos2(αu)e3 +
α

2
sin(2αu)Lu,

D∂u
e3 = −αLu, D∂v

e3 = −αLv.

The solution of this system of equations is, up to translation, given by

L(u, v) =
1

α
(cos(αu) cos(αv)w1 + cos(αu) sin(αv)w2 + sin(αu)w3)

e3(u, v) = − cos(αu) cos(αv)w1 − cos(αu) sin(αv)w2 − sin(αu)w3

where {w1, w2, w3} is an orthonormal basis of C3 (as holomorphic inner product
space). After rescaling, we obtain case (2) of the theorem.

If α 6= β, then ω2
1 = 0. Hence M is flat, so that by the equation of Gauss we

have det A = αβ = 0. Without loss of generality, we may assume β = 0. Now,
choose coordinates (u, v) on M with ∂u = e1 and ∂v = e2. Then, the immersion
L satisfies

Luu = αe3, Luv = 0, Lvv = 0, D∂u
e3 = −αLu, D∂v

e3 = 0.

The solution of this system of equations is, up to translation, given by

L(u, v) =
1

α
(cos(αu)w1 + sin(αu)w2) + v w3,

e3(u, v) = − cos(αu)w1 − sin(αu)w2,

where {w1, w2, w3} is an orthonormal basis of C3. After applying a suitable
similarity in C

3, we obtain case (3) of the theorem.

Now suppose that with respect to an orthonormal frame field {e1, e2}, A takes
the form (3.20). Since the surface is parallel, we obtain that α is constant and
ω2

1 = 0. Hence the surface is flat. But from the equation of Gauss, we obtain
that the Gaussian curvature is given by det A = α2, so that α = 0. If we take
coordinates (u, v) on M with ∂u = e1 and ∂v = e2, then the formulas of Gauss
and Weingarten yield the following system of equations:

Luu = e3, Luv = ie3, Lvv = −e3,

D∂u
e3 = −Lu − iLv, D∂v

e3 = −iLu + Lv.

The solution of this system of equations is, up to translation, given by

L(u, v) =

(

u −
1

6
(u + iv)3

)

w1 +

(

v −
i

6
(u + iv)3

)

w2 +
1

2
(u + iv)2w3,

e3(u, v) = −(u + iv)w1 − (iu − v)w2 + w3,
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where {w1, w2, w3} is an orthonormal basis of C3. After applying a suitable
similarity, we obtain case (4) of the theorem.

As follows from Lemma 3.2.11 and Remark 3.3.3, any intersection of a parallel
complex surface in C3 with a generic real slice results in a parallel surface in
that real slice. On the other hand, from Lemma 3.2.12 it follows that all real-
analytic parallel surfaces in any of the pseudo-Euclidean spaces Rn

k are obtained
in this way. In this regard, it is interesting to compare our classification result
above with the classification theorems of parallel surfaces in R

3 and R
3
1 (cf.

[9, Thm. 5.1]). It is worth noticing, that for the proof of Theorem 3.4.3, only
minor adaptions to the original proof for R3

1 were necessary.

Theorem 3.4.4. A non-degenerate parallel surface in R3 is similar to an open
part of one of the following three surfaces:

(i) the plane R2, given by x3 = 0,

(ii) the sphere S2, given by x2
1 + x2

2 + x2
3 = 1,

(iii) the flat cylinder S1 × R, given by x2
1 + x2

2 = 1.

These three cases in Theorem 3.4.4 above arise from intersecting the complex
surfaces (1), (2) and (3) from Theorem 3.4.3 with the Euclidean real slice
R3 ⊂ C3, given by y1 = y2 = y3 = 0. The surface (4), or any surface similar to
it in C3, does not give a real 2-dimensional intersection with R3.

Theorem 3.4.5. A non-degenerate parallel surface in R3
1 (with metric ds2 =

−dy2
1 + dx2

2 + dx2
3) is similar to an open part of one of the following eight

surfaces:

(i) the Euclidean plane R2, given by y1 = 0,

(ii) the Lorentzian plane R1
1, given by x2 = 0,

(iii) the hyperbolic plane H2, given by y2
1 − x2

2 − x2
3 = 1,

(iv) the indefinite sphere S2
1 , given by −y2

1 + x2
2 + x2

3 = 1,

(v) the flat cylinder H1 × R1, given by y2
1 − x2

2 = 1,

(vi) the flat cylinder S1 × R1
1, given by x2

2 + x2
3 = 1,

(vii) the flat cylinder S1
1 × R1, given by −y2

1 + x2
2 = 1,

(viii) the flat minimal Lorentzian surface given by x3 = (y1 − x2)2.
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As these surfaces are all real-analytic (in fact even quadratic), they must all
be obtainable from Theorem 3.4.3, by taking appropriate intersections with R

3
1.

Cases (i) and (ii) are obtained by intersecting the planes z1 = 0 and z2 = 0
(both similar to (1) from Theorem 3.4.3) with R3

1. The cases (iii) and (iv) are
obtained by intersecting with the surfaces −z2

1 −z2
2 −z2

3 = 1 and z2
1 +z2

2 +z2
3 = 1

(both similar to (2)). The cases (v), (vi) and (vii) are obtained by intersecting
with the surfaces −z2

1 − z2
2 = 1, z2

2 + z2
3 = 1 and z2

1 + z2
2 = 1 (all similar to (3)).

Finally, (viii) is obtained by intersecting with z3 = (z2 + iz1)2 (similar to (4)).





Chapter 4

Conclusion

In this chapter we will discuss some of the results we have obtained in this
thesis, and point out in which aspects the theory and methods could be further
improved. We will also mention some directions for further research.

Submanifold theory with Rinehart spaces

In Chapter 2 we have seen how the concept of Rinehart spaces enabled
us to reformulate many classical results from the theory of Riemannian
(sub)manifolds in a more general setting, such as the fundamental theorem
of Riemannian geometry, the projection of a Levi-Civita connection on a
submanifold, and the construction of non-flat space forms. As we already
mentioned in the introduction, we have done so without the involvement of
local or point-wise reasoning, for which the theory would have to be expanded
further to include sheafs of Rinehart spaces, and theory on the spectrum of the
Rinehart space. But even within the framework we have developed so far, there
are many statements that could likely be improved on. An example of this is our
analogue of the fundamental theorem of Riemannian geometry: the conditions
that 2 is a unit in K and that the cotangent space is undelimited, could likely
be loosened. As has also been mentioned in 2.4.4, we have focused our study
to Rinehart spaces, which are the analogues of finite-dimensional Riemannian
manifolds, but many of our results will likely extend, in some form or another,
to more general (infinite-dimensional) Lie-Rinehart algebras.

There are also many topics which are well-studied in the context of classical

67
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Riemannian manifolds, but which we haven’t even touched upon in our
treatment in terms of Rinehart spaces. One can think for example of Lie
groups, which among others can be regarded as isometry groups of the function
space O. Also higher degree differential forms and integration we haven’t
discussed. In fact, when we are given a derivation dX for a tangent vector
field X , then the concept of integration already pops up when we look for an
operator JX : dX(O) → O as right inverse to dX , which would be unique up to
a constant. Another topic of interest is distributions, which naturally appear
as the span (over the algebra of functions O) of one or more elements from the
tangent space X.

As the author, I kept being surprised during the writing of this thesis, how
it comes that apparently for each geometric object of study, mathematics has
provided an algebraic formalism which captures all of its essential properties,
perhaps except only for the underlying physical intuition. So although there are
still many geometric-analytic notions in Riemannian geometry and differential
geometry in general, for which it may not be immediately clear how they could
be conveniently described in algebraic terms, it is likely just a matter of effort
to find out how.

Submanifold theory and Wick relations

In Chapter 3 we have seen that for (pseudo-)Riemannian manifolds which are
Wick-related, one can draw tight connections between the submanifolds of
these spaces. Our method leans on a few different mathematical areas, among
which complex analysis and complex bilinear forms, as well as holomorphic
Riemannian geometry and the concept of Wick-rotations. Lemma 3.2.11 and
Lemma 3.2.12 play an important role in our approach, as they enable us to
infer geometric properties of a holomorphic Riemannian manifold from the
geometric properties of one of its real slices, but also to infer such geometric
properties for the other real slices of the holomorphic Riemannian manifold.
The examples we provided were chosen with the purpose of exemplifying the
methods we introduced. Of course, there are no real obstructions to apply the
same principle to deal with other problems in submanifold theory as well. First
of all, no restrictions are being put on the dimensions of the manifolds involved.
Furthermore, when it comes to the geometric property under consideration,
there is only the restriction that it is derived in an analytic manner from
the main operators and tensors in submanifold theory. Hence, besides the
properties we have seen in the examples above, other possible properties it
could be applied to are constant mean curvature, constant sectional curvature,
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Einstein, quasi-minimality (marginally trapped), (semi- or pseudo-)symmetry,
(semi- or pseudo-)parallelity, etc.

Despite the apparent flexibility of the method, the assumption that the
submanifolds are embedded in an analytic way poses of course a limitation.
Admittedly, submanifolds that are embedded smoothly but not analytically do
rarely appear as the solution of an analytic differential equation, unless the
solution involves a whole family of functions as a degree of freedom (like a
generalized cylinder over a curve). And even in such a case, the family of
analytic solutions typically forms a dense subset of the whole family of smooth
solutions, so that the whole set of solutions may be easily inferred. Nonetheless,
it is important to keep the required assumption of analyticity in mind, as this
assumption is usually not required when studying submanifolds.

Finally, it should be noted that the main principle of extending a geometric
property from a real manifold to its complexification, and from there translating
it back to some of its other real slices, can likely be applied to other research
areas than submanifold theory as well. The already established theory about
real forms of complexified Lie algebras is an example that can be mentioned in
this regard (cf. [14]), but other applications one could think of is transferring
distributions or differential equations from one real manifold to another Wick-
related manifold. As we mentioned in the introduction, in fact similar
techniques are (implicitly) being used in the physics literature whenever a Wick-
rotation is applied, but among pure mathematicians such methods are still
rarely studied, even in research areas where they could provide some benefit.
Hopefully, this thesis can help to bring some more attention to it.
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