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Abstract

We investigate some asymptotic properties of general Markov processes condi-
tioned not to be absorbed by the moving boundaries. We first give general criteria
involving an exponential convergence towards the @-process, that is the law of the
considered Markov process conditioned never to reach the moving boundaries. This
exponential convergence allows us to state the existence and uniqueness of the quasi-
ergodic distribution considering either boundaries moving periodically or stabilizing
boundaries. We also state the existence and uniqueness of a quasi-limiting distribu-
tion when absorbing boundaries stabilize. We finally deal with some examples such
as diffusions which are coming down from infinity.
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1 Introduction

Let (2, A,P) be a probability space and let (X;)ier be a time-homogeneous Markov
process (where I = Z, or R} ) defined on a metric state space (E,d). We associate with
E a o-algebra €. For any ¢ € I, denote by F; = 0(X,,0 < s < t) the o-field generated by
(Xs)o<s<ter- For any subset F' C E, denote by M;(F) the set of probability measures
defined on F' and B(F) the set of the bounded measurable function f: F — R.

We define, for each time ¢t € I, a subset A; € £ called absorbing subset at time t and
we denote by F; the complement set of A; called survival subset at time t. We will call
t — A; the moving absorbing subset or the moving absorbing boundary. We denote by

T =inf{t € I : X; € A}

the reaching time of (Ay)tes by the process (X¢)ier. In all what follows, we will assume
that 74 is a stopping time for the filtration (F;);e;. This assumption holds when, for
example, the Markov process (X;)ies is continuous and all the sets (A;)er are closed.

Even though the process (X¢):er is time-homogeneous, we will associate to this pro-
cess a family of probability measures (P, ;)serzcr such that, for any s € I and for any
z € B, Py »(Xs; = x) = 1 and, for any measure p on E, define Py, = [P du(z). We
denote by E, , and K, ;, the corresponding expectations. When the starting time is not
needed, we will prefer the notation P, := Py, and E, := Eg ,.

In this paper, we will deal with the so-called @Q-process, quasi-limiting distribution
and quasi-ergodic distribution, defined as below :

Definition 1. i) We say that there is a Q-process if there exists a family of probability
measures (Qg z)scrzcr, such that for any s <t, z € Ej,
Psx(X[ 1 €'|TA>T) ﬂ @sm(X[ 4 S )
AL, TelT—oo 00 1% ’
where, for any u,v € I, X, ] is the trajectory of (X¢)ter between times u and v
and where (d) refers to the weak convergence of probability measures.



ii) We say that a € M (F) is a quasi-limiting distribution if, for some p € M (Ep),

(d)
Pu(X; € -|ta > 1) el & (1)

iii) We say that § € M;(F) is a quasi-ergodic distribution if there exists p € M;j(Ep)

such that,
[}
1 — d
= Pu(Xg € -|ra > n) @, 5
n n—o00
k=0
itl =74,
¢ t
1 (d)
z/O P,(Xs € |Ta > t)ds v IS
if I =Ry.

For Markov processes absorbed by non-moving boundaries (i.e. Ay = Ag for any ¢ €

I), the notions of Q-process, quasi-limiting distribution and quasi-ergodic distribution

are dealt with by the theory of quasi-stationarity, which studies the asymptotic behavior

of such processes conditioned not to be absorbed. In particular, the main object of this

theory is the quasi-stationary distribution, which is defined as a probability measure «
such that, for all t € I,

Po(Xt € -|Ta > ) = . (2)

In the time-homogeneous setting, it is well known that the notions of quasi-stationary
distributions and quasi-limiting distributions are equivalent. The interested reader can
see [16] and [10] for an overview of the theory. In particular, these monographes give some
results about the existence of quasi-limiting distributions and Q-processes for several
processes : Markov chains on finite state space and countable space, birth and death
processes, diffusion processes and others. In a same way, existence of quasi-ergodic
distributions has been also shown for such processes. The reader can see [12} 18] 4] for
the study on quasi-ergodic distributions in a very general framework.

In this article, we will be interested in the existence of a Q-process, a quasi-limiting
distribution and a quasi-ergodic distribution when (A;);c; depends on the time. More
precisely, we want to generalize the results presented in [17], which were only obtained
for discrete-time Markov chains defined on finite state space. In particular, this paper
showed, in a first time, that the notion of quasi-stationary distribution as defined by the
relation (Z), considering that the boundary (A,),ez, is moving, is not well-defined. If
moreover the boundary moves periodically, then the notion of quasi-limiting distribution
is not well-defined either. Finally, it is shown in [I7] that, still considering periodic
moving boudaries, the probability measure

1 n
- > Pu(Xi € |4 > n)

i=1



converges weakly towards a quasi-ergodic distribution f if the initial measure p satisfies
some assumptions (see [I7, Theorem 3]). Moreover, the Q-process is well-defined.

Hence, the main goal of this paper is to recover these results for a more wide class
of Markov processes, such as diffusion processes. In particular, we want to know if
the quasi-ergodic distribution is still well-defined for such processes when the moving
boundary (A¢)ier is periodic.

The main assumption that (X;);c; will satisfy in this paper will be based on a
Champagnat-Villemonais type condition. When A does not depend on ¢, Champagnat
and Villemonais introduce in [6] the following assumption : there exists v € My (FE) such
that

(A1) there exist typ > 0 and ¢ > 0 such that

Yz € Ey, Px(Xto € '|’7'A > to) > v,

(A2) there exists co > 0 such that : Va € Fy, Vi > 0,

P,(t4 > t) > coPy(14 > t).

In particular, (A1) can be seen as a conditional version of Doeblin’s condition. Then the
authors show that (A1)-(A2) are equivalent to an exponential uniform convergence of the
total variation distance between the conditional probability P,(X; € |74 > t) and the
unique quasi-stationary distribution. Moreover, one has, under these assumptions, the
existence of a ()-process, as well as the existence and the uniqueness of the quasi-ergodic
distribution (see [§] for this last result).

Champagnat and Villemonais also adapt the assumptions (A1)-(A2) to the time-
inhomogeneous setting in the paper [9]. This time-inhomogeneous version will be used
to our purpose; we refer the reader to the Section 3 for more details about it. In
particular, the Assumption (A’), which is introduced in Section 2, is a particular case
of their time-inhomogeneous conditions. In this paper, the existence of a Q)-process will
be proved, as well as the exponential convergence in total variation of the probability
measure P, (X[ € -[7a > T') towards the Q-process, when T' goes to infinity. In the
same way as in the paper [§], this exponential convergence implies that the existence and
the uniqueness of the quasi-ergodic distribution is equivalent to an ergodic theorem for
the @Q-process. In particular, this corollary will be applied for periodic moving boundaries
to show the existence and the uniqueness of a quasi-ergodic distribution.

Moreover, the case of a non-increasing converging moving boundary (the notion of
convergence will be defined further) will be dealt with. In this case, one can expect an
asymptotic homogeneity of the conditional probability P, ,(Xs4¢ € :|T4 > s +t) when s
goes to infinity (in the meaning of Proposition3lin Subsection [£.2]), and use this property
to show the existence of a quasi-limiting distribution. It will be therefore shown in this
paper that, under the Champagnat-Villemonais condition and some extra assumptions,



there exists a unique quasi-limiting distribution for which the weak convergence (I) holds
for any initial law p.

This paper ends with an application of these results to a one-dimensional diffusion
process coming down from infinity, that is to say, for some ¢ > 0 and y € Ry,

lim P,(r, <t)>0,

T—>+00

where 7, is the hitting time of y by (X¢)icr. It will be shown that, under additional as-
sumptions, the diffusion process (X;):>¢ satisfies the time-inhomogeneous Champagnat-
Villemonais conditions.

2 Assumptions and general results
From now on, assume that (A;)ier could depend on time and for any s € I and = € Ej,
P o(T4 < 00) =1,

and, in order to make sense of the conditioning, we will assume that for any s < ¢t and
any x € F,
Ps,x(TA >t) > 0.

We introduce now the main assumption adapted from the Champagnat-Villemonais

conditions introduced in [6]:

Assumption (A’). There exist (vs)ser a sequence of probability measures (vs € My (Es)
for each s € I), and ty,c1,co > 0 such that

(A’1) Vs € I,Vzx € Es,
PS7$(XS+,50 € "TA > s+ to) > C1Vs+ty;

(A’2) Vs < t,Vz € E,
Py, (ta >1t) > CQPS71(7—A > t).

In this section, the main results and contributions in this paper are presented. Let
us recall that the total variation distance between two probability measures 1 and v on
FE is defined by

= vllrv == sup |u(f) —v(f)l;
fEBl(E)

where Bi(E) :=={f € B(E) : ||f|lco <1} and where the notation

u(f) = [E f(@)u(dz)

is used. Then let us state our main result :



Theorem 1. Under Assumption (A’), there exists a Q-process (Definition [ (i)). Fur-
thermore, there exists C; A > 0 such that, for any s <t < T and x € Ej,

HPs,x(X[s,t] S "TA > T) — @S7$(X[s,t] c ')HTV < Ce*A(T—t).

Explicit formulae will be provided later in Theorem [, whose the statement is more
precise than the one of the previous theorem.

As written in the introduction, two specific behavior of moving behavior will be
studied in this paper :

e Periodic moving boundaries,

e Non-increasing converging moving boundaries, i.e. A; C Ay for all s <t and

A=A #0. (3)

tel

In the periodic case, the following theorem is shown in the Subsection 411

Theorem 2. If (X;)i>0 satisfies Assumption (A’), then there exists a unique probability
measure [3 such that, for any p € My(Ey),

Lt (d)
Z/o P, (X, € -[Ta > t)ds o B.

The expression of the quasi-ergodic distribution 3 is spelled out later in Theorem [Gl

For converging non-increasing moving boundaries, some extra assumptions are needed
to state the theorems. The following assumptions will be useful to show the asymptotic
homogeneity of the conditional probability Ps ;(Xsyt € <|[7a > s + 1) :

Assumption (Hyom). a) Strong Markov property: For any T stopping time of
Fi=0(Xs,0<s<t) and for any x € E,

Po((Xrit)ter € -, 7 < 00| F7) = LrcooPx, ((X¢)ter € °);

b) Convergence in law for the hitting times : For any x € Ey and for any t € I,

P (T4 > s+1) S_TOO Py(Ta, >1t),

where T4, = inf{t > 0: X; € Ax};

¢) Time-continuity: For any x € Ey and s > 0, the functions t — Ps (74 > t) and
t — Py(Ta,, >t) are continuous;

Moreover, defining F., as the complement of A, let us set the additional following
assumption :



Assumption (Hy). There ezists a unique probability measure o, € Mi(Fs) such
that, for any p € My(Fs) and t >0,

IPu(Xt € |7as > 1) — axcllry < Coce™™, (4)
where Coo,y Yoo > 0.

Under Assumption (Hy), it is well known (see [16]) that there exists Ao > 0 such
that, for any ¢t € I,
Poo (Too > ) = €7, (5)

and also a function 7., (see [6, Proposition 2.3]) positive on E and vanishing on A

such that, for any = € F,

Noo(x) = lim eAthx(TAoo > t). (6)

t—o00

To state our result of convergence, the following assumption is needed :

Assumption (H’y). There exists so € I and xg € Ey, such that, for any s > sg,
Eoag €200 (X5,)] < +00,

and
lim By, [eAwW*s)nw(Xm)} _o.

S§—00

Somehow, this previous assumption impose that the boundary (A;);e; decreases fast
enough towards A.

Then, considering non-increasing converging moving boundaries, one has the follow-
ing statement :

Theorem 3. Under the assumptions (A’), (Hpom) (Hoo) and (HL)), for any u €
M (Eo),

(d)
P,(X; € |ta>t) T Qoo
where ao s the quasi-stationary distribution defined in the Assumption (Hs).

The existence and the uniqueness of the quasi-ergodic distribution is also shown in
the Subsection

3 Exponential convergence towards (J-process and quasi-
ergodic distribution

First, we recall Proposition 3.1. and Theorem 3.3. of [9]. In their paper, N. Champagnat
and D. Villemonais took a time-inhomogeneous Markov process and (Z; +)s<¢ a collection
of multiplicative nonnegative random variables (i.e. satisfying Zs,Z,; = Zs4, Vs <r <
t) such that, for any s <t € I and = € E;, E; ;(Z5;) > 0 and SUpyep, Esy(Zst) < 00.

7



In our case, (X¢)ier is time-homogeneous, however the penalization (Zs;)s<; we shall
use is given by
Zs,t == ]]'TA>t’ Vs S t.

and is time-inhomogeneous because (A;)tc; depends on t. For any s < ¢, define by
Grs: pp—= P (Xy € |14 > t).
Then, by Markov property, the family (¢ 5)s<; is a semi-flow, that is : for any r < s <,
Gty = Pt,s © Psre (7)

Let to € I. For any s > tg and x1,x2 € Es_y,, define vs 5, 2, and v, as follows :
Vs, x1,20 = ]H_111n2 ¢s,s—to (5xj); (8)

Vs = min ¢s,s—to(5$)a (9)

$6E57t0

where the minimum of several measures is understood as the largest measure smaller
than all the considered measures. Finally, for any s > tg, define

]P)vas,acl,acg (TA >t+ S)

ds = inf ; 10

* tzo,xl,l:geEs_to supgep, Pso(T4 >+ s) (10)
P t

&, = inf —Dews{Ta > 541 (11)

t>0 supyep, Poa(ta > s+1t)

In particular, vs < vg 4, 4, and d;, < ds;. We can now state Proposition 3.1. and Theorem
3.3. of [9] in our situation (see [9] for a more general framework) :

Proposition 1 (Proposition 3.1. ([9])). For any s € I such that d, > 0 and y € Es,
there exists a finite constant Cs, only depending on s and y such that, for all x € E;
and t,u > s+tg witht < u,

*SJfl
1%

< C4 inf — | | 1—dy_i). 12
- % ve[lerlrto,t} dl, Pt ( k) (12)

]P’SJ(TA > t)
]P’S,y(TA > t)

5735(7',4 > u)
sy(Ta > u)

P
P

In particular, if
)
17
liminf — 1—di_) = 1
it & 1T -0 -0 1
for all s > 0, there exists a positive bounded function ns : Es — (0,00) such that
lim P (14 > 1) _ ns(x)
t=oo Py (T4 > 1) ns(y)

I vx??/eESa

where, for any fixed y, the convergence holds uniformly in x. ns satisfies for all x € Ey
and s <tel,

Es,x(]]-’rA>tnt(Xt)) = 778(1')
In addition, the function s — ||ns||co @s locally bounded on [0, 00).



Theorem 4 (Theorem 3.3 ([9])). Assume that

el
liminf — H (1—di_p).

tel t—oo dy Pt

Then there exists (Qs.z)scrzck, such that

(d)
Ps,x(X[s,s+t] S .’TA > T) TGI—>T*>OO @S,x(X[s,s+t} € ')7 v87t € I,I’ € E87

and Qs 5 is given by, for all s <t and x € Ej,

1 m(Xt) 77t(Xt)
X V)=F., (1 At =FE,, (1 R LAl 22 Iy
@SJ( [Sﬂ © ) o < X[S’t]e Es,x(]lTA>t77t(Xt)) o X[s’t]e Azt 775(-%')

(14)
Furthermore, under (Qsz)serzcky, (Xt)ter is a time-inhomogeneous Markov process.
Finally, this process is asymptotically mizing in the sense that, for any s < t and for
any p, ™ € Mi(Es),

Qs (Xt € 1) = Qs r(Xy € )7 <2 (1 —d—p),

where

Qi) = [ Qualtao) (15)
Remark 1. Note that, by the definition (IX]), when p is not a Dirac mass,

Qs # TETOO PS,M("TA >T).

However, using the notation

f(@)p(dz)

W) Vu e My(Ey), Vf € B(Es), (16)

[ p(dz) ==
one has

li P, (- T) = .
o (174 >T) = Qs s

Remark 2. We emphasize that, in [9], Proposition 3.1. and Theorem 3.3 are stated
for any penalizations (Zs¢)s<¢. In particular, instead of considering absorbed Markov
process, it is possible to work on renormalized Feynman-Kac semi-group taking

Tt = f;g(Xu)du’
for some measurable functions g. Indeed, the specific choice of Z,; we did in Proposition
[ and Theorem [ does not play a role in the proofs.



Under Assumption (A’), and considering ¢y € I as defined in Assumption (A’), one
has, for any s € I,
ds > d, > cico > 0. (17)

Hence, by Proposition 1, ([I3]) is satisfied and, for any s < s + ¢ty <t < w and z,y € FEj,

Py JC(TA > t) Py x(TA > u) 1 V’SJ
5 _ ) < C X — 1 _ 0 ) 18
Poy(ta>1t)  Pyy(ra>u)| = 7 c102( c1¢2) (18)

From this last equation, we can expect an exponential convergence of the family of
probability measures (Ps.(X[sq € *|Ta > T))r>¢ towards the Q-process. Let us now
reformulate the Theorem [I] in a more precise manner :

Theorem 5. Let (X;)i>0 be a Markov process satisfying Assumption (A’).

1. Then, for any s <t <T and x € Fj,

—_

. — ° <
IPso(Xsy € 74> T) — Qu(X[5 € )llrv < (c1c2)?

where Qs , is defined by ([I4) in Theorem [{]

2. If the Q-process satisfies an ergodic theorem, i.e. there exists a probability measure
B such that for any x € Ey,

t—o00

1 t
. /0 Qo (Xs € )ds 2 B, (19)

then for any p € My(Ep),

1 tP(Xe| > t)d ﬂﬁ
tJo pASES A St~>oo )

The statement of this theorem is implicitly written for I = Ry. Obviously, the
statement holds when I = Z, and, from now, we will confuse integral and sum to deal
with quasi-ergodic distributions when the time space I will not be specify.

Proof of Theorem [3. First we will show the exponential convergence towards the Q-
process essentially thanks to (I8). In the second step, we will show the existence and
uniqueness of the quasi-ergodic distribution using a method similar to that used in [8].

Step 1 : Exponential convergence towards the Q-process

We may extend (I8) to general initial law g and 7 : putting moreover 1/cjcy
inside the constant, there exists Cs » > 0 only depending on s and 7 such that,
for any s <t < u,

Py (T4 > u)
IP’SJ(TA > u)

sul(Ta > 1)
577r(7',4 > t)

< Cs,n(l — 0102)V;05J.

P
P

10



Thus, by Theorem (] and letting u — oo,

pns) _ Paylra > t>‘ < Conll — cren)l %), (20)

m(ns) PSJF(TA > t)

Using Markov property, for any s <t < T and for any = € Fj,

Lr,>tPe x, (14 > T))
]P’SJ(TA > T)

Ps,x(X[s,t] S "TA > T) = Es,x <]]-X[S’t]6

=E,, (1 Lry>iPrx,(7a > T)
S,z X[s,t]e'Es’x(]]_TA>t]P>t,Xt(TA > T))

-F 1 1 Pt,Xt (TA > T)
S Xlsn€ TA>tIP’87x(TA > t)Es,x(Pt,Xt (TA > T)‘TA > t)

Pt7Xt (TA > T)
Psa(Ta > OP; g, (5,)(Ta > T))

= ]Esﬂ: <1X[s,t]€'lTA>t

Using this last equality and (I4]), for any s < t < T, for any x € FE, and any
Beé,

|Pso( X5 € Blra >T) — Qs 2(X[54 € B)|

_ g (ﬂ-X[S’t]EB]]-TA>t ( ]P)LXt (TA > T) nt(Xt) ))
= |Ls,x

Psu(ta >1) \Prg, . 5,)(Ta>T))  bu,s(00) ()

T—t Ix, eBlry>t
<C 1 eelBtg  (IXoneBlraxt
— t7¢t,s(6ﬂc)( 0102) S,T < P&x(TA > t) ?

where the last inequality follows from (20). Moreover, for any s < t,

]]-X[S’t]GB]]-TA>t
N 2 N

=Py, (Xsn€B t) <1, VBEE.
P ) = (e € Bra > 0 <1, B e

Hence, for any s <t, z € E; and B € &,

Tt
Up)s,m(X[s,t] € B|TA > T) — @371()([3715} € B)‘ < Ct7¢t’s(5z)(1 — Clcg){ to J
Without loss of generality, one can assume t — s > tg, since for any ¢t < s + tg,
{X(s € B} = {X[s 5110 € B},

where B := {w: [s,5 + to] = E : wis,¢ € B} is a measurable set.

Note that [9] provides an explicit formula of C;, in the proof of Proposition 3.1.
for s and y fixed. Adapting this formula for a general probability measure 7w and
recalling that we put the term 1/c¢; ¢y inside Cs , one explicit formula of Cj . for
s € I can be

o 1 sup,ep, Ps (T4 > vs)

T = ) 21
. C1C9 dg)S]P)s,n(TA > US) ( )

11



Step 2

where v € I is the smaller time v > s + to such that d, > 0 (with d], as defined
in (II)). Then, by (IT), vs = s + to and d}; > cica, 50

P t
Csﬂ— S CsupZGEs sz(TA > 8 + O)

, Vs>0,Vr € Mq(Ey),
’ IP’877T(TA>S+250) 1( s)

1
(c1c2)

where we set C := 5. Thus, for any = € Fj,

SUp,ep, P . (T4 >t +to)
Pt,(bt,s((sz)(TA >t4 to)

Crgro(6,) < C

Now, the following lemma is needed :

Lemma 1. For any s <t such that t — s > ty, for any x € Ej,

¢t,s(5x) > C1v. (22)

In particular, the condition (A’1) holds replacing to by any time t; greater than
to.

The proof of this lemma is postponed at the end of this proof. Then, by Lemma
M and using (A’2),
Pt gyo(6,)(TA > T+ t0) > 1Py, (T4 > t + to)

> cicp sup Py (74 >t + 1p).
z€Fy

As a result Ct,d)t,s(éz) < 1/(0102)3, and

‘]P)S,J:(X[s,t} € B‘TA > T) - Qs,x(X[s,t] € B)| <

This concludes the first step.

: Convergence towards the quasi-ergodic distribution
We just proved that for any 0 < s <t and = € Ey,
1

(cre2)?

t—s
H]P)x(Xs S -‘TA > t) — QOJ;(XS S ')HTV < (1 — 0102){ to J

Note that, in the same way, it was possible to consider a general initial law u
instead of a Dirac measure ¢,, so that the inequality

1

(crc2)?

Bu(Xs € fra > 1) — QoK € My < ——(1 —ae)l®] (@23)

12



holds for any probability measure p on Ej (the notation 7g* u is defined in (I6])).
As a result for any 0 < s < ¢, for any p € Mi(Ep),

1 t 1 t
H—/ Py (X, € -|Ta > t)ds — —/ Qo,nosu(Xs € -)ds
tJo tJo TV

< ﬁ /Ot(l — clcg)vt;OSst

(c1e2
1

t t=s 4
< G Jy 110

B t() % 1-— (1 — ClCQ)tO
B (c1¢2)3(1 — c1e2) log(1 — cic2) t '

Let 3 as defined in (I9). Then for any u € Mi(Ep) and f € B(E),

1 t
[ Bl > s 5(0)
0
I I 1" o
<||f [rxe etz 0as— [ Qupnttoeas]| 4|3 [ 88,0000 - 50)
0 0 TV 0
*
< (_ to > % 1—(1—6162)t0
(c1e2)3(1 = cre2) log(1 — crc2) t
1 t
17 [ B 015 = B0
where Egno*u is the expectation with respect to Qg y,«,. Then, using the ergodic

theorem for the Q-process,

[ Es Ot > s - 50| =0

Proof of Lemma[d. Applying the condition (A’l) to the starting time ¢ — ¢,

Ptfto,y(Xt € W TA > t) Z Clyt(')Ptfto,y(TA > t), Vy € Etfto-

Then, for any probability measure pu, integrating the last inequality over p(dz) and
dividing by P¢—s, (74 > t), one obtains

Pt—to,u(Xt S "TA > t) > C1V¢, VM c Ml(Et—to)-

Hence, using the semi-flow property (@) of (¢¢s)s<t, for any s > 0 and t > s + ¢,

Gt,5(0z) = Pttty © Dt—ty,s(0z) = Pt—tm@,to,s(&x)(Xt €-|ta>1) > i,

which is (22)). O
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Remark 3. The time-homogeneity of the Markov process (X;):c; does not play a par-
ticular role in the previous proof. In particular, Theorem [l can be applied to time-
inhomogeneous Markov process. However, in the next section, the time-homogeneity of
(Xt)ter will be needed.

4 Some behaviors of moving boundaries and quasi-ergodicity

In this section, we will focus on two types of behavior for the moving boundaries
1. when A is y-periodic with v > 0;
2. when A is non-increasing and converges at infinity towards A, # (0.

Under Assumption (A’), the existence of the @Q-process is provided by Theorem @] (The-
orem 3.3, [9]) and we get moreover an exponential convergence towards the @Q-process
provided by Theorem il Now we want to investigate on the existence of a quasi-ergodic
distribution in the two cases described above.

4.1 Quasi-ergodic distribution when A is y-periodic

In this subsection, we will work on periodic moving boundaries and we will assume that
the Markov process (X;)¢>o satisfies the Assumption (A’). In particular, considering
Assumption (A’) for s =0, for any « € Ey and t € I,

1. Px(Xto € '|TA > t()) > C1Vy;
2. ]P’VO(TA > t) > P, (14 > t).

As the Lemma [I] claims, any time ¢; greater than ¢y is suitable for the condition (A’l).
Hence, without loss of generality, ¢y will be taken such that {5 = ngy with ng € N.
Moreover, by periodicity of A, it is easy to see that (vs)s>0 can be chosen as a vy-periodic
sequence. As a result, one has
Uty = Ungy = 10-

In all what follows, we will consider such a choice of (v5)s>0. The aim is to obtain the
convergence of % fg P, (X € -|[Ta > t)ds towards a quasi-ergodic distribution which will
be unique. Let us state the following result, which is the more precise version of Theorem
introduced in Section 2 :

Theorem 6. Assume A is y-periodic with v > 0, and assume that Assumption (A’) is
satisfied. Then for any p € M1(Ep),

1 [t @ 1 [7
7 P (Xs €-|lta>1t)ds — — [ Qop, (X, € -)ds,
0 0

t—oo 7y

where B is the invariant measure of (Xp)nen under Qo ., i.e.

VneN, B,=Qs,(Xny€:)= : By (dz)Qo o (Xny € ).
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Proof of Theorem [d. We want to show an ergodic theorem for the time-inhomogeneous
Markov process (X¢)¢>o under (Qsz)s>0zcr,. Since (Ai)e>o is vy-periodic, for any 0 <
s <t, for any x € Fj,

@s—l—k%a:(Xt—I—kﬂ/ S ) = Qs,m(Xt € ‘)a Vk € L. (24)
Moreover, for any n € Z,

Qoo(Xny €)= tlif?opx(Xm € |Ta > 1)
= lim  Pu(X,, € |14 >my)
MmEZ4 ,m—00
= lim Py(Y, €9 >m),
mEZ4 ,m—00

where 7y is defined by

[ inf{n>1:3te((n—1)y,n],Xs € A} if Y€ Ey
0= 0 if Yy € Ao

and (Y,,)nez, is the time-homogeneous Markov chain defined by

Yn:{ Xy for n < 7y

0  otherwise

where 0 plays the role of an absorbing state for (Y;,)nez,. In other words, 75 is an
absorbing time for (Y},)nez, and, under (Qo,z)zcE,, the chain (X, ),ez, is the @Q-process
of (Yn)n€Z+ .

By Assumption (A’) and recalling that we chose (vs)s>0 as y-periodic, (Y;,)nez, satisfies
the following Champagnat-Villemonais type condition :

1.
YV € EQ, Paz(Yno S "Ta > no) > Cc11p;
2.
Ve € Ep,Vn € Zy, Py (19 >n) > coaPyr(19 > n).
where we recall that ng = 2. Hence, by Theorem 3.1 in [6], there exists 8, € M (FEp),

2

C >0 and p € (0,1) such that for any n € Z,
[|Qo,e(Xny € ) = ByllTv < Cp", Vx € Ej.

This implies that, under Qoq., (Xpny)nen is Harris recurrent. We can therefore apply
Theorem 2.1 in [I3] and deduce that, for any nonnegative function f,

I 1 [
;/0 f(Xs)ds = Egﬁw (;/0 f(Xs)ds>, Qo,z-almost surely, Vx € Ey,
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where Eg W(G) = [ GdQy,,, for any measurable nonnegative function G and p € M;(Ep).
It extends to f € B(F) using f = fy — f— with f;, f— non negative functions. Thus, by
bounded Lebesgue’s convergence theorem, for any = € Ejy and for any f € B(FE),

t v
7 [ B B, (3 [ senas).

t—00

Hence the condition (I9) is satisfied. We conclude the proof using the second part of
Theorem
O

Remark 4. In [13], Hopfner and Kutoyants claimed their results for Markov processes
with continuous paths. It is easy to see using their arguments that the statement in
Theorem 2.1. can be generalized to any time-inhomogeneous Markov processes (X )ier
such that the condition of periodicity (24) is satisfied and the chain (X, )necz, is Harris
recurrent. See also Proposition 5 of [14].

4.2 Quasi-ergodic distribution when A converges at infinity

In this subsection, we assume that A is non-increasing and let A, as defined in (3)).
In what follows, we will first state the existence and uniqueness of a quasi-limiting
distribution under these assumptions. Then we will deal with quasi-ergodic distribution.
4.2.1 Quasi-limiting distribution

First we state the following proposition which will be useful to prove the theorem on the
existence and the uniqueness of the quasi-limiting distribution.

Proposition 2. Under Assumptions (A’), for any B € &, the quantities

limsupPs ,(X; € Blta > t) and litm inf Py ,(Xy € Blta > t)
—o0

t—»00
do not depend on any couple (s, ) such that u € My (Es).

Proof of Proposition[4. We recall the statement of [9, Theorem 2.1], which is adapted
to our case :

Theorem 7 (Theorem 2.1., [9]). For any s € I, for any p1,un2 € Mi(Es), for any
t> s+t

t—s
[[Ps iy (Xt € +[74 > 1) = Ps 4y (Xt € |74 > t)[|7v <2(1 — 0102){ fo J (25)

Let B € £. First we remark that, for s fixed, limsup;_, . P, (X; € B|Tacp, > t) does
not depend on p € Mj(FEy). This is straightforward since, thanks to (25), for any s > 0
and any pu1, 2 € My (FEs),

[Ps s (Xt € -4 > 8) = Po (X € |ra > t)ll7v —2 0,
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which implies that, for any s > 0 and puq, uo € My (Ey),

limsup P, ,,, (X; € Blta > t) = limsupP; ,,(X; € Blta > t). (26)
t—o0 t—ro00

Now for any u > 0, recalling the notation ¢y (1) = Ps y(Xstpu € <|Ta > s+ u) for any
s <tand p e M;(Es),

limsup P, ,,(X; € B|ta > t) = limsup P, (X4 € B|Ta >t +u)
t—o00

t—o00

=limsupPyiy g, . () (Xt € Blra > 1)

t—o0
= limsup Py, (Xt € Blta > 1), (27)
t—o0
where we used first the semi-flow property of (¢ s)s<¢, and then (26]) with a given prob-
ability measure v € M1 (FEsy,).
Hence ([27) show that limsup, . P, .(X; € B|ta > t) does not depend on any couple
(s, ) satisfying s € I and p € My (E;). A similar reasoning shows that lim inf; o P, ,(X; €
B|14 > t) does not depend on s and p either.
O

Before showing the existence of a quasi-limiting and a quasi-ergodic distribution, let
us state the following proposition providing a uniform-in-time convergence of the time-
inhomogeneous conditioned semi-group towards the time-homogeneous limit semi-group.

Proposition 3. Assume (Hpom), (Hoo) and (HL)), and let sy and x¢ as defined in
(HL.). Then,

lim sup ||Ps,xo(Xt+s € '|7—A > s+ T) - Pxo(Xt € '|7—Aoo > T)HTV = 0. (28)

5—00 OStST
Remark 5. Taking T' = t, (28]) implies that

lim sup ||Ps oo (Xtgs € |74 > s+ 1) — Py (X4 € +|Ta, > t)||7v = 0.

5— 00 tZO

This is actually a stronger version than the definition of asymptotic pseudotrajectories
as introduced by Benaim and Hirsch in [3], for which the supremum is usually only
taken on a compact set of time. In a practical way, it is difficult to use the weak version
to show the convergence of the time-inhomogeneous semi-flow; considering instead a
uniform convergence on R, will be useful for our purpose. The interested reader can see
[2] for more details about asymptotic pseudotrajectories.
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Proof of Proposition[3. For any 0 <t < T, s> sqgand B € &,

|Ps.zo(Xtqs € Blta > s+ T) — Py (Xy € Blra, >T)|
= |Pszo(Xiqs € Blta > s+ T) — Py 3y ( X5yt € BlTa, >s+1T)|

Py (A, > 8+ T) P oy(Xtys € Bita>5+T)  Pspy(Xoyt € B,1a, >s5+1T)
- Ps 2o (TA > s+ T) Ps 2o (Ta, > s+ T) B Ps 2o (Ta, > s+ T) ‘
< Psao(Taw > s+ T) Py oo (Xs4t € By1a > s+ T) B Ps oo (Xits € B, 74 > s+ T)‘
T Py (TA > s+ T) Ps 2o (Ta, > s+ T) Ps 2o (TAoo >s+1T)

Py 2o(Xsrt € B,Ta > s5+T) Py pg(Xeyt € By7a, > 5+ T)

Py ro(Taw >s+T) Pso(Ta > s+ 7) ‘

< Pszo (T4, > 5+ T) _1‘ % Py 2o(Xsit € B,7a > 5+1T)
- IP’SJO(TA > s+ T) PS7$O(TAOO > s+ T)

+

Psoo(Xstt € B,ta > s+ T) = Ps o (Xspt € B,7a, >s+1T) ‘
PS7$O(TAOO >s+1T)
Psao(ta <s+T <Ta.)
PS,xo(TAoo >s+1T)

)

< Py oo(Tan >s+1T) 4
IP’SJO(TA >s+T)
where we used several times the fact that Ay, C A; for any ¢ (in particular to say that
Pszo(Ta > s+ u) < Pg (T4, > s+ u) for any u > 0). Hence it is enough to prove that
IP’SJO(TA <s+4+t< TAoo)

su — 0. 29
tzlg Pmo (TAoo > t) 5—00 ( )

As a matter of fact, ([29) is equivalent to

sup Py 2o (T4 > s +1) 1

— 0.
>0 | Puo(Ta > 1)

5—00

and it is easy to check that, for general functions (s,t) — f(s,t), (f(s,-))s>0 converges
uniformly towards the constant function equal to 1 if and only if < f(i _)> . also con-
) s>

verges uniformly towards 1.
Fix t > 0. Since A is non-increasing, for any s < &/,

IP’SJO(TA <s+t< TAoo) S Ps/,mo(TA < s+t< TAoo)
PxO(TAw > t) - PxO(TAw > t)

Moreover, using the convergence in law for the hitting times of Assumption (Hpep,), one
has, for any t > 0,
Psoo(ta <s+t<Ta.) .
Py (T4, > 1) s—00

Finally, by the strong Markov property of Assumption (Hpep,), for any ¢ > 0,

Ps,mo(TA <s+it< TAOO) = Es,mo(]]-TAgs+t¢(XTAaTA - S, t)),
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where ¢(-,-,-) is defined as follows
V2 € B,V 0<u<t, ¢(z,ut)="Py(ra, >t—u).

In [8] it is shown (Theorem 2.1.) that, under (H), there exists a constant a; > 0 such
that, for any x € Ec and t € I,

Tloo (x)
et Py (T4, > t)

— 1‘ < qre =t (30)

where Ao, V00 and the function 7., were defined respectively in (&), @) and (@) in the
section 2l This implies therefore that there exists C' > 0 such that, for any z € E, and
tel,

Noo(x) — <P, (T4, > t)‘ < ape 1=t P (14 > t) < Ce =t

where we used that the function ¢ — e*>'P, (74 > t) is upper bounded uniformly in x.
Hence, for any « € Ey, and t > 0,

e P, (T4, > 1) Ce et

Moo () T (7))

¢(XTA7TA_S7t)
TASUHS TP, (Tas >1)

(31)

UOO(XTA)

converges almost surely towards e*e(TA—5) (o)

By [6, Proposition 2.3], 1
and using ([B0) and (31),
gb(XTAaTA - S7t)
Py (T4, >1)

Aoo (ra—s) oo (X7 ) oo (%0) N =T DG(Xry A = 5,1) |
Noo(T0) ekwtpxo (T > 1) A Noo(Xry)

=€

c — —(ta—s
Too(0) e ))]lTASt+S>

a C Noo(Xr,) oo (T4—5)
=(+a) <1+noo(ﬂfo)> Too(0) '

< 6)\00(7,4—5) 7700(X7'A)(1 +a16—'yoot) (1 +
Moo (T0)

Then, under (H.,), by the bounded Lebesgue’s convergence theorem, for any s > s,

gb(XTAaTA - S7t)
Py (T4, >1) )

- <e)\oo(TAs) nOO(XTA)> ]
e Noo (Z0)

lim Psoo(ta < s+t <Ta.)
t—o0 Pmo (TAoo > t)

= lim E 1,,<
et S,20 TA<SH+1

Ps,xo (A <s+Ht<TA, )

P (ra D) on the Alexandroff

For any s > 0, we can therefore define f; : t —
extension Ry U {oo} setting

Js(00) := lim Poao(TaS st <7a) = Es z, (eAOO(TAS) —noo(Xm)> .
A% Prglran > D) 7 oo (0)
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Then, like any ¢ € R, (fs(o0)),> is non-increasing and, by the assumption (H.,),
Xr
lim fs(oo) = lim Es,xo <e)\oo(TAS)M> =0.
5—00 5—00 noo(xO)

We conclude to the uniform convergence (29) using Dini’s theorem for a non-increasing
sequence of functions. O

Now one will prove Theorem [3] stated in Section 2, which is recalled below :

Theorem 8. Under Assumptions (A’), (Hpom), (Hso) and (HL,), for any u € M1(Ey),
P, (X: € |Ta > 1) @,
H t—o0 c

where a, s the quasi-stationary distribution defined in Assumption (Hxo).

Proof of Theorem[8 (Theorem[3). Fix B € £ and note that, by Assumption (Hy), for
any p € My(Ey),

limsupP,(X; € Blra,, > 1) = lign inf P, (X; € Blta, >t) = ax(B),
—00

t—o00

where we recall that oo is the quasi-stationary distribution of (Xi)tc; absorbed at
As. By Proposition 2, for a given s € I, limsup; ,, Psu(X; € Blta > t) and
liminf; oo Ps ,(Xy € Blta > t) do not depend on p € M;(E;). Denote therefore
by Fyup and Fj,r the functions defined by, for any s > so and any p € M;(FE;) ,

Foup(s) :=limsup Py ,,(Xs1y € Blta > s +t) = limsup P, ;o (Xeqs € Blta > s+ 1)

t—o00 t—o0

and
Finf(s) == lminf Py ,( X4y € Blta > s+ t) = iminf Py 5 (Xsqt € BlTa > s +1t)
t—o00 t—o00

where zg is defined as in (H. ). Then Fs,, and Fj,; do not depend on s either (by
Proposition [2)), hence for any s > 0,

Foup(s) = lim Fyyp(u),

U—00

and
Fing(s) = lim Finy(u).
Moreover, by the uniform convergence (28] of Proposition [3]
lim Fyp(u) = lim limsup Py o (Xytt € BlTa > u + 1)
U—>00 U—00 ¢t _yo0

= limsup P, (X; € Bl|ra,, > 1)

t—o00

= axo(B).
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Similarly,
lim Fipp(u) = oo (B).

U—00

Hence, for any s > 0 and p € M (Fy),
limsupP, ,(X; € Blra > t) =liminf P, ,(X; € B|ta > t) = as(B).
t—o00 t—o0

O

Remark 6. It can be interesting to compare this result and this proof with the one of [T,
Theorem 3.11] obtained by Bansaye and al. In particular, they used a different property
of asymptotic homogeneity, which is uniform-in-state in their case.

4.2.2 Quasi-ergodic distribution

Now we can state the existence and uniqueness of the quasi-ergodic distribution :
Theorem 9. Under the assumptions of Theorem[8, for any u € My (Ep),

1

t
;/P(X€|TA>7§) ﬁoo,
0

where Boo is the unique invariant measure of the Q-process of (Xi)i>o absorbed by A

Proof of Theorem [ We will show that the Q-process converges weakly towards a prob-
ability measure. Fix B € £. Since we have the following inequality shown in Theorem
3.3 of [9]

t—s
1@ (X1 € ) = Quya (Xi € Mz <201 eren) T,
for any puq, e € My (FEs). We get therefore that
limsup Qs ,, (X¢ € B) = hm sup Qs (Xt € B),
t—o0

and we can therefore use the reasoning of the proof of Proposition 2l to show that, for
any s,u € I7 for any u,v € Ml(ES) X Ml(ES+u)7

limsup Q; . (X; € B) = limsup Qg (X; € B).
t—o00 t—o00

In particular, for any s > 0, p € My (E;),
limsup Q; ,(X; € B) = lim limsup Q4 (X; € B).

t—00 U—=00  t 300

By the uniform convergence (28] of Proposition 3] for any s > 0, u € My (Es),
limsup Q; ,(X; € B) = lim limsup Qy 4o (Xuts € B)
t—00 U= 00

= lim limsup lim P, ;. ( Xyt € Blta >u+T)
U—00  t_yno T—00

= lim sup Thm P, (Xt € Blta, >T)

t—o00

= limsup Qg (X; € B),
t—r00
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where, for any = € E,
QX (Xy € B) = lim P, (X; € Blra, >1T)
T—o0

is well-defined by [6l Theorem 3.1] under Assumption (H). This theorem states more-
over that (X;)ier admits under (Q5°),cpg,, a unique invariant measure [, and for any
z € Fy,
. 0 N
tli{& @x (Xt S ) Boo
Thus, for any B € &, s > 0 and z € F,

limsup Qs »(X¢ € B) = foo(B)

t—o00

= liminf Q, ,(X; € B).
t—o0 ’

Finally, thanks to the convergence in law of the ()-process we just prove, we can deduce
the weak ergodic theorem using Cesaro’s rule

1 t
lim ;/ Qo,2(Xs € -)ds = Boo.
0

t—o00

Hence the condition (I9]) holds. As a result we can apply the second part of Theorem
and conclude the proof. O

5 Example : Diffusion on R

Let (Xt)t>0 be a diffusion on R satisfying the following stochastic differential equation
dX; = dW, — V(Xy)dt, (32)

where (W;)ier, is Brownian motion on R and V € C'(R). We assume that, under P,
there exists a strongly unique non explosive solution of ([32]) such that Xy = x almost
surely.

Let h be a positive bounded C!'-function. We define 73, the random time defined by

, =1inf{t > 0: Xy < h(t)}.

Let us also recall the definition of the semi-flow (¢: s)s<; when the absorbing boundary
is h:
Gt b= Py y(Xp €| > t), Vs <t

5.1 Preliminaries on one-dimensional diffusion processes coming down
from infinity

We assume that (X;);er, comes down from infinity (in the sense given in [5]), that is,
there exists y > Apmaz = Supg>o h(s) and ¢ > 0 such that

leH;O Py(ry <t) >0, (33)
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where, for any z € R,
T, = 1inf{t > 0: X} = z}.

In this case, as remarked in the subsection 4.5.2. of [7], (X;);>0 satisfies then

11 1 y
- —— [ A(E*m(dE) | d ,

where, for any z > 0, A, is the scale function of X satisfying A,(z) = 0 and defined by

Ax(z) = / 2oV Oy >z (34)

z

and m is the speed measure of (X;);>o defined by

m(de) = 2e72 15 V() ge.
In particular, for any z > 0, the process Y := (A,(X}))s>0 is a local martingale and,
since X is solution of ([B2), by Itd’s formula, for any ¢ > 0,

t
YP=Yi+ / AL(AZL(Y2))dW.
0

Note that A, = A) = 2oV for any 2. So denoting for any z,z > 0 o,(z) :=
AL(AZY) = AY(AY), one has
dYy = o.(Y;)dW.

Adapting [7, Theorem 4.6] for general diffusion processes, we deduce that for any
t > 0, there exists A7 < oo such that

P,(t <1) <A7A.(z), Vz> =z
So let uy > 0 arbitrarily chosen. One has for any z > 0,
Pp(uy < 1) < A7 A(x), Vr>z (35)

or, equivalently,
Pr-1() (u <7) <Ajz, VYr>0.

Denoting for any r > 0 and for any process (R;)¢>0 7(R) := inf{t > 0 : R, = r}, one
has for any z > 0 and z > r,

Proty(ur <7yo1) =P (7 (Y?) > w|Y§ = 2).
Since z — A !(z) is increasing for any z > 0, then, for any x > 0 and for any z > 2/,

o:(x) 2 02(3). (36)
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Thus, using the same reasoning as in the proof of Lemma 4.2. in the paper [9], it is
possible to show that ([36) implies that, for any z > 2’ and z > r

P (TT(YZ/) > ul‘YOZ/ _ x) > P <TT(YZ) S ul‘f/; _ x)
or, equivalently,
PAZ—I($)(U1 < TAzl(r)) < PAZ—II($)(U1 < TA;I(T)). (37)

Taking 2/ = r = 0, for any x > 0,
]P)Az—l(x)(’l,ﬂ <71) < ]P’Aal(x)(ul <) <Az, V>0
In conclusion, one has, for any z > 0,
Po(u1 < 7) < AS A(z), Va>=z (38)
One set A := A?Ll. Let us now state and prove the following lemma.

Lemma 2. There ezists ug > 0, k > 0 a family of probability measures (¢z)ze[07hmw}
such that, for any z € [0, hpmaz],

Py (Xy € -|72 > u) > Kby, Vo> z,Vu > up. (39)

The difference between this lemma and [7, Theorem 4.1] is that the time ug and the
constant x do not depend on z. The sketch of the proof is inspired from the proof of the
Theorem 4.1 presented in [7, Subsection 5.1].

Proof of Lemmal2. The following proof is divided into two steps.

Step 1. : Mimicking the Step 1 in the proof of [7, Theorem 4.1]
The aim of this first step is to prove that there exist €, ¢ > 0 not depending on z such
that
Pr(AL(Xyy) > €|Te >up) > ¢, Vr> -z (40)

Since, for any 2z € [0, yaz], Ao (X) is a local martingale, one has for any = € (z, AZ1(1)),

Ay (z) = Ex (A, (XU1/\TZ/\TA;1(1) )

=Py(r, > ul)Em(Az(XulATA_l(l))hz > up) + IP’I(TAZ_1(1) <1, < uy).

By Markov property,

Px(TAZ_1(1) <7, <wup) <E.(1,

Az_1(1)<Tz/\u1PAz—1(1) (Tz < ul))

IN

(Taz1(1) < T2)Ppzr(qy (T2 S ua)
T

E,
P, .
AL( )IP’Az_l(l)(TZ <),
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where the following identity is used
Az(x) — A(b)
A(a) = As(b)’

As a result, using (38)), one has, for any = € (z,A;1(1)),

Py(Te < m) = Vz € [a,b].

1
E$(1 — AZ(Xl/\TAz_l(l))‘l < Tz) S 1— E,

z
where A, := A/Py-1(q)(u1 < 72). But, since z € [0, hynaz], the inequality ([B7) applied to
r = 0 implies that
PAgl(l)(ul < Tz) > PAfl (1)(u1 < Thypaw )-

hmax

So, defining A" := A/P, 1 (1) (U1 < Ty, ), one has

hmax

1
Eo(l = Ax(Xujnr, g Dur <72) <1——5, Vze (z,A7H(1)).

) A
Thus, using Markov’s inequality,

1 1
Px (Az(Xull\TAzl(l)) < m Ty > ul) <1- ﬁ
Then, since A’ > 1 by @8), 1/(24" — 1) < 1. Thus, for any ¢ € (0,1/(24" — 1)) and
€ (2, A71(1/(24" - 1)),

Pr(A(Xy,) > €,72 > ug)

2 Pa(mpc11yar—1)) SW AT TA 1 0 0n oo > W+ Tasipar1)

= Pulmy 1 a1y < W ATIPA 1y 1)) (Tazi (o) > W)
> P, (AZ(XulATAz_l(l)ATZ) >1/(24' — 1)) Pyt 1 a1 (Tas (o) > 1)

P.(7, > uq)
2 — 5 Pasta/ea—1)(Tazie > w)

Pu(7, > uq)
=7 ox IP’A,;}m(1/(2Au1))(Tzrl

hmax

(o > 1),
where (37)) is used again. So, if € is chosen such that IP’A;1 (1/(2A,_1))(TA;1 © > up) >0
(it is possible since PA};M(I/@A/*I))(TZ > up) > 0), then there exist e € (0,1/(24" — 1))
and ¢ > 0 (not depending on z) such that, for any = € (z, A71(1/(24’ — 1))),
Pr(AL(Xyy) > €| > up) > e
For = > AJ1(1/(24" — 1)),
Pr(AL(Xuyy) > €|l > up) > Pr(AL(Xyy) > 6,7 > ug)
> IP’I(TAZ_1(€) > uq)
= Pastasear-1) Mzt > )
=Py wea-n)ag o >w) >0

25



Finally, there exist € € (0,1/(24’ — 1)) and ¢ > 0 (not depending on z) such that, for
any r > z,

Py(AL(Xy,) > €| > up) > c.
Step 2. Mimicking the steps 2 and 3 in the proof of [, Theorem 4.1].

Now, taking the exact same reasoning as the one presented in the second step of the
proof of Theorem 4.1 [7, Subsection 5.1], one can prove that, for any z € [0, hynas|, for
all z > ¢,

]P’Azfl(e)(Az(Xug’z) €Ty > UZ,z) > Cl,zwm

where
e uy can be any time satisfying ¢} , 1= inf,~. Py(7. < wug.) >0,
° (= c’LZIP’AZ_l(E)(TZ > ug;),
e and U, := ]PA;l(e)(Az(XuZZ) € |12 > ua ).

In particular, for z = 0, one choose ug o such that

;I;f(; Py(T() < u270) > 0. (41)

Hence, for any z € [0, hypae] and = > z,

]P’x(Tz < ulo) > ]P’JC(TQ < ulo) > gi/r>lfOPy(TO < ulo) = C/I,O'

Hence, for any z € [0, hpaz),

cllz = inf P,(7, < ugg) > 0/10.
’ x>z ’ ’

In other words, we can set for any z € [0, Amaq]

U, = U20.

)

Hence, one can define for any z € [0, Apaz],

Clz ‘= Cll,zPAgl(e)(Tz > u270)7 Uy = PAgl(E)(Az(Xuzo) € |1, > UQ,O)'
As a result, doing the same computation as those presented in Step 3 of the proof of
Theorem 4.1 in [7], and defining ug := uj + ug, for any z > z,

Py (As(Xyy) € |72 > wg) > 1200, > CC,LO}PA—I

hmax

(5) (Thmax > 'U/270)];Z.

In conclusion, to get (almost) (39), one has to set x := ccj )Py

hmax

(© (Thmae > t2,0) and
W, = PAgl(e)(Xuzo € -|T. > uz) and one has

Py (Xuy € |72 > up) > kb, V> z. (42)

To get ([B9) exactly, just note that the Lemmalll (seen in the proof of Theorem []) can be
applied to the conditional probabily P, (X, € :|7, > w), in such a way that the inequality
([@2) holds for any u greater than wuy. O
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5.2 Periodic absorbing function

Before showing that the Assumption (A’) is satisfied when h is periodic or converging,
we will need to give some hypothesis on the function V as defined in (32)). In the both
case we will deal with, the absorbing function ~ will be Lipschitz, i.e.

L= sup PO =R
s<t |t — s

Now we state the assumption we need on the function V'

Assumption 1 (Hypothesis on V). o V is such that the process X satisfying (32])
comes down from infinity.

e V is positive and increasing on [—Lug,00) (where uy is mentioned in Lemma [3).
e sup,cp V'(z) — V3(z) < 00.

Note that the functions V : x — (z—¢)® with @ > 1 and ¢ > 0 are suitable functions.
Now the following proposition is stated and proved :

Proposition 4. Let (X;)i>0 be a diffusion process following [B2)), such that Assumption
[ is satisfied. Assume moreover that h is a periodic function, with period v > 0.

Then Assumption (A’) holds. In particular, there exists a probability measure (3,
such that, for any x > h(0),

1 t
z/0 P, (X5 € -|Ta > t)ds = B .

Proof of Proposition [§]. We will show that the two points in Assumption (A’) are satis-
fied.

1. Denote by Tpq: the set defined by
Traz = {t >0: h(t) = hmaw}.

where we recall that e = supgsq h(s). The main part of this proof is to show
that there exists Cynar > 0 such that, for any s € Ty, and any u € [ug, ug + 7]

Ps,x(Xeru € '|7—h > s+ u) > Cmax¢hmaxa V2 > hmaz- (43)

where ug and 1y, are defined in Lemma 2l Then we will generalize (43)) to any
s > 0 using Markov property.

First step : Proof of (43
Let s € Tpae. For any x > hiygs, for any ¢ > 0,

]P)x(Thmaz > t)
P&x(Th > s+ t)

Py o(Xtys € |1 > s+1t) > P.(X; € ‘| h,,,. > 1)
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Using the Champagnat-Villemonais type condition ([B9) for z = hye., for any
u > Ug,
Po(Xu € |Thpe > U) > KRy 0ny VT € (Amaz, 00)

Then we obtain for any vy < u < ug + 7,
]P)x(Thmaz > u)
Py (7 > s+ u)

]P)JE (Thmax > Uq + r}/)
Ps o(Th > s + o)

P o(Xsqu € |Th > s+ u) > KUk,

K”llz)hmax ‘

[h(t)=h(s)]

Recalling that A is Lispchitz and that we defined L = sup,, , for any

[t—s]
S (hmama OO),
Px(Thmax > Uuo + r}/) > Pfl’(Thmax > Uuo + ’7)
Ps,m(Th > 5+ UO) o Pm(Tu%hmax—Lu > uO)7
where
Tushman—Lu = f{t > 0: Xy = hypar — Lt}
To show that p
inf LoThoes > W0 F7)
€ (hmaz00) P (Tu—s hmgw—Lu > U0)
using a continuity argument, it is enough to show that
P >
Jim inf —2(Tmee > U0 +7) (44)
T—hmaz Px(Tu%hmaszu > UQ)
and p
>
lim inf— 2 Thmar > U0 £7) (45)

Z—00 Px(Tu%hmax—Lu > UO)

(43)) is obvious since

.. P, (Th > ug + ’7) .
1 f LR > lim P > > 0.
P B s 0 > 0] ot 7T = 105

Thus let us focus on ([@4]). Our strategy will be to reduce the study to the case of
a Brownian motion. Denote by (M;);>0 the exponential local martingale defined
by, for any t,

M; = exp (- /Ot V(Wy)dW, — % /Ot V2(Ws)ds>
= exp () — PO+ 5 [ (070 - V275 )

where F' is a primitive of V' that we choose as a positive function on [—Lug, c0) (it
is possible since F' is necessarily non-decreasing by the assumptions on V). Under
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P, for € (hmazs Pmaz + 1], Wo = @ almost surely. Moreover denote by 7',3; - and
w
-

ws homae— Lt the following random times :

o =inf{t > 0: Wy = himaa,

W o = 1nf{t > 0: Wy = hyppae — Lt}

u—hmaz—L

Thus, since F' is non-decreasing, the stopped local martingale (M, Ao ATV )t>0

u—hmax —Lu
is almost surely bounded by exp (F(hpmaz + 1) + %L sup,er V'(y) — V3(y)) and is
therefore a martingale. Likewise, the stopped local martingale (M, Ao ynT )t>0

is also a martingale. By Girsanov’s theorem,

]P)x (Thmax > Uuo + r)/) _ Ex (]]_T"E/Er/naz >u0+’yMu0+,y/\T"l/Er/naz)

Tuﬁhmaz —Lu

Ea (Lyr supt Mot

E, <1TW >uOMu0>

u—hmax —Lu

Px(Tu_)hm”_Lu > u()) E:v <]l w >quuo/\TW >

u—>hmax —Lu

For any r (hmax7 hmaw + 1]7

Ex(]]' w >u0+'yMuo+"/) 2 ]EI <]]"TW x>UQ+7MUO+’Y]]'SHPS€[07UO+-Y] nghmaac'i‘Q) :

T
hmaac hma

On the event {sup,cougty Ws < himaz + 2},

ug + v . / 2
f — =: M, .
T VYA ) =

Mg+~ > €xp <—F(hma$ +2)+
As a result,

Ez(]l w >u0+7Muo+’7) > MqurWEI <]l w >u0+’}/]lsups€[0,u0+"{] nghm‘m""z)

T T
hmax hmax

> MWLVIP’JC (T,g/m > ug + fy) inf P, sup Wy < hpmazr + 2
ye(hma17hmaz+1} SE[O,UO‘F’Y]

T]I;I:nax > up + ’)’) .
Noting that

lim P, sup Wi < hpar + 2
y—hmas 5€[0,u0+7]

T;anax>uo+7 =P sup WS+§2 > 0,
s€[0,uo+]

where (W;")i>0 is a Brownian meander (see [11], Theorem 2.1.), we deduce finally
that there exists ¢ > 0 such that for any = € (hmaz, Amaz + 1]

Ex(]lTthaz>u0+vMuO+y) > cP, (T}fmz > ug+7) .
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On the other side, as we said before, (M, \,w )t>0 is almost surely

u—hmax —Lu

bounded by exp (F(hmax + 1) + % sup,cg V'(y) — V3(y)). Hence there exists d >
0 such that, for any « € (hAmaz, Amaz + 1],

E, <11TW

u—hmax —Lu

>u0Mu0> < dPx(Tyi}hmaw—Lu > UQ).
As a result, for any (hmaz, Pmaz + 1,
Pe(rh) > ug+7)

c
d Pm(TXK)hmax—Lu > ug)

Pl’(Thmax > ug + ’Y)
]P)J:(Tuﬁhmaszu > UO)

>

For any x > hpq., denote by pmax (z,-) and pgv_mmax_Lu(x, -) the density functions

w w :
of ' —and 7', _; which are known to be equal to

—h — Pnaz)?
Pi (1) = T exp 2 = ma)”
273 2t

and

273
Then, for any = € (hmaz, Pmaz + 1],

z—h 1
pZVHhmM,Lu(x, t) = % exp <—2—t(ac — honax + Lt)2> .

Pa (7, > 10 +7) S Phia (1)t

Pm (szhmaw—Lu > uo) fuo(? pgy—)hmax—Lu(x’ t)dt .

By I’'Hopital’s rule,

hm ]P)x (T]}L/Iv/nax > Uo + 7) _ s ‘/\5004’7 ampmaz (ﬂf, t)dt
z—hmaa Px(Tthmx—Lu > ug)  T—hmaz fuo(? @szv_)hmm_Lu(x, t)dt
Sy Oepy.  (hinaz,t)dt

B f;: 3xpuwahmaszu(hmax7 t)dt

>0

As a result,

Px(Thmaz > U +")/) Px(T}YZLw > U —i—’y)

c
lim inf > — lim > 0.
2—hmaz Po(Tusshmao—Lu > U0) — d a=hmaz Po(T)V, 1> ug)

. . P, .
In conclusion, inf (Thmae >0+~ () and #3) holds with Cpee = K X

me(hmaz ,oo) Py (TU—>hmax —Lu >u0)

Py (Thmaz >U0+'Y)
) Py (Tuﬁhmaz —Lu >u0) ’

inf
Z‘E(hmaacyoo

Second step : Generalization and conclusion
Now let s > 0. Then there exists s’ > 0 such that s + s’ € Tjae. As a result we
can construct a function g : Ry — R, as follows

g(s) =inf{s' >0:s5+ 5 € Traz}- (46)
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In particular, g(s) = 0if s € Trae. Since h is a continuous function, s+g(s) € Trax
for any s > 0. Moreover, since h is y-periodic, then for any s > 0, g(s) < .
Thus, by the semi-flow property of (¢ s)s<¢t, one has for any x € Ej,

PS,JJ(XS—FU()-M € |t >s+ug+7)= ¢s+uo+%8(5m)
= ¢s+uo+'y,s+g(s) © ¢s+g(s),s(5m)
= P8+g(8),¢s+g(s),s(5x)(XSJFUOJF’Y € -|7’h > S+ ug + ’)/).

Now by @3), for any = > h(s),
Pt 9(5) bt g(0y.0(62) (Kstuoy € *|Th > 8 + 10 +7) = CriazWVhpas -
since ug + v — g(s) € [ug, uo + 7]. Hence, for any s > 0 and x > h(s),
Ps2(Xstuoty € |7 > 5 +u0 +7) 2 CriazPhpg,-

As a result the first condition in Assumption (A’) holds denoting for any s > 0,

Vs = T;Z)hm,ma
tO =7 + up, (47)
c1 = Chag-

. For the second condition of Assumption (A’), we will use some part of the proof
of |7, Theorem 4.1]. First we recall [7, Lemma 5.1] :

Lemma 3 (Lemma 5.1., [7]). There exists a > hmaq such that iy, ([a,00)) >0
and, for any k € N,
IP)a()(kuo/\’r;wmm > a) > efpkuo’

with p > 0.

So let a as in the previous lemma. It is shown in [7] that we can choose b > a large
enough such that

supE,(e*) < 0. (48)
z>b

Using Markov property, for any s > 0, t > 0, and for any sg = koy with kg € N,

Psa(Th > 5 +1) 2 Pso(Th > 54 80 A Thypey +1)
> IP)s,a(AXVsquo/\Thmm >b,mh > s+ 50 A Thimaz + t)

> IP)a(AXVso/\ﬂmmm > b)Ps-l—so,b(S +so+t< Th)
> PG(XSO/\ThmM > b)P&b(S +t< Th).

Then, for s9 > 0 fixed, C' := 1/Py(Xsonr,, . =>b) < oo, and for any s <t,

P&b(t < Th) < CP&a(t < Th).
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Thanks to Markov property again, for any u <t € Ry
Po(Xunm,,,. = @)Psiua(s +1 <) < Psal(s+1t < ). (49)

According to Markov property, for any u € R,
Pa(Xurmipmae 2 @) 2 PalX| 2 juona,,.,, = OPa(X | 2 Ju)aryy,, 2= @)
> C'Pa(X | 2 Jugnmy g, = D) (50)

where

C'i= inf Po(Xon, >a)>0
vE[0,ug] maw

since v — Py(Xyap, > a) is continuous and Py(Xypr, > a) > 0 for any
v € [0,up]. Gathering all these inequalities and using also Lemma 3] for any x > b,

t
Pso(t+s <) <Py(rm >t) —|—/ Pyyup(t +5 < 13)Py(mp € du) (51)
0

t
< supEg(e!™)e Pt + C’/ Psiualt +5 < 13)Py(1p € du)
x>b 0

< sup EJC(ePTb)e*PU/UOJUo
o z>b

o t
+ =P, (s+t<Th)/
cr 5 0 Pa(XLu/uOJUO/\Thmax

T uUQ _/’(LLJ +1>u0 c ' u
< suIb)Ez(ep b)efUe g + ap&a(t + s < 1) PP (1 € du)
> 0

< supEg (e77)e“Pq (X (|t /uo)+1)
z>b

1

> ) P, (1 € du)

UONATh ez 2 CL)

C t
+ @P&a(t +s< Th)/ eP'Py(my € du)
0

z>b
(52)
We deduce from () that, for any ¢ > 0,
supPs . (t +s < 7) < C'/Ps,a(t + s < 1),
z>b
where o
O = (epuo + _/) supE,(e’™) < oo.
C z>b
Since ¢y, . ([a,00)) > 0, we conclude the point 2. of Assumption (A’) setting
1
Cy = ﬁ
U
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5.3 When h is decreasing and converges at infinity
Let us now state the main proposition of this subsection :

Proposition 5. Let (X;)i>0 be a diffusion process following [B2)), such that Assumption
[ is satisfied. Assume moreover that h is a decreasing C'-function going to 0 as t goes
to infinity.

Then Assumption (A’) holds.

Since this is a diffusion process on Ry, (X;)i>0 satisfies the strong Markov property
and the assumption of continuity presented in Assumption (Hpem). Moreover, since
t — Xy is continuous almost surely and, for any s > 0, 7 is the hitting time of the
closed set [—1,h(s)], then 7 vl almost surely, which entails the convergence in

law of the hitting times of Assumption (Hpop,). In other words, Assumption (Hpepy,) is
satisfied for such a process.

Moreover, by [, Theorem 4.1.], (Ho) is satisfied and there exists a unique quasi-
stationary distribution as, € M1 ((0, +00)) and two constants Coo, Yoo such that, for any
t > 0 and initial measure p,

HP“(Xt S '|7'0 > t) — aooHTV < Cooe_%’ot,

as well as a function 7, as defined in (@) in the section 2l However, the assumption
(H..) is not satisfied for all decreasing C!-function converging to 0. Nevertheless, it will

be satisfied if

hites e M

with A > 0. As a matter of fact, for such a function h, one has, by continuity of (X;);>0
and h, for any s > 0 and = € Fj,

ES,m(eAOOThUOO(XTh)) = ES,x(eAOOThUOO(h(Th)))
= ES,:B(GAOOT}LUOO(G_)\M))’

and, using [7, Proposition 4.2.], there exists K > 0 such that, for any z € (0, 400),
Noo(x) < Kz,
so that
Ey 000 (X, ) = By 0(€% 1o (€7™)) < KBy (P V),

Now it is well-known (see [16, Proposition 3]) that, since Aoo — A < Ao, there exists
xo € (0,400) such that
(ePoo=Nm0) < o0,

E.,
Hence, for any s > 0 such that h(s) < z,

By (€2 1100/(X7,)) € KEq gy (e ~27)
< KBy (e NE+m)) < o,
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Moreover,
Es (10 (X7,)) € K& M By (P~ V™) — 0,

5—00

so the condition (H)) is satisfied. Then, for such a function h, Proposition [ entails
that, for any p € Mi((h(0),400)),

(d)
P, (X; € |m>1) T2, Qoo

Proof of Proposition [3. 1. Adapting exactly the same reasoning as Proposition [, we
can show that for any s > 0 and any z > h(s),

Ps,x(Xeruo S '|Th > s+ uO) > Jsﬁowh(s)a

where we recall that ug, kg and 1, are such that ([89) holds, and where ds is defined
by
J B Px(Th(s) > uO)
’ PJB(TU—HL(S)—LU, > UO) .

We have therefore to show that

inf cis > 0.
s>0

For any z € [0, h(0)] define (Xt(z))tzo by the solution of
dXx? = dw, — V(X + z)at.

In particular, X (© @ X. Likewise, for any y € R and z € [0, (0)], we denote by
TZSZ) =inf{t >0: Xt(z) =y} and quz—)>y—Lu = inf{t > 0: Xt(z) =y — Lt}. Since V
is positive and increasing on [—Lug, 00), then, using Theorem 1.1 in [[15], Chapter

VI, p.437], we can show that for any > 0 and z € [0, h(0)],
PI(TSZ) > ug) > Px(Téh(O)) > ug)

and that
]P’x(T(z) > UQ) < ]P’QC(T(O) > uo).

u——Lu u——Lu

Then, for any > 0 and s > 0,

Py i) (Ths) > o) = Pa(5"™) > ug)

> P (rd") > uy)
By () > ug)
TP s )

u——Lu

Perh(s) (Tu%h(s)fLu > uO)'
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Pu (78" > up)

(0)

To conclude, it is enough to see that inf,~g
I(Tu—>—Lu>u0)

> 0 using the same

techniques as the point 1 of Proposition Ml
As a result the first hypothesis of Assumption (A’) holds setting for any s > 0,

_ { Vn(o) if s <wp
Vs = .
wh(sfuo) if s > g
to = uo,

c1 = Ko X inf d.
1 0 SZOS

. The reasoning is the same as the point 2. in the proof of the Proposition d and
the technical computations could be hidden if they are already explicitly written
for the periodic case.

Noting that, for any z € [0,h(0)] and any y > h(0), ¥.([y,00)) > 0, then, by
Lemma (3] there exists a > h(0) such that, for any z € [0, h(0)], ©.([a,00)) > 0 and
for any k € N

Pa(Xkuo/\Th(o) > a) > e—pkuo,

where p > 0. We deduce that for any s > 0
Pa(Xkuo/\Th(s) 2 a/) 2 e_pkuo-
As in the proof of Proposition dl we can choose b > a large enough such that

supE,(e’™) < oo.
z>b

Since h is non-increasing, for any s, > 0 and sy > 0,
Psisob(Th > s+ 50+1) > Psp(mh > s+ 1).
Hence, according to Markov property,

Ps,a(s +1< Th) > PG(XSO/\Th(S) > b)Ps,b(S +t< Th)
> ]P’Q(XSO/\TMO) > b)P&b(S +i< Th).

1

Pa(Xsgntn(o) 20) < 00, and

for any ¢t > 0 and any so > 0. Hence, for sq fixed, C :=

for any s < t,
P&b(t < Th) < CP&a(t < Th).

Likewise, one finds an analog of the inequality (49)
Pa(Xu/\Th(S) > a)Ps+u,a(t +s5< Th) < IP)s,a(t < Th)a
and using the same reasoning as for the inequality (G0,

Pa(Xunm, = @) 2 CPa(X| 2 jugnry ) = a);
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Cl = .llf Pa X T >a) > O
vEl[O,uo} ( VATh(0) )

Hence, using these previous inequalities and doing again the array of computation
(BI)-([B2), we deduce that, for any s < t,

sup Ps,x(t < Th) < C”Ps,a(t < Th)a
z>b

where

C
o' = <epu0 + —,> supE,(e’™) < oo.
C z>b

Since ¥y s ([a, 00)) > 0 for any s > 0, we conclude the proof of the point 2 setting

1

Cy) = —C”.
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