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Existence and smoothness of the density for the stochastic

continuity equation
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Abstract

We consider the stochastic continuity equation driven by Brownian motion. We
use the techniques of the Malliavin calculus to show that the law of the solution has a
density with respect to the Lebesgue measure. We also prove that the density is Hölder
continuous and satisfies some Gaussian-type estimates.
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1 Introduction

In this paper we consider the stochastic continuity equation given by





∂tu(t, x) + div

(
(b(t, x) +

dBt

dt
) · u(t, x)

)
= 0, t ∈ [0, T ], x ∈ Rd

u(0, x) = u0(x) for x ∈ Rd.

(1)

where (Bt)t∈[0,T ] is a Brownian motion (Bm) in Rd and the stochastic integration is under-
stood in the Stratonovich sense. This equation constitutes a well-known model for several
physical phenomena arising, among others, in fluid dynamics and conservation of laws (see
e.g. the monographs [10], [11] or [5]). The stochastic continuity equation with random
perturbation given by a standard Brownian noise has been first studied in the celebrated
works by Kunita [8], [9]. More recent works on these topics are, among others, [1], [6], [7]
[12] and [13].
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Our purpose is to analyze the density of the solution to the continuity equation
in dimension d = 1 by using Malliavin calculus. It is widely recognized today that this
theory constitutes a powerful tool in order to study the densities of random variables in
general, and of solutions to stochastic (partial) differential equations in particular. By using
several criteria in terms of the Malliavin derivative of the solution, we are able to show that
the unique solution to (1) admits a density which is Hölder continuous and satisfies some
Gaussian estimates. These criteria, proved in [2], [3], and [14] are recalled in the next section
of our work.

In order to control the Malliavin derivative of the solution to (1), we will use the
representation theorem of the solution. It is well-known from [8], [9] that one can associate
to (1) a so-called equation of characteristics whose solution generates a C1− flow of dif-
feomorphism. Then the solution to the continuity equation can be expressed as the initial
condition applied to the inverse flow multiplied by the Jacobian of the inverse flow. There-
fore, via a careful analysis of the Malliavin derivatives of the inverse flow, and by assuming
suitable properties on the initial condition u0 and on the drift b of the equation, we are able
to control the Malliavin derivatives of the solution and to prove several properties of the
density of the law of the solution.

We organize our paper as follows. In Section 2, we present some preliminaries on
Malliavin calculus and the method of characteristics. In Section 3, we study the properties
of the Malliavin derivative of the solution to (1) while in section 4, we state and prove our
main results on regularity in law.

2 Preliminaries

In this preliminary section we present the basic elements from Malliavin calculus that we
will need in this work. In the second part we present three criteria based on Malliavin
calculus that we will use in order to prove the absolute continuity of the law of the solution
with respect to the Lebesque measure and various properties of the density. The last
paragraph contains some known facts on the continuity equation and on its strong solution.
In particular, we give the representation of the solution in terms of the initial condition and
of the inverse flow which constitutes a key result for our approach.

2.1 Notions of Malliavin Calculus

This subsection is devoted to present the basics tools from Malliavin calculus that will be
used in the paper. We refer to [15] for a complete exposition. Consider H a real separable
Hilbert space endowed with the scalar product 〈·, ·〉H and (B(ϕ), ϕ ∈ H) an isonormal
Gaussian process on a probability space (Ω,A,P), that is, a centred Gaussian family of
random variables such that E (B(ϕ)B(ψ)) = 〈ϕ,ψ〉H.

We denote by D the Malliavin derivative operator that acts on smooth functions
of the form F = g(B(ϕ1), . . . , B(ϕn)) (g is a smooth function with compact support and

2



ϕi ∈ H, i = 1, ..., n)

DF =

n∑

i=1

∂g

∂xi
(B(ϕ1), . . . , B(ϕn))ϕi.

It can be checked that the operator D is closable from S (the space of smooth
functionals as above) into L2(Ω;H) and it can be extended to the space D1,p which is the
closure of S with respect to the norm

‖F‖p1,p = EF p +E‖DF‖pH.

We can analogously define the kth iterated Malliavin derivative. We will denote by
Dk,p with k ≥ 2 the completition of the set of smooth random variables with respect to the
norm

‖F‖pk,p = EF p +

k∑

j=1

E‖DF‖p
H⊗j

We denote by Dk,∞ := ∩p≥1D
k,p for every k ≥ 1. In this paper, H will be the

standard Hilbert space L2([0, T ]).

We will use the chain rule for the Malliavin derivative (see Proposition 1.2.4 in [15])
which says that if ϕ : R → R is a differentiable function with bounded derivative and
F ∈ D1,2, then ϕ(F ) ∈ D1,2 and

Dϕ(F ) = ϕ′(F )DF. (2)

We also recall the rule to differentiate a product of random variables: if F,G ∈ D1,2 such
that FG ∈ D1,2, then

D(FG) = FDG+GDF. (3)

2.2 Criteria for densities of random variables

The Malliavin calculus is widely recognized theory as a powerful theory that allows to
analyze the existence and smoothness of the densities of certain random variables. We list
below a collection of criteria from Malliavin calculus that we will emply in our work. The
first is the well-known Bouleau-Hirsch criterium that says that the strict positivity of the
norm of the Malliavin derivative implies the absolute continuity of the law. The second
criterium (from [2]) gives sufficient conditions for the Hölder continuity of the density while
the third criterium (given in [14]) allows to prove upper and lower Gaussian estimates for
the density of a random variable.

A notable result is the Bouleau-Hirsch theorem, which provides a criteria in terms
of Malliavin derivatives for a random variable to have a density (see [3] or [15]).

Theorem 1 Let F be a random variable of the space D1,2 and suppose that ‖DF‖L2([0,T ]) >

0 a.s. Then the law of F is absolutely continuous with respect to the Lebesgue measure on
R.
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In [2], Proposition 23, the authors have presented sufficient conditions for a random
variable to have a Hölder continuous density.

Proposition 1 Let F ∈ ∩p∈ND
2,p and assume that ‖DF‖−2

H ∈ ∩p∈NL
p(Ω). Then the law

of F is absolutely continuous with respect to the Lebesgue measure on R and its density ρF
is Hölder continuous of any exponent 0 < q < 1. Moreover, there exists some universal
constant C > 0 and pi > 0, i = 1, . . . , 5, such that

ρF (z) ≤ CE
(
‖DF‖−2p1

H

)p2
‖F‖p32,p4 (P(|F − z| ≤ 2))1/p5 .

In particular, limz→∞ |z|pρF (z) = 0 for every p ∈ N.

The main tool in order to obtain the Gaussian estimates for the density of the
solution to the continuity equation is the following result given in [14], Corollary 3.5.

Proposition 2 If F ∈ D1,2, let

gF (F ) =

∫ ∞

0
dθe−θE

[
E′

(
〈DF, D̃F 〉H|F

)]

where for any random variable X, we denote

X̃(ω, ω′) = X(e−θw +
√
1− e−2θω′). (4)

Here X̃ is defined on a product probability space (Ω× Ω′,F ⊗ F , P × P ′) and E′ denotes the
expectation with respect to the probability measure P ′. If there exist two constants γmin > 0
and γmax > 0 such that almost surely

0 ≤ γ2min ≤ gF (F ) ≤ γ2max

then F admits a density ρ. Moreover, for every z ∈ R,

E|F −EF |

2γ2max

e
−

(z−EF )2

2γ2
min ≤ ρ(z) ≤

E|F −EF |

2γ2min

e
− (z−EF )2

2γ2max .

2.3 Representation of the solution

We will start by recalling some known facts on the solution to the stochastic continuity
equation driven by a standard Wiener process in Rd.

The equation (1) is interpreted in the strong sense, as the solution to the following
stochastic integral equation

u(t, x) = u0(x)−

∫ t

0
div(b(s, x)u(s, x)) ds−

d∑

i=0

∫ t

0
∂xi

u(s, x) ◦ dBi
s (5)
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for t ∈ [0, T ] and x ∈ Rd.

The solution to (1) is related with the so-called equation of characteristics. That is,
for 0 ≤ s ≤ t and x ∈ Rd, consider the following stochastic differential equation in Rd

Xs,t(x) = x+

∫ t

s
b(r,Xs,r(x)) dr +Bt −Bs, (6)

and denote by Xt(x) := X0,t(x), t ∈ [0, T ], x ∈ Rd.

For m ∈ N and 0 < α < 1, let us assume the following hypothesis on b:

b ∈ L1((0, T );Cm,α
b (Rd)) (7)

where Cm,α(Rd) denotes the class of functions of class Cm on Rd such that the last derivative
is Hölder continuous of order α. By considering the condition (7) it is well known that
Xs,t(x) is a stochastic flow of Cm-diffeomorphism (see for example [4] and [8]). Moreover,
the inverse flow

Ys,t(x) := X−1
s,t (x)

satisfies the following backward stochastic differential equation

Ys,t(x) = x−

∫ t

s
b(r, Yr,t(x)) dr − (Bt −Bs), (8)

for every 0 ≤ s ≤ t ≤ T . We will denote Y0,t(x) := Yt(x) for every t ∈ [0, T ], x ∈ R.

We have the following representation of the solution to the stochastic continuity
equation in terms of the inital data and of the inverse flow (8). We refer to e.g. [8] or [4],
Section 3 for the proof. By J we denote the Jacobian.

Lemma 1 Assume (7) for m ≥ 3, δ > 0 and let u0 ∈ Cm,δ(Rd). Then the Cauchy problem
(5) has a unique solution (u(t, x))t∈[0,T ],x∈Rd which can be represented as

u(t, x) = u0(Yt(x))JYt(x), t ∈ [0, T ], x ∈ Rd. (9)

Our approach to prove the regularity of the solution in the sense of Malliavin calculus
is based on the formula (9) by assuming that the initial condition is smooth. A similar
representation to (9) exists for the transport equation (see e.g. [8]) and it has been used in
[16] to obtain to absolute continuity of the law of the solution to the transport equation.

3 Properties of the inverse flow and Malliavin differentiabil-

ity of the solution

Taking into account the formula (9), in order to control the Malliavin derivative of u(t, x),
one needs to analyse the inverse flow. We will need to control its Malliavin derivative, its
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Jacobian and the Malliavin derivative of its Jacobian. We will restrict, from now on, to the
case d = 1.

Consider (Ys,t(x))0≤s≤t≤T,x∈R the inverse flow Ys,t(x) = X−1
s,t (x), 0 ≤ s ≤ t ≤ T, x ∈

R with Xs,t(x) from (6). Recall that satisfies the following backward stochastic differential
equation (8).

We will keep the multidimensional notation JYs,t(x) =
d
dxYs,t(x) although we work

now in dimension d = 1. We also denote by b′(t, x) = d
dxb(t, x) , b′′(t, x) = d2

dx2 b(t, x) and

b(n)(t, x) = dn

dxn b(t, x). By ‖f‖∞ we denote the infinity norm of the function f .

Concerning the Malliavin derivative of the inverse flow, we have the following esti-
mate.

Lemma 2 Assume b ∈ L∞
(
(0, T ), C1

b (R)
)
.

If (Ys,t(x))0≤s≤t≤T,x∈R denotes the inverse flow (8), then for every 0 ≤ s ≤ t ≤ T

and x ∈ R the random variable Ys,t(x) is Malliavin differentiable and we have, for every
α ∈ (0, T ]

DαYs,t(x) = −1[s,t](α)e
−

∫ α

s
b′(r,Yr,t)dr. (10)

Moreover, there exists a constant C1 > 0 (not depending on ω) such that

sup
α∈(0,T ),0≤s≤t≤T

sup
x∈R

|DαYs,t(x)| ≤ C1. (11)

Proof: The Malliavin differentiability of Ys,t(x) and the formula (10) have been proven
in Proposition 2 in [16]. We also have, for every α, s, t, x,

|DαYs,t(x)| ≤ e−
∫ α

s
b′(r,Yr,t)dr ≤ eT‖b′‖∞ := C1

by using the fact that b′ is uniformly bounded. This implies (11).

Now, we regard the Jacobian of Y .

Lemma 3 Assume b ∈ L∞
(
(0, T ), C1

b (R)
)
. Consider (Ys,t(x))0≤s≤t≤T,x∈R given by (8).

Then, for every 0 ≤ s ≤ t ≤ T and x ∈ R,

JYs,t(x) = e−
∫ t

s
b′(v,Yv,t(x))dv (12)

and there exists C1 := eT‖b′‖∞ such that

sup
0≤s≤t≤T

sup
x∈R

|JYs,t(x)| ≤ C1. (13)

Proof: By differentiating with respect to x in (8), we get

JYs,t(x) = 1−

∫ t

s
b′(r, Yr,t(x))JYr,t(x)dr

6



and this implies (12). Since b ∈ L∞
(
(0, T ), C1

b (R)
)
, we have

|JYs,t(x)| ≤ eT‖b′‖∞

for every s, t, x and (13) follows.

We have a similar result for the Malliavin derivative of the inverse flow. We need in
addition to assume the existence and boundness of the second derivative of the drift b.

Lemma 4 Assume b ∈ L∞
(
(0, T ), C2

b (R)
)
. Then JYs,t(x) belongs to D1,p for every 0 ≤

s ≤ t ≤ T and x ∈ R and there exists C2 > 0 with

sup
α∈(0,T ),0≤s≤t≤T

sup
x∈R

|DαJYs,t(x)| ≤ C2. (14)

Proof: From (12), it is clear that JYs,t(x) belongs to D1,p for every 0 ≤ s ≤ t ≤ T and
x ∈ R. By using the chain rule (2),

DαJYs,t(x) = −e−
∫ t

s
b′(v,Yv,t(x))dv

∫ t

s
b′′(v, Yv,t(x))DαYv,t(x)dv (15)

and by (11), we obtain
|DαJYs,t(x)| ≤ C2

1T‖b
′′‖∞ := C2.

From the three lemmas above and the representation (9), we immediately obtain the
following result on the Malliavin differentiability of the solution to the continuity equation.

Proposition 3 Let (u(t, x))t∈[0,T ],x∈Rd be given by (5).

1. Assume u0 ∈ C1
b (R) and b ∈ L∞

(
(0, T ), C2

b (R)
)
. Then u(t, x) belong to D1,p for every

t, x and for every p ≥ 2 and there exists C3 > 0 such that

sup
α∈(0,T ),0≤t≤T

sup
x∈R

|Dαu(t, x)| ≤ C3. (16)

2. Assume u0 ∈ C2
b (R) and b ∈ L∞

(
(0, T ), C3

b (R)
)
. Then u(t, x) belong to D2,p for every

t, x and for every p ≥ 2 and there exists C4 > 0 such that

sup
α,β∈(0,T )

sup
0≤t≤T

sup
x∈R

|DβDαu(t, x)| ≤ C4. (17)

Proof: 1. We start by proving the first point. From (9) and Lemmas 2, 3, 4 it is clear
that the random variable u(t, x) is differentiable in the Malliavin sense for all t, x. Using the
product rule (3) and the chain rule (2) for the Malliavin derivative (recall that Y0,t = Yt),

Dαu(t, x) = Dαu0(Yt(x))JYt(x) + u0(Yt(x))DαJYt(x)

= u′0(Yt(x))DαYt(x)JYt(x) + u0(Yt(x))DαJYt(x). (18)

7



From the estimates (11), (13) and (14) and the assumption on u0, we obtain

sup
α∈(0,T ),0≤t≤T

sup
x∈R

|Dαu(t, x)| ≤ ‖u′0‖∞C
2
1 + ‖u0‖∞C2 := C3.

The above relation also implies that u(t, x) ∈ D1,p for every p ≥ 2.
2. Concerning the second point, we note that obviously Dαu(t, x) is also Malliavin

differentiable and from (18),

DβDαu(t, x) = u′0(Yt(x))DαYt(x)DβJYt(x) + u′0(Yt(x))DβDαYt(x)JYt(x)

+u′′0(Yt(x))DβYt(x)DαYt(x)JYt(x) + u0(Yt(x))DβDαJYt(x)

+u′0(Yt(x))DβYt(x)DαJYt(x).

We need to bound the second Malliavin derivative of Yt(x) and JYt(x). We have from (10)
(remember that Y0,t = Yt)

DβDαYt(x) = 1[0,t](α)e
−

∫ t

0 b′(v,Yv,t(x))dv

∫ t

0
b′′(v, Yv,t(x))DβYv,t(x)dv (19)

so
|DβDαYt(x)| ≤ eT‖b′‖∞T‖b′′‖∞C1 = C2

1T‖b
′′‖∞ = C2. (20)

Also, from (15), for α, β ∈ (0, T ]

DβDαJYt(x)

= −e−
∫ t

0 b′(v,Yv,t(x))dv

∫ t

0

(
b(3)(v, Yv,t(x))DβYv,t(x)DαYv,t(x) + b′′(v, Yv,t(x))DβDαYv,t(x)

)
dv

+e−
∫ t

0 b′(v,Yv,t(x))dv

(∫ t

0
b′′(v, Yv,t(x))DβYv,t(x))dv

)(∫ t

0
b′′(v, Yv,t(x))DαYv,t(x))dv

)
.

Considering the estimates (20) and (11), and the assumption on b, we obtain

|DβDαJYt(x)| ≤ eT‖b′‖∞
[
TC2

1‖b
(3)‖∞ + TC2‖b

′′‖∞ + T 2C2
1‖b

′′‖2∞

]

≤ TC3
1

[
‖b(3)‖∞ + 2T‖b′′‖2∞

]
.

Hence, from the last two estimates, together with (11), (13) and (14), imply the conclusion
of point 2.

4 Density of the solution

In this section, we prove the existence and various properties of the density of the solution
to (1) via the three criteria presented in Section 2.2. Under a relatively strong control of
the initial condition and of the drift, we will show that these criteria can be applied to (5).
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4.1 Existence of the density

The first result gives the absolute continuity of the law of the solution when the second
derivative of the drift is negative and u0, u

′
0 are bounded and positive.

Proposition 4 We will assume that b ∈ L∞
(
(0, T ), C2

b (R)
)
and

b′′(t, x) ≤ 0 for all t ∈ [0, T ], x ∈ R. (21)

Assume u0 ∈ C1
b (R) satisfies

u0(x) > 0 and u′0(x) > 0 for every x ∈ R. (22)

If (u(t, x))t∈[0,T ],x∈R is the unique solution to the stochastic continuity equation (1), then,
for every t ∈ (0, T ] and for every x ∈ R, the law of u(t, x) is absolutely continuous with
respect to the Lebesgue measure on R.

Proof: We need to show that ‖Du(t, x)‖H > 0 almost surely where H = L2([0, T ]). From
(18), we have

‖Du(t, x)‖2H =
(
u′0(Yt(x))

)2
(JYt(x))

2‖DYt(x)‖
2
H + (u0(Yt(x)))

2‖DJYt(x)‖
2
H

+2u′0(Yt(x))JYt(x)u0(Yt(x))〈DYt(x),DJYt(x)〉H

:= A1 +A2 +A3.

From (22), by noticing that (JYt(x))
2 and ‖DYt(x)‖

2
H are strictly positive due to (10) and

(12), we have A1 > 0. Clearly A2 ≥ 0. Concerning the summand A3, by the condition (21),
we have from (10) and (15), for α ∈ (0, T ], that

DαJYs,t(x) = −e−
∫ t

s
b′(v,Yv,t(x))dv

∫ t

s
b′′(v, Yv,t(x))DαYv,t(x)dv

= e−
∫ t

s
b′(v,Yv,t(x))dv

∫ t

s
b′′(v, Yv,t(x))1[v,t](α)e

−
∫ α

v
b′(r,Yr,t)drdv (23)

≤ 0 .

Since DαYt(x) ≤ 0 for every α, t ∈ (0, T ], x ∈ R due to (10) we have 〈DYt(x),DJYt(x)〉H ≥
0. By using the assumption (22) we get A3 ≥ 0. Therefore ‖Du(t, x)‖H > 0 and the
conclusion follows from Theorem 1.

Remark 1 For example, the function u0(x) = π
2 + arctan(x) + δ with δ > 0 satisfies the

assumption in Proposition 4 (and also in Lemma 5 and Propositions 5, 6 below).
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4.2 Hölder continuity of the density

We apply now Proposition 1 in order to show that the density of u(t, x) is Hölder continuous.
To this end, we will also need to control the second derivative of the solution. We start by
proving that ‖Du(t, x)‖2H is bounded below by a positive constant which does not depend
on ω.

Lemma 5 Assume b ∈ L∞
(
(0, T ), C2

b (R)
)
such that

b′′(t, x) ≤ −C < 0 for all t ∈ [0, T ], x ∈ R. (24)

Assume u0 ∈ C1
b (R) satisfies

u0(x) ≥ C > 0 and u′0(x) > 0 for every x ∈ R. (25)

Then for t ∈ (0, T ] and x ∈ R, there exists a constant C5 = C5(t) > 0 (non depending on ω
and x) such that

‖Du(t, x)‖2H ≥ C5(t)

Proof: Notice that from (10), for t, α ∈ (0, T ], x ∈ R, and by the assumption (24) we have

‖DJYt(x)‖
2
H = e−2

∫ t

0 b′(v,Yv,t(x))dv
〈∫ t

0
b′′(Yv,t(x))DYv,t(x)dv,

∫ t

0
b′′(Yv,t(x))DYv,t(x)dv

〉
H

≥ e−2T‖b′‖∞

∫ T

0

(∫ t

0
b′′(v, Yv,t(x))1[v,t](α) e

−
∫ α

v
b′(r,Yr,t(x))dr dv

)2
dα

≥ C2e−4T‖b′‖∞

∫ t

0

∫ t

0

∫ t

0
1[v,t](α)1[v1,t](α)dv1 dv dα

= C2e−4T‖b′‖∞

∫ t

0

∫ t

0
(t−max{v1, v})dv1 dv

= C2e−4T‖b′‖∞

∫ t

0

∫ t

0
(t−

v1 + v

2
−

|v1 − v|

2
)dv1 dv

= C2e−4T‖b′‖∞
(t3
3

)

> 0, for all t > 0 ,

Thus, by the hypothesis (25), for every t ∈ (0, T ], we see that

A2 := (u0(Yt(x)))
2‖DJYt(x)‖

2
H ≥ C4e−4T‖b′‖∞

(t3
3

)
:= C5(t) > 0 .

Now, recalling that ‖Du(t, x)‖2H = A1 +A2 +A3 with A1 > 0, A2 ≥ 0 and A3 ≥ 0 defined
in the proof of Proposition 4, we have, by the calculus above, that

‖Du(t, x)‖2H ≥ C5(t) > 0 . (26)
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Therefore, the conclusion is obtained.

Using the Proposition 1 (see [2, Proposition 23]), we can prove the Hölder continuity
of the density.

Proposition 5 Assume b ∈ L∞
(
(0, T ), C3

b (R)
)
such that (24) holds. Assume u0 ∈ C1

b (R)
such that (25) holds.

Let u(t, x) be the solution to the stochastic continuity equation (1). Then, for every
t ∈ [0, T ] and for every x ∈ R, the density ρu(t,x) of the solution u(t, x) is Hölder continuous
for any exponent q < 1. Moreover, there exist two universal constants C, p > 0 such that

ρu(t,x)(z) ≤ C (P (|u(t, x) − z| ≤ 2))
1
p

Proof: From Proposition 3 we have that u(t, x) belongs to D2,p for every p ≥ 2. By
Lemma 5, we have that ‖Du(t, x)‖−2

H belongs to Lp(Ω) for every t ∈ (0, T ] and for every
x ∈ R and for each p ≥ 1. Then we can apply Proposition 1.

4.3 Gaussian estimates

We finally prove the Gaussian estimate for the solution to the continuity equation.

Proposition 6 Assume b ∈ L∞
(
(0, T ), C2

b (R)
)
such that (24) holds. Assume u0 ∈ C1

b (R)
such that (25) holds. Let (u(t, x))t∈[0,T ],x∈R be the solution to the continuity equation (1).
Then, for every t ∈ [t0, T ] with 0 < t0 < T and for every x ∈ R, the random u(t, x) admits
a density ρu(t,x) and there exist two positive constants c1, c2 such that

E|u(t, x)−m|

2c1t
e
−

(y−m)2

2c2t ≤ ρu(t,x) ≤
E|u(t, x)−m|

2c2t
e
−

(y−m)2

2c1t . (27)

Proof: We will show that

ct ≤ 〈Du(t, x), D̃u(t, x)〉H ≤ Ct (28)

with 0 < c < C where D̃u(t, x) is constructed from Du(t, x) via the formula (4). From (18),

〈Du(t, x), D̃u(t, x)〉H

= u′0(Yt(x))
˜u′0(Yt(x))JYt(x)J̃Yt(x)〈DYt(x), D̃Yt(x)〉H

+u0(Yt(x)) ˜u0(Yt(x))〈DJYt(x), ˜DJYt(x)〉H

+u′0(Yt(x))JYt(x)
˜u0(Yt(x))〈DYt(x), ˜DJYt(x)〉H

+ ˜u′0(Yt(x))J̃Yt(x)u0(Yt(x))〈DJYt(x), D̃Yt(x)〉H

:= I1 + I2 + I3 + I4. (29)
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Note that, since DYt(x), D̃Yt(x),DJYt(x) and ˜DJYt(x) are all negative, we can replace

〈Du(t, x), D̃u(t, x)〉H by 〈|Du(t, x)|, |D̃u(t, x)|〉H in (29) (and similarly for the other inner
products in (29)). We also have, from (10), for t, α ∈ (0, T ], x ∈ R,

|DαYt(x)| = |1[0,t](α)e
−

∫ α

0 b′(r,Yr,t)dr| ≥ C1[0,t](α)e
−‖b′‖∞α (30)

and by (12),
|JYt(x)| ≥ e−‖b′‖∞t (31)

while from (23),
|DαJYt(x)| ≥ Cte‖b

′‖∞t1[0,t](α)e
−‖b′‖∞α. (32)

Under the hypothesis b ∈ L∞
(
(0, T ), C2

b (R)
)
and (24), the lower inequalities (30),

(31) and (32) hold also for D̃Yt(x), J̃Yt(x) and ˜DJYt(x). Consequently, since t ∈ [t0, T ]
with 0 < t0 < T the summand

〈DJYt(x), ˜DJYt(x)〉H

is bigger than cT with c > 0 and so I2 ≥ ct, via (25). Since I1, I3, I4 are positive we obtained
the lower bound in (28). By Lemmas 2, 3 and 4, the upper bound in (28) clearly holds.
Therefore the conclusion is obtained.
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