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Abstract

The Merriman-Bence-Osher (MBO) scheme, also known as thresholding or diffusion gen-
erated motion, is an efficient numerical algorithm for computing mean curvature flow (MCF).
It is fairly well understood in the case of hypersurfaces. This paper establishes the first
convergence proof of the scheme in codimension two. We concentrate on the case of the
curvature motion of a filament (curve) in R?. Our proof is based on a new generalization of
the minimizing movements interpretation for hypersurfaces (Esedoglu-Otto ’15) by means of
an energy that approximates the Dirichlet energy of the state function. As long as a smooth
MCEF exists, we establish uniform energy estimates for the approximations away from the
smooth solution and prove convergence towards this MCF. The current result which holds
in codimension two relies in a very crucial manner on a new sharp monotonicity formula for
the thresholding energy. This is an improvement of an earlier approximate version.
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1 Introduction

1.1 Motivation

This paper is devoted to the analysis of the thresholding scheme in codimension two which may
model the motion of vortices (points) in the plane, filaments (curves) in three-dimensional space
or two-dimensional surfaces in four dimensions. For the sake of definiteness we will mostly focus
on the—from our point of view—most relevant case of a curve in R3. Important applications
of curvature-driven motion of filaments in R? include superconductivity (magnetic flux tubes
in type-I superconductors move by curve-shortening flow), fluid dynamics (where the motion
of vortex lines is described by binormal curvature flow), image processing (in particular for
identifying vasculature in magnetic resonance angiography (MRA) images), and many more.
Curiously, the curvature flow of a filament has also been used to define the curve-shortening
flow of immersed planar curves past singularities [3].

The analysis of motion by mean curvature for a hypersurface has a long history, starting
from the fundamental work of Brakke [I1I]. A range of techniques has later been developed to
further the understanding of such geometric evolutions. These include singular perturbations
[12 [13], 18] 27], the level set formulation [24 14], 23], and variational time stepping or minimizing
movements [2, B8]. However, for higher codimension curvature motions, there are relatively
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fewer results. We refer to the works [3] [48] for statements in the classical setting and [49, [50] for
reviews of the current status. One reason is that the comparison principle which is used often in
the hypersurface case is not applicable in higher codimension. However, variational techniques
are quite versatile. The current paper uses a variational interpretation to analyze an efficient
numerical scheme and prove its convergence to motion by mean curvature of curves in three
dimensional space.

The idea of thresholding goes back to the 1992-paper [39] of Merriman, Bence and Osher
treating the evolution of hypersurfaces by their mean curvature. The algorithm is henceforth
often called the MBO scheme. It is a two-step time discretization procedure easily described as:
Given an open set Qg of R% and a time-step size h > 0, a sequence of open subsets {Qn},,~, of

R? is generated by alternating between

1. solving the linear heat equation for time h, starting from the characteristic function of the
set Q,:
1, xe€Q,,

Ow=Av, forO<t< h, U(x’o) = XQn(x) - { 0, x ¢ Q, (1)

and

2. projecting the function v(z, h) onto {0,1} to obtain the new set ,,11:
Qi1 = {x cv(x, h) > %} (2)

In the following, we will use u™ to denote xq,, the state of the evolution at the n-th time step.
The second procedure above is also called the thresholding step due to the use of the threshold
value % (Sometimes, the completely equivalent choice of {—1,1}-valued functions is used. In
this case, u™ and (2, are related by u™ = 2xq, — 1. Then the threshold value is 0 and the
projection step above can be simply stated as v = ‘—g‘) The sequence of sets {Qn}nzo is shown
to converge to motion by mean curvature in the viscosity sense [22, [7]. These proofs rely very
much on the comparison principle which is satisfied by the scheme above. See also [28], [29] for
a generalization of the result for more general kernels.

Thresholding for a filament in R3, due to Ruuth, Merriman, Xin, and Osher [45], is just
as simple to describe as the hypersurface case. Consider an R% or complex-valued function
u defined on R? such that it has length one almost everywhere, or equivalently a measurable
function u : R3 — S!. Given a curve I' C R3, it is fairly straightforward to construct a function u
such that it “winds around” I' with winding number equal to one, see Section and Appendix
The curve is also the set where u is “singular” (see Fig. [l). The thresholding scheme in
this case is very similar to the one for hypersurfaces. In the first step, as in (Il), we diffuse the
predecessor u"~ !, which is a unit vector field. The second step (2)) is replaced by projecting v
onto S!: (2. 1)

n+1 _ v\,

The main result of the present paper is the convergence of the above algorithm to the mean
curvature flow of I'. A heuristic argument, using asymptotic expansions is given in [45]. We
will also briefly describe the underlying formal computation in Appendix (E.Jl To the best of
our knowledge, our work is the first convergence proof of the thresholding scheme in higher
codimension.

We spend a moment here to interpret the above thresholding scheme from the point of view
of Ginzburg-Landau functionals and their gradient flows. These concepts appear often in the



study of phase transition and interface motions. The functional has the form

1 1
Fow) = [ 5 IVuf 4 SW(w)ds @
Q 2 9
where u : Q@ C R™ — R™ is the phase function and W : R™ — R, is a (non-negative) potential
function which vanishes on some prescribed set. In the above, ¢ < 1 is a small positive number.

The gradient flow of . (in the L2-sense) is given by

O = Aug — alzvuvv(ug) (: ﬁ%@) . (5)

A direct computation gives the following energy dissipation law:

4

dt}—e(ue) = _/|atu€|2 dr. (6)

For both stationary and dynamic considerations, the singular limit ¢ — 0 is one of the key
questions to investigate.

By setting different values for the dimensions of the ambient space and the range, the func-
tional can model various geometric objects. For example, to model hypersurfaces and their
motions, one may take m = 1, i.e., u is scalar-valued and W (u) = (1 — u?)2. In this case, W
vanishes on the discrete set {—1,1}. The energy is usually called the Cahn-Hilliard functional,
whose dynamics (B are known as the Allen-Cahn equation due to their first appearance in the
materials science literature [1]. The typical behavior is that the function w. will partition the
ambient space into two domains €2_ and €2 on which u. takes values roughly equal to 1 and
—1 separated by a narrow transition layer of width O(e). Hence in the limit ¢ — 0 this layer
forms a sharp interface which can be described precisely as a minimal surface in the stationary
regime or it evolves according to MCF in the dynamical case. We refer to [43] for a heuristic
illustration which has been proved rigorously in various mathematical settings—see the begin-
ning of this introduction. If n = m = 2, the function u. is defined on (a subset of) R? and takes
values in R?, or equivalently is complez-valued. A common choice for the potential function is
W (u) = (1—|ul?)? so that the zero set of W is the unit circle S!. Hence any u. with reasonably
low functional energy value F.(u:) has point-wise norm approximately equal to one. In this
case, by topological reasoning, u. can have points (vortices) as its singular (defect) sets. Such
functionals are widely used in the modeling and analysis of vortices, their dynamics and inter-
action in superconductivity phenomena (see [8, [46]). Next, if we take n = 3 and m = 2, i.e.,
u. is a complex valued function defined on (a subset of) R3, and the same potential function
W (u) = (1— |u|?)?, then u. can incorporate curves as its singular sets, see Figure[Il This is also
used in the modeling of vortex lines in superconductivity as well as superfluids [42], [41]. Even
more generally, the zero set of W can consist of disjoint Riemannian manifolds. Then the dy-
namics () can model harmonic heat flows [44, [37]. The above description clearly demonstrates
the range of applicability of the functional (@) and explains the intensive mathematical activities
surrounding it. We defer to Section [[.3] for more recent references of related work.

Note that the gradient flow dynamics (Bl) can be formally solved by operator splitting, alter-
nating the following two steps:

1
(i) linear diffusion: Qyu. = Au,; (i) fast reaction: dyu. = —6—2VUW(UE). (7)
The key idea of [39] is to replace Step (ii) by instantly projecting u. onto the zero set of W.

Referring to the description at the beginning, we have that for the hypersurface case, u. is
projected onto {—1,1} while for the filament case, u. is projected onto S'. We remark that



this projection step clearly generalizes to the case when W vanishes on more general sets, for
example multiple disconnected copies of SV,

Similar to the Ginzburg-Landau equation (B)), MCF also has a gradient-flow structure. In-
deed, it is the L?-gradient flow of the area functional. This suggests to analyze the dynamics
using variational methods. Such an approach has been implemented in [2] B8] for the MCF of
hypersurfaces. De Giorgi [16] formalized this idea in a more general setting, which is now often
called minimizing movements. We refer the reader to [4] for a more contemporary exposition.
The key idea of such a method is to discretize the evolution in time (with time step h > 0) and
obtain the state u” at the n-th time step by minimizing the functional

1
B(u) + -d*(u,u") (8)

2h
where F is the energy of the state, d is the distance or metric compatible to the gradient structure
of E, and u"~! is the state at the previous time step. The overall effect of minimizing (8) is
that the energy decreases according to some dissipation mechanism. Furthermore, the sequence

of minimizers u" formally satisfies the implicit time discretization scheme for the gradient flow
of £

= —VE"). (9)

The limit as h — 0 of the sequence {u"}, -, thus obtained is then called a minimizing move-
ments for E. We emphasize here that the definition of the metric d which provides appropriate
dissipation mechanism is just as important as the energy F itself. In fact, if the metric d on the
state space is the induced distance of some Riemannian metric (via shortest paths), then VE
appearing in (@) is the gradient of the functional F w.r.t. this Riemannian metric.

The compatibility of the thresholding scheme to the above gradient-flow structure in form of
a minimizing movements interpretation was first made by Esedoglu and Otto in the work [20)].
In the hypersurface case, they constructed an energy that approximates—or more precisely,
I'-converges to—the interfacial area. Their approach also allows them to handle multi-phase
systems with a broad class of surface tensions. This generalization has been an open problem
for several decades. Based on this minimizing movements principle, the work [32] provides a
rigorous analysis of the scheme in the dynamical setting and gives a convergence proof to motion
by mean curvature in the multi-phase case. We will comment more on these related works in

1.2 and 9131

Interpreting thresholding as a minimizing movements scheme has practical implications as
well. We will see that in our case of codimension two, the minimizing movements principle fur-
nishes a generalization of the scheme to incorporate Dirichlet or Neumann boundary conditions
as well as a chemical potential leading to a pinning effect. An advantage of the current approach
is that the same Gaussian kernel works with very minor modification. Hence numerical efficiency
is not affected. In the next section, we will briefly describe the basis of our method of proof in
the filament case.

1.2 Idea of proof

The protagonist in the present work is the approximate energy

1

Eh(u)zﬁ/(l—u-Gh*u)d:ﬂ (10)

defined for any unit vector fields u: R?® — S!; here G}, denotes the heat kernel in R? evaluated
at time h, i.e., a Gaussian kernel of variance 2h. Note that the counterpart of (I0) in the



hypersurface case [20] is given by

Fr(x) = % / (1 —x) Gp * xdz, where x: R® = {0,1}. (11)

There is a fundamental difference between them. The energy Fj measures the heat transfer from
the set {x = 1} into its complement {x = 0} which is roughly equal to the (d — 1)-dimensional
area or measure of the boundary of {x = 1}. This can be rigorously justified by that Fj I'-
converges to coH" 1(0{x = 1}) for some constant cq [20, Prop. A.1]. On the other hand, the
energy Ej, measures the distance of the diffused vector field Gy, /5 * u to the sphere St, ie.,
it quantifies in how far it fails to be a unit vector field. Writing F; as a weighted average of
squared finite difference quotients (Lemma[2.7] (40]) ) shows its natural connection to the Dirichlet
energy. This can also be phrased in terms of the I'-convergence of %Eh to the Dirichlet energy
1 [|Vul?dx.

The basis of our analysis is a minimizing movements interpretation of thresholding in our
context of higher codimension. In resemblance to (§), given the state u™~! at the (n—1)-st step,
the state u™ is found by minimizing the functional

1 2

%Eh(u) + — ‘G% * (u — u"_l)‘

2h 12)

L2

(see Lemma [Z4] below). The minimization principle (I2]) is in accordance with the gradient flow
structure of the (harmonic map) heat flow, which is the L?-gradient flow of the Dirichlet energy.

From (I2), we immediately obtain some energy dissipation relation (Lemma [2.9), which
serves well as an a priori estimate. However this estimate fails to fully capture the limiting
dynamics as h — 0. To understand this well known fact, let us give some background on
minimizing movements. While at first glance, a gradient flow dyu = —VE(u) seems to need a
smooth Riemannian structure, it is clear that the minimization problem (&) makes sense in any
metric space. This is the basis of De Giorgi’s theory to define gradient flows in metric spaces:
It is easy to see that the solution of a smooth gradient flow is characterized by the optimal rate
of energy dissipation %E(u) < —310wul?> — | VE(u)|? (since then equality holds in Young’s and
Cauchy’s inequality).

It is worth noting that the energy dissipation rate %E(u) < —|VE(u)|? (or %E(u) < —|0pul?,
respectively) is necessary but by no means does it characterize the solution. Because of the
degeneracy in the case of mean curvature flow however, it is more convenient to measure this
rate only in terms of gradient of the area functional, i.e., the mean curvature. To then capture all
information, one needs to monitor localized versions of the energy. Then under certain regularity
conditions, this family of energy dissipation inequalities indeed characterizes the MCF.

When deriving either of these energy dissipation relations for limits of minimizing movements
schemes, another technical difficulty appears: The a priori bound obtained from comparing u"
to its predecessor in () fails to be sharp by a factor % However, this can be cured by considering
the nonlinear interpolation between "~ ! and u”, choosing u(® =1+ to be a minimizer of E(u)+
ﬁdz (u,u™1). This interpolation was first proposed by De Giorgi and has been used recently
for the localized energies of thresholding by Otto and the first author [33].

A nice feature of the current line of proof is that the technical difficulty if interpolating the
state functions can be omitted as the precise prefactor of the metric term has no importance in
our main estimate. However, the estimate is still delicate in the sense that the prefactors of two
other term need to match in order to cancel a diverging term. This will be guaranteed by a new
monotonicity formula.

The foremost obstacle in the case of codimension two is the fact that the Dirichlet energy
is not uniformly bounded near the filament which is exactly the place where the 4™ becomes



singular. In fact Ejy(u™) blows up with rate |log h| near the filament. For remedy, we introduce
a localized version of Ej (Definition 23] ([23])). The localization is taken to be a truncated
version of the the squared distance function d?(-,T;) to the actual solution of the filament
MCEF. The importance of distance function was first pointed out by De Giorgi [17]. Later on,
Ambrosio and Soner [5] have used this idea to characterize higher codimensional geometric
flows in terms of their distance function. The work of Lin [36] further takes advantage of
the properties of the squared distance function to derive a localized energy dissipation law
for the the complex Ginzburg-Landau equation. (A more detailed description will be given
at the beginning of Section [Z3l) Inspired by this last work, exploiting the properties of the
squared distance function, in particular (34)—(7), we can similarly establish that the localized
thresholding energy is uniformly bounded (Proposition [2.6]) so that the location of the singular
set of u™ exactly coincides with I';.

Yet another new ingredient in the filament case is that we need to capture two equations: (i)
the motion law of the filament—the set where u is singular and (ii) the evolution of the phase of
u away from the filament. The latter is due to the extra degree of freedom in the zero set S! of
W. To this end, we will derive two Euler-Lagrange equations (Lemma 2101 (50)—(G1)) for u™ by
considering inner and outer variations of u" (48)—(9]). Note that for the thresholding scheme in
the hypersurface case, the limiting description is simply described by the MCF of the interface
I'. The state variable u is identically equal to +1 and —1 away from I'.

Last but not the least, a sharp monotonicity formula (Lemma[2.§]) for the thresholding energy
(as a function of the time step h) is used in a very crucial way. It is an improved version of
an earlier “approximate monotonicity” formula due to Esedoglu-Otto in [20]. So far it is only
proved in codimension two and does not carry over immediately the the hypersurface case. In
the hindsight, this is related to the fact that for complex-valued w, in the Ginzburg-Landau
functional (4]), for typical functions, the Dirichlet energy dominates the potential term. On the
other hand, for the scalar version (Allen-Cahn equation), there is equipartition of energy, i.e.,
the energy is equally distributed between the two terms. It will be interesting to investigate the
monotonicity formula in a more general setting.

1.3 Related work

Here we describe some related work on the analysis of thresholding scheme and some of its
generalizations.

As mentioned before, the use of thresholding scheme for hypersurfaces has a long history,
initiated by the work of Merriman, Bence, and Osher [39]. Soon after, rigorous proofs of conver-
gence are given in Evans [22] and Barles and Georgelin [7]. As these proofs are entirely based
on the comparison principle, they are basically restricted to the special case of a single hyper-
surface. Several recent works on thresholding scheme have overcome this restriction. Esedoglu
and Otto’s minimizing movements interpretation [20] generalized the scheme to arbitrary sur-
face tensions and led to a series of conditional convergence results which are not based on the
comparison principle but on the gradient-flow structure of MCF (of networks of interfaces). Un-
der the assumption that the total energy of the approximations converge to those of the limit,
Otto and the first author proved that the limit solves a distributional formulation of motion
by mean curvature, also in case of networks of hypersurfaces [32]. (See also [34] for a proof of
a similar result for a multi-phase Allen-Cahn system.) Swartz and the first author extended
these methods to incorporate external forces and volume constraints [35]. Only recently, a local
minimality property of thresholding in the case of (networks of ) hypersurfaces has been observed
and used by Otto and the first author to prove that under the same assumption, this limit is
also a unit-density Brakke flow [33]. There the precise dissipation rate is fundamental in prov-
ing Brakke’s inequality and the authors use De Giorgi’s variational interpolations to obtain the
precise constant.



The incorporation of anisotroy in the curvature motion is also of interest, both mathemati-
cally and practically, due to again the simplicity of thresholding. One of the earliest work in this
regard is [29]. It starts from a given (positive) convolution kernel and identity the anisotropy.
The “inverse problem”—the construction of kernels for prescribed anisotropy—is considered in
[10, 19]. A technically difficult aspect is that in general the kernel must be necessarily non-
positive. Hence the traditional proof of convergence is again not applicable in a straightforward
way. Regarding this, another line of proof is constructed by Swartz and the second author [47].
This last work proves, by constructing an appropriate ansatz, consistency and stability state-
ments and a convergence rate of the scheme without using the comparison principle. Though
currently it only considers the case of classical isotropic MCF, at the conceptual level, it can be
applicable to a more general situation.

Departing from the hypersurface case, in relation to the current paper, we emphasize here
work related to the motion of a filament in R? which has codimension two. The convergence of
the Ginzburg-Landau dynamics to MCF when classical solution exists was proved in [31] and
[36]. The work [6] extended the result to varifold convergence under the assumption that the
density of the limit measure is bounded from below. This assumption was finally eliminated in
the work [9]. A counter-part of the motion law ({)) is the consideration of Schrédinger dynamics
of (), written as idyu. = O0yF-(u). Heuristic asymptotics lead to a limit singular measure
that coincides with a filament evolving according to curvature motion along the bi-normal B
to the curve. There are many interesting open questions concerning this motion, regarding
well-posedness and approximation algorithms. We refer to [30] for a recent survey of this model.

Last but not the least, the very recent work Osting and Wang [40] discovered the same
minimizing movements principle of the scheme [45] as ours and used it to generalize the scheme
from unit vector fields to matrix fields in O(n), i.e., "unit” matrix fields w.r.t. the Frobenius
norm. Furthermore, they provide promising numerical tests of this extension. While the limit
h — 0 is not studied there, it seems that our convergence analysis, as described in Section 3]
should apply to this case as well. In the absence of singularities, the proof might simplify in the
sense that one only needs to consider outer variations as in the case of Section .3l It might also
be interesting to consider and classify the singularity structures that can appear.

1.4 Structure of the paper

In the next Section 2] we state our main convergence result §2.1] and some remarks about it
§2.20 Then in §2.3] we list all the technical lemmas to be used. We highlight here the (localized)
minimizing movements principles Lemma 2.4], (localized) energy dissipation law Proposition [2.6]
the sharp monotonicity lemma 2.8 and the two Euler-Lagrange equations for the minimizers
during each time step Lemma .10l These are all proved in Section Bl which forms the bulk
of the paper. In Section @l we discuss further insights from the variational viewpoint, namely
boundary conditions, vortex motion in two dimensions and the less singular harmonic map heat
flow in higher dimensions.

2 Mean curvature flow of a filament in R?

Throughout the paper we will assume that a smooth mean curvature flow of an embedded curve
I'; starting from I'y exists up to some time 7' > 0. The flow can be expressed in terms of a
parametrization «y(-,t) such that I’y = ([0, 1],t), where

v:[0,1] x [0,T) — R3, (13)
and it satisfies

0
57(67 t) - ﬁ'y(@,t)N'y(@,tﬁ 7([07 1]7 O) = T. (14)
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Ny,

Figure 1: Left: A filament in R? with a horizontal slice of R3. Right: The initial conditions u°
on the depicted slice “wind” around the filament.

The boundary conditions at # = 0 and # = 1 will be specified later. In the above, x denotes the
curvature of I'; at 6 € [0,1] and N is unit normal vector pointing in direction of the derivative
of the unit tangent vector. Although N is not defined when x = 0, the product kN is always
well-defined. Note that short-time existence has been established in a very general framework
by Gage and Hamilton [25, Section 2|. See also Huisken-Polden [26] for solving the equation
using a graph coordinate system and [49, [50] for reviews of higher codimensional mean curvature
flows.
We will state the algorithm of the thresholding scheme in terms of the heat kernel on R,

m exp < — %) (15)

which is the solution operator of the linear heat equation and it solves

Gh(z) =

G — AG =0, Go= 0. (16)

Some basic facts about G}, will be collected at the beginning of Section [3l

We now present the algorithm for the filament thresholding scheme and our main convergence
result. In order not to be distracted by boundary conditions, we will work with periodic boundary
condition. Recall that in this setting, the configuration or “state” of the algorithm at each time
step is given by an R% or C-valued function u defined on T3. To be more precise, after each
projection step, u has unit length, i.e., it is S'-valued.

2.1 Main result

Algorithm 2.1. Given a time-step size h > 0 and the configuration u"~' : T3 — S' at time
t = (n — 1)h, construct the configuration u™ at time t = nh by the following two operations:

1. Diffusion: convolve u™~! with the heat kernel, i.e., set v"™ := Gp, * u™~';

2. Projection: project v™ onto the unit sphere, i.e., set u™ := z—z‘

We denote by u” the piecewise constant interpolation in time of the functions u°, !, ...

defined by
u'(z,t) :=u"(x) fort € [nh,(n +1)h). (17)



We also define the following backward in time finite difference quotient for any time dependent

function v,

v(t) —v(t — h)
- .

Our main result is the following convergence of u” to a filament moving by its mean curvature.

v = (18)

Theorem 2.2. Let 'y, t € [0,T) be a filament evolving smoothly by mean curvature flow (13-
(@) in T3 and assume that the initial conditions for Algorithm[Z1l are well-prepared in the sense
of Definition [Z3. Then the approzimate solutions u" ([[T) obtained by Algorithm [Z1 converge
as h ] 0 to I'y in the following sense.

For every sequence u”, there exists a subsequence (still denoted by u) and a vector field

u€ H- (T3 x (0,T))\ T;SY) such that

loc

ul —u in L?(T® x (0,T)), (19)
VG, * u =Vu in L2 ((T3 x (0,7))\T), and (20)
(G +ul) —0pu in L3, (T3 x (0,7)) \ T). (21)

In the limit h — 0, the vorticity set concentrates only on 'y in the sense that the Dirichlet energy
of u stays bounded away from I'y. Furthermore, u solves the harmonic map heat flow equation
away from T

We pause to elaborate the above statement. Further explanation and remarks will be given
in Section
Our paper crucially makes use of the following energy functional and its localized version.

Definition 2.3 (Thresholding energy). Let h > 0. For any unit vector field, u : T — S!, we

define the energies
1

Ep(u) = 7 / (1 —u-Gp*u)de. (22)

and its localized version, which is defined for any ¢ : T — R as:

Ep(u,) = %/1/)(1 —u-Gpxu)dr. (23)

As to be seen later in Lemma [2.7] the above functionals approximate the Dirichlet energy
[ Vu|?dz of u.

The following lemma is the basis of our analysis. It states that—similar to thresholding for
hypersurfaces, cf. [20],—also in our case of higher codimension, thresholding can be interpreted
as a minimizing movements scheme. Furthermore, the lemma establishes a localized version of
this minimizing movements interpretation similar to the one for hypersurfaces in [33].

Lemma 2.4. Each time step u" ! — u" = % of the thresholding scheme (Algorithm[2.1)
s equivalent to minimizing

Ep(u) + % / (u— ") -Gy (u— u" 1) d (24)

among all u: T3 — R? with |u| < 1 a.e. In particular, we have the following energy-dissipation
estimate for the piecewise constant interpolation u" ([{IT),

T
Ep(u™(T)) —i—/o / |Ghy2 * Bfuhfdx dt < Ep,(u). (25)



Furthermore, for any non-negative test function ¢ > 0, u™ minimizes the following localized

version of (24)),

Ep(u,v) + % /1/) (u— u"‘l) Gp o (u— u"_l) dzr + % / (u— u"‘l) Gpx, Y] udr (26)

among all u: T3 — R? with |u| <1 a.e.

The analogy of the energy dissipation law (23] for (26]) with appropriate choice of the local-
ization function v is the key technical result of our approach and will be stated in Proposition
2.0l

In the formula (26l), note the appearance of the commutator [G}*, 1] between the convolution
with G, and multiplication by 1 which is defined as:

(Grx, Y f = G (Vf) — (Gh * f). (27)

Definition 2.5. The initial datum «": T3\ Ty — S! is called well-prepared if the following two
conditions hold:

1. the approximate energies blow up logarithmically: there exist constants 0 < ¢ < C' < o
such that
¢|log h| < Ep(u) < C|loghl; (28)

2. away from the filament I'’, the approximate energies stay bounded
Ep(u’,65(0)) < C(0), (29)

where ¢,(0) denotes the smoothly truncated squared distance function to I'g defined in
(B2). Here o is some positive number depending only on the curves I'y, ¢ € [0,7] but not
on h.

2.2 Remarks about the main result

Here we give some further remarks about our main convergence result.

(1) Similar to the Ginzburg-Landau approximation in the case of vortex in R2, for smooth
initial conditions I'g close to a straight line parallel to the zz—axis, one can easily construct
initial data u” satisfying Definition Specifically, let I'g C R? be a curve given in the form of

Lo ={(v(x3),23): w3 € 0,1)},
where : [0,1) — R? is a smooth 1-periodic function. Then

uO(x) — i(xl - 7($3))l

T ()] for . = (2/,23) € R¥3\ Iy (30)

is well-prepared (locally around the filament I'g). The precise computation is shown in Appendix
Another equivalent choice is to simply use the radial vector in the normal plane of the curve,
i.e., (30) without the rotation L.

(2) The bulk of the paper is presented in the easiest case of periodic boundary conditions.
We only assume this to omit technical difficulties which would pollute the proof. The interested
reader is referred to the discussions in Section ] considering boundary conditions and Appendix
(.31 considering the whole space.

Our proof does not use the fact that we work in three dimensions. In fact the proof applies
word by word for any codimension-two mean curvature flow. Then the vector field u is defined
on (subsets of) R? with values in S' and the energy Ej, takes the exact same form. However, we

10



prefer to keep the language simple and restrict ourselves to the physically most relevant case of
a filament in R3.

(3) The term vorticity set refers to the support of the limit of the measures corresponding
to the rescaled thresholding energies. To be precise, we define the measure pj, as

1

= (1—ul(z,) h .
\logh]h< u'(x,t) - Gpxu (x,t)) dx

pn(t)

Then the vorticity set is given by supp(u(t)) where u(t) = limy, up(t). The analogous concept
also exists for the Ginzburg-Landau dynamics (Bl in which the measure is defined as

1

t p—
:U'E( ) Hog&!

U S
(5 V0P + 500 = el

For the case of filament motion, Lin [36, Theorem 4.1] showed that the limit () = lime_o ue(t)
satisfies c;H' [Ty < p(t) < coH'|I'y for some constants ¢; and cp. This is consistent with the
fact that the limit of u.(-,t) still winds around I'; with winding number one. Our current result
only states that the limit u(t) = limy,_, pp(t) satisfies p(t) < coH!'|T;. However, we expect a
lower bound to be feasible if one can show that the thresholding energy is bounded from below
by c|log h| for typical functions u with a nontrivial winding number around a curve. We leave
this latter statement to a future project.

(4) Note that the limit description is given by two dynamical equations. One is for the
vorticity set I'y which evolves by MCF. The other is the evolution of u away from I';. It is given
by the harmonic heat flow on S'. Precisely, u satisfies

du = Au+ |Vu|*u (31)

1
which is the (L2-)gradient flow for the Dirichlet energy 3 / |Vul? dz for S'-valued function

u. Another maybe more transparent description can also be given. Away from I';, if we write
u(z,t) (locally) as e?(®*? for some phase function 6, then (3 is equivalent to

80 = A6.

(5) The result stated in ([20) gives that u" converges weakly to u in H!. We believe this
can be improved to be strong convergence in H'. Such a statement is proved for the Ginzburg-
Landau dynamics (@) [36, Section 5|. The usual strategy in establishing this is to show that
small energy implies that |u| is close to one, and then higher order regularity is proved by means
of some blow-up argument. It will be interesting to have similar statement for the thresholding
scheme. Furthermore, it is also of practical importance to have a convergence rate. We defer
these issues to future works.

Throughout the paper we will make use of the following notation. By C' and C(c) we denote
generic constants independent of the time-step size h, where C'(0) may depend on the parameter
o. The dependence on o is not important in this paper. In particular we may allow C(o) tend
to zero or infinity as ¢ — 0. However, the asymptotics in terms of h is crucial in our analysis
and will be spelled out explicitly. We write A < B if there exists a generic constant C' < oo such
that A < C B. If a quantity A stays bounded by B as h — 0, we write A = O(B). The same
applies for A = o(B), which means % — 0 as h — 0. In particular, we will use O(1) and o(1)
referring to constants which are bounded and convergent to 0 as h — 0. For simplicity, we often
omit the notation h — 0. Furthermore, to describe asymptotics at the heuristic level, we often
use the symbol &~ which will always be followed by rigorous explanations. By [ dz we denote
the integral ng dz, while [ dz denotes the integral ng dz.

11
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Figure 2: The smooth cut-off of the profile p — p?.

2.3 Main propositions and lemmas

We assume the existence of a smooth mean curvature flow I'y (I3)-(I4) and will exploit the
properties of the squared distance function to I'y to construct a localization function. Precisely,
for o > 0, we consider the function ¢ = ¢,(x,t) which at any time ¢ is (a truncated version of)
the squared distance to the curve I'; defined as

B(,) = 6o 1) = 5 fo (2, T1), (32)

where d(z,T") := inf{|z—y|: y € T'} is the distance function to the set I" and f,: (0,00) — (0,00)
is a smooth monotone non-decreasing function such that

2 .
p ifp<o
(p) = 33
Ja(p) {402 if p > 20, (33)

cf. Fig. 2 By [5, Lemma 3.7], the gradient of ¢ solves the heat equation
Vo —AVp =0 onT}. (34)

The eigenvalues of the Hessian V2¢ are well-controlled [5, Theorem 3.2]. In particular, near T'y,
the Hessian has two eigenvalues equal to one and the third strictly less than one. (For a general
codimension-2 surface in R, the Hessian has two eigenvalues equal to one and the remaining
d — 2 eigenvalues are strictly less than one.) From these, we deduce that for small o > 0, the
following holds:

V2 <Id on {(z,t): d(z,T}) <o}, ie., £-V3¢p& < |¢)? for any € € R®, (35)

Furthermore, we have

Op=0, and A¢p=2 onl},. (36)
Now applying Taylor expansion to 9. — A¢, we obtain by (36) and (34]) that

C
O — Ap < =2+ %dz(aﬂ,rt) =-24+C(0)¢p in{(z,t): d(z,Ty) <o} (37)
We point out here that the use of the squared distance function is not coincidental as it was
used to characterize mean curvature flow in the sense that I'; evolves by mean curvature flow if
and only if ¢ solves (34]) [5, Lemma 3.7].

We are very much inspired by the following localized version of the energy-dissipation relation

(@) for the Ginzburg-Landau dynamics (B) derived in [36, p. 421-422]. A direct computation

12



followed by an application of ([B6]) and (37) shows

d 1 , 1
E /(ﬁg (5 ‘VUg‘ + EW(U5)> dzx

1 1
— _/% |Byue|? + Z@iajgbaiu dju+ (0 — Ap) <§ |Vu|> + EW(u€)> da (38)
2,7

1 1
< - /¢0 |Bpuc|* da + C(U)/(ﬁa <§ |Vue|* + EW(u€)> dx.

Then a Gronwall argument gives that the (localized) Ginzburg-Landau energy stays bounded
away from the filament. Note that in the above, equations (35]) and ([B7) are used in a subtle
but crucial way,

1
Z 9;0j¢ O;udju + (0 — Ag) (5 IVue|2>

%,J

< [Vl + (24 Clo)0) (; |Vu€|2) < C(0)2 |Vu.P.

Curiously, our monotonicity formula (Lemma [2.8)) is in a sense an analogue of this property and
will also be used in a crucial step.

To mimic the previous computation, the localized thresholding energies (23] play a pivotal
role in our analysis. The following proposition is the key ingredient in our proof of Theorem
Essentially, it provides a localized energy-dissipation inequality very much like the time
integrated version of (38]).

Proposition 2.6 (Energy inequality). Let Ty (for 0 <t <T), ¢, and u" be given in (I3))-(14),
B2), and [IT). Then as h — 0, we have

T 2
En(uh(T), 6 (T)) + /0 [ 60 1Gua 0l P dt < CoVEN.65(0)) + o(1). (39)

Its proof relies on several results which we present next.

The following basic facts about the energy FEj, are stated for more general localization func-
tion.

Lemma 2.7. Let u: T2 — S be a unit vector field and 1: T2 — R a bounded function.

2

(i) The approximate energy Ej, can be written as the following weighted integral of finite dif-
u(e) — u(z — Vhz) dz dx. (40)

ferences:
Bu(uwv) =5 [ 0@ [ G N

Furthermore, the energies Ey, approrimate the Dirichlet energy in the sense that

1;3?8 En(u,v) = /1/) \Vul?dx  for unit vector fields u € W12, (41)

(ii) If 1» > 0, then the energy satisfies the following approximate monotonicity formula,

Enzp(u,¥) < Ep(u,¥) + CIVY| o VN?h Ep(u),  for N €N. (42)
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(iii) If v» > 0, then the Dirichlet energy of u is controlled by the energy:
2
/w IVGhjo xu|” dz S Ep(u,1p). (43)

We note the additional property that in fact the energies Ej I'-converge to the Dirichlet
energy. This is because by (ii), the the pointwise convergence in (i) is almost monotone.

The following lemma sharpens the monotonicity statement of (42]) in the case of ¢ = 1.
It has an interesting implication, namely a “sharp” version of the comparison between the
approximate energy Fj, of u and the Dirichlet energy of its convolution G5 * u in Lemma 2.7]
(iii). As mentioned earlier, this sharp inequality will play a crucial role in our analysis.

Lemma 2.8 (Monotonicity). The approximate energies Ej, are monotone in h, i.e., for any
fized measurable w: T3 — S', we have

d%Eh(u) <0. (44)

Furthermore, we have the sharp inequality
/\VGh/Q s u|® de < Ep(u). (45)

The following lemma gives a bound O(#|log h|) for the squared L2-norm of the discrete time
derivative of the approximate solutions. Note that the bound diverges as h — 0. We believe
this bound is far from optimal but it is sufficient for our purposes.

Lemma 2.9. Let u” be defined in (7). Then it satisfies the following a priori estimate.

/OT/ |opul|? dadt < (1 + %) Ep,(u°). (46)

On the other hand, using the energy dissipation (25]), we automatically have the following
“better” estimate if the backward in time finite difference is smoothed out by convolving on the
length scale Vh:

T
/ / |Gh/2 * Bfuhfdxdt < Ep(u). (47)
0
Both (@) and 7)) will be used in our proof.

Recall that we will recover two equations to describe the limit of " as h —» 0. The first is
the motion law of the vorticity set which in the limit is a curve moving by its curvature. The
second is the equation for the phase function which lives away from the vorticity set and in
the limit solves a diffusion equation. To this end, we consider inner and outer variations of u”
leading to two of Euler-Lagrange equations for the minimization problem (24]).

e The inner variation ug of u: T3 — S! is given by the variation of domain along a smooth
vector field &:

us(z) = u(x — s€(x)), so that Osusl 0= ¢ Vu. (48)

S=

e The outer variation s of u in direction of a smooth vector field ¢ is given by

- U+ sp

Ug :

= m, so that (95223|s:0 = (Id - U U) @Y. (49)

Using the above, we have the following statements.
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Lemma 2.10 (Euler-Lagrange equations). Let ul be the piecewise constant in time interpolation
([IT). Then it satisfies the following two statements.

(i) For any smooth vector field &: T3 x [0,T] — R3 we have
/ G * oful - (- V) G2 * ul da dt (50)

h//(V (1 —ul-Gyxu )dwdt—22//8§j8Gh/2*u 8Gh/2*u dx dt + o(1).

(ii) For any smooth function ¢: T3 x [0,T] — R, we have

//(uga;hc:h sull —ul 0y "G+ ul )+ (U VG ul —u! VG xult) -V da dt = o(1). (51)
Now we get to the proofs for all the statements and the main result.

3 Proofs of the lemmas and the main result

We first state some basic facts about the heat kernel which will be used frequently. Recall the
notation for the heat kernel on R%:
1 2 d
Gh(Z)—WGXp(—E) ZGR, h > 0.

The following semi-group and factorization properties hold for G:

Gt = Gs x Gy for s,t > 0, (52)
Gr(z) = G,ll(zl)Gi_l(z’) for z = (21,2'), 2z €R, 2 €RI!

where G' and G4~! are the one- and (d — 1)-dimensional Gaussian kernels respectively. We also
have the following statements about Gp:

1 |2|?
0 <Gp(2) < FRI 9 Gr(z)dz =1, /Rd . —Gp(z)dz =2, (53)
VGi(z) = —5-Ga(2),  [VGA(2)] S fam 2), (54)
V2 () = (% LA, d) G (2). (55)

Due to the symmetry of the heat kernel, Gj(x — z) = Gj(z — x), the convolution with G}, is
self-adjoint in the L?-sense:

(f,Grh*g)r2 = /f(x)(Gh *g)(z)de = /(Gh « f)(@)g(x)de = (Gh* [, g)p2- (56)

Finally, we have the following expansion of the commutator (27]) between G and multipli-
cation by a test function ¢. For later convenience, it is stated for Gy, 5.

Lemma 3.1. For ¢ :T? — R and V : T3 — R?, it holds that
1 2
(7 (Guan. 9]V ) (@) =V(0) - (VG V) () + OV 0l -G+ V). (57)
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It will be seen that the first term of (57)) dominates the second. Hence we will often write
the commutator asymptotically as

% (Ghyox, 0|V & (VY- V) Gpx Vo oor [Gyox, ] VahVY - (VG x V). (58)

Proof. Expanding ¢(z — 2) — ¢(z) = —z - Vi)(z) + O(|2|*|| VY| . ), we obtain
[Gh/2*’¢]
/Gh/2 W — 2) — (@) Viw — 2) dz

=& [ Gua(a) (=2 Vuta) + ORIV l0) Vi = 2) s

- Vz/;(x)/%th/Q(z)V(x —2)dz+ 0 (/ G ya(2) ’Z‘ V2| V(2 - 2)] dz>

= V6l (VG = V(@) + 0 (1970, (EoGi >> 1),
which is precisely the statement of the lemma. 0

3.1 Proof of the lemmas

We first give the proof of Lemma 24 illustrating the minimizing movements interpretation of
the thresholding scheme.

Proof of Lemma[2.4 We will only prove the localized version (20]) as the global minimization
property (24 follows by choosing ¢ = 1. The energy-dissipation estimate (25) follows by

successively comparing the functional values for (24]) evaluated at u™ and u"~!.

We first note that the combination of convolution and thresholding u" := ‘gh*izni‘ is equiv-

alent to maximizing (u - G, * u"~1)(x) pointwise at each x among all u: T? — R? with |u| < 1.
(This simply follows from the fact that for each a # 0 € R?, a = \%l is the unique maximizer of

a - b among |b| < 1.) Therefore, for any non-negative function 1) > 0, 4™ minimizes the linear
functional

2
——/wu-Gh*un_ldx.
h
Using

—2u-Gpxu" P =—u-Gpru+ (u—u""Y) G x (u—u"h)
1

—u" G T Gk u — e Gk u™ Tl
we see that u” effectively minimizes the following functional
1 ~1
7 (1 —u-Gp*u)+ Yu—u""") Gy x(u—u""7)
1 n—1 n—1
+E Y Grxu—u- Gy xu).

Note that by (Bfl), we can write the last term of the above as

1
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1
Subtracting the irrelevant term 7 / u" " G, ]u™ ! to the minimization gives exactly expres-

sion (26]).
Finally, note that with ¥» = 1 > 0 and tracing back our steps we see that thresholding is
indeed equivalent to solving the global minimization problem (24]). O

Now we continue to the proofs of the other technical lemmas.

Proof of Lemma[2.7. Statement (i)(@0) follows from a direct computation. Indeed, due to the
normalization [ G(z)dz = 1, we have

En(u,¢) = % /Q,D(x) / G(2)2(1—u(z) u(z — \/Ez)) dx dz.

Then (0) follows from the identity 2(1 — u - v) = |u — v|? valid for any pair of unit vectors u
and v. (©)—u(o—vE2)
. 1,2 . . u(z)—u(z—vhz) . .
For (i)(@I)), note that for u € W=, the finite differences ———  in the representation

(@Q) of E}, converge to the directional derivative (z - V) u(z) pointwise almost everywhere. Thus
we obtain by Fatou’s lemma

: / (@) / G|z V) ulw) d=de < liminf By(u, ). (59)

(Alternatively, it is also straightforward to see that the finite differences converge weakly in
L?(G(z)dz dz), which clearly implies (59).) Next we compute the inner integral explicitly:

d
[ 6@ Dua)fd: =Y @) [ Gt d:
=1

d
= |0z,ulx)|? /Gl(zl)ad—l(z')z% dz dz' = 2|Vu(z)|?,

i=1

where we have used the symmetry and factorization property of the kernel (52). Therefore, we
obtain

/1/1(36) \Vu(z)|* do < liin i(I)lf En(u,) for all non-negative test functions 1. (60)
H
Therefore, by linearity in 1), it suffices to prove the statement with ¢ = 1. Note that this
will imply the strong convergence of the difference quotients in L?(G(2)dz dw).
An application of the fundamental theorem of calculus and the translation invariance of [ dx
yield

Enlw) = %//G(Z)/Ol/ol (2 V)u(e +sVha) - (2 V) u(z + tVhz) ds dt dz dz
- %//G(Z) (z-V)u(z) ® 2 /01/01 Vu(z + (t — s)Vhz) ds dt dz de.
Since (z - V) u(z) ® z € L*(G(2)dz dz) and furthermore
/0 1 /0 1 Vu(z + (t — s)Vhz)dsdt — Vu(z) in L*(G(2)dz dx),

we obtain

lim Fj(u) = %//G(z) |(z- V) u(x)|* dz da.

h—0
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Therefore we do have
hm En(u / \Vu|® dz,

and by linearity and the lower-semicontinuity we obtain (41]).
(ii) follows from (i) and Jensen’s inequality. Indeed, we may rewrite Eyz2;, as

By (1 ¢ // Gl Z u(z — (n — 1)Vhz) — u(z — nvhz) zdz d.

=t Vh

and by Jensen’s inequality the integrand can be estimated:

&

‘ Z —(n—=1)Vhz) —u(z —n hz)‘2

1 & u(z — (n — 1)Vhz) — u(z — nvhz) |2
S )

By the translation invariance of [ dz in the case of 1) = 1 we obtain the monotonicity
Enzp(u) < Ep(u).

For non-constant ¢ > 0, we obtain

N
Enzp(u, ) < %//G(z) (% g¢(:c + (n— 1)\/5,2)) ‘u(x) - u\(/g%_ vhz) ‘Qdaz dz

| /\

//G + V]| N VR 2 \)( ula) = u\(/%_ \/Ez)fdxdz.

Using G(2)|z| < G4(z) and the monotonicity (61l for the error-term we obtain (42]).
For (iii), we first observe that by [ VGj(z)dz = 0 and Cauchy-Schwarz we have

2

/¢|VGh/2*u‘2dx:/w‘/VGh/z(z) (u(z) —u(x — 2)) dz| dx

(61)

(62)

< /w (/\vch/z(z)wz) </‘VGh/2(z)| ]u(x)—u(x—z)]zdz> da.

Using the integral estimate [ !VGh s2(% ‘ )| dz S \/— for the first inner integral and the pointwise

estimate ‘VGh/Q(z){ S ﬁGh(z) for the second one, we obtain

[ 619G ol do < Enfu.v).

O

Proof of Lemmal2.8. In order to verify the monotonicity of the energy let us compute Ej in
Fourier space, i.e., in terms of the Fourier coefficients @(k) of u. Indeed, since |u| = 1 and by

Plancharel we have

1 1 = N —_ 1 ~
Ep(u) = E/u-(u—Gh*u)dx: =3 k) (u—Gh*u> () =3 > (1= Gulk)
kez3 kez3
where the Fourier coefficients (note that G}, is not periodic) of the kernel G}, are given by
Gu(k) = Gp(z)e 2™k 20y = exp < - 47r2h\/<:]2>.
R3
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Therefore, we may simply compute the derivative of E}:
d 0 [1 ~
—F — | = (1= Gr(k)) | |a(k)|>.
7B = g G (1-6uw) |

Since

a% E (1- @h>] _ _% (1-G) - %ah@h _ —% (1+h0nGn - G1)

it is enough to check whether
(1 + hah@h — @h) > 0. (63)

2
To do so, we write s := <2T’T> h|k|?. Then the above holds due to the fact that e® > 14 s for all

s > 0. This concludes the argument for ([44]).
Computing the derivative in (44)) in physical space, i.e., in terms of u instead of @, we obtain

FE
dh /8h[ (1—u- Gh*u)}daﬂ

Since G}, is the fundamental solution of the heat equation, cf. (I6]), we compute
0, (1 Gp, xu) ! (1 Gp, * u) ! AGH *
—u - u|=—=1—-u- u) — —u- u.
h| 7 h 2 h 5 h

Therefore, using the semi-group property of G and the anti-symmetry of its gradient VG we

obtain
1

_lEh(u) h

h
which is precisely (45]).

/u AGh x udx = _EEh /]VGh/Q*u] dx,

O

Remark 3.2. An alternative approach to the proof above is to use directly the energy dissipation
relation of the energy 1 [ |v]? dz for the heat equation. Combined with |u| = 1 we obtain

9 [h/2
— E/ /|VGt*u|2dxdt. (64)
0

This means that the thresholding energy E} is nothing but an average of (twice the) Dirichlet
energies along the heat flow. By the energy dissipation relation of the Dirichlet energy for the
heat equation we obtain in particular

/{VGh/z*u{ dx < Ep(u /\Vu] dx.

Note that in our case, the second inequality is empty because our state variable u is not in
W2, In view of (64)), the reverse inequality of (43]), namely an estimate of Ej(u) in terms of
the Dirichlet energy of Gy, /5 * u, seems not obvious. However, there are two simple cases. If
u € W22, such an estimate is available. The second easy example is the vector field u® defined
in (30). It is easy to check that such an estimate is available as well for u".

Proof of Lemma[2.9. Using the triangle and Young’s inequalities, we have for any two vector
fields u, v
lu— 02 <|Gh* (u— )2+ |Ghxu—ul? + |G+ v — ]2
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If additionally |u| =1, we have
IGpxu—uf> =2(1 —u-Gpxu) — (1 = Gp, xu-Gp, *u).

Therefore when applying this to u = u” and v = u"~!, the symmetry of the kernel G}, implies

T T N
/ /{8fuh‘2dxdt§/ /‘Gh*afuh{zdmdt+2Z(Eh(u")—EQh(u")),
0 0 n=0

which by the energy-dissipation estimate (25]) yields the claim. O
Next we turn to the derivation of the two Euler-Lagrange equations for u.

Proof of Lemma [2.10(i). We first prove (50)), the Euler-Lagrange equation coming from inner
variations us defined in (48]). From the minimality (24]), we obtain

a
ds

_ <Eh<ug) o [ =) G (=) dx) 0. (65)

We begin by computing the first variation %Eh(u?) of the energy E},, which will give us the
right-hand side of (50). We work on a fixed time slice and drop the superscript n for a cleaner
notation. Note that

1
70Eh(us) = E/u-Gh*(f-Vu)—}—f-Vu-Gh*udx.
Since £ - Vu =V - (Eu) — (V- &) u and by the symmetry property (B0 of Gj,*, we obtain

a
ds

s:OEh(uS) :%/U[VGh*,g-]udx— %/(V-g)u-Gh*udx.

Now we claim that

% /u VG, & ude

1
_ 2/V£: uV2Gh x udz + - / (V-&)u-Gp*ude + 0 (Hv%”m \/EEh(u)> . (66)
This is intuitively correct, since we expect
[VGr+, & lur~VE: (—2®@ VGL(2)) * u

so that we formally have

%/u[VGh*,g-]udx%/ng u(—%@VGh(z))*udx.

Note that the kernel on the right may be rewritten as —7 ® VGj = %Gh Id + 2V2G},, which
concludes the formal reasoning for (Ga).

Granted (66), we have

%SZOE’L(“S) :2/%: W2Gh*“d9€—%/(V-ﬁ)u-Gh*uderou) (67)

which is essentially the right hand side of (B0), modulo an integration by parts.
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In order to make (66) rigorous, we rewrite the integral on its left-hand side as

2/ (VG & udw——//VGh (2) = &z = 2)) (~2u() - u(e - 2)) dzda

Since |u(z)|?, |u(z — 2)|?> = 1 so that 2 — 2u(z)u(z — 2) = |u(z) — u(xr — 2)|* and

/ VGh(2) - (€(x) — &(z — 2)) dzdx =0,
we have
! / VG, & uda
- / VGL(2) - (€(z) — E(z — 2)) u(z) — u(z — 2)[* dz d
_ / VG(2) - (2 VE() + O(| V|| _ %)) lulz) — u(w — 2)|? dz da.

The above integral splits into two contributions:

1. The one coming from the first-order term z - V&(z) simplifies to

/vs 2 ® VG (2)(~2u(z) - u(x — 2)) dz dz,

because here again the terms including |u(z)|?> = 1 or |u(x — 2)|> = 1 vanish identically.
As in the conclusion of the above formal argument, we obtain the leading-order term in

the expansion ([60).

2. The second-order term O(|z|?) in the expansion of the test vector field ¢ is negligible as
h — 0. Indeed, since

K&

h

3
1
'Z' Bl g, ‘ —Gop,

7

Eeve) 5|

we have

5 [ RV G fu) — ute - 2 dzdo
<= [[ e utw) — ute ) dz o B VRE ) = VRE, ().

This concludes the rigorous justification of ().
Going from (67)) to the symmetrized form on the right-hand side of (50]) requires another
manipulation which we provide now. To this end, we rewrite

2/V§:uV2Gh*udm :2/V§: Gh/z*uVQGh/z*udx—i—Q/ [Gh/z*,VS] uVQGh/Q*udx, (68)

where we have used the symmetry and semi-group properties (52]) of the kernel. The leading-
order term is the first right-hand side term, which after integration by parts equals

—22/8,@3@'6?;1/2*u(?th/z*udm—Q/Ag-Gh/z*uVGh/z*udx.
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Here, the first term is the desired term in the Euler-Lagrange equation (B0)); the second one is
of lower order: since by G} 9 * u VG} /o ¥ u = V(%|Gh/2 * u|?), we have

—2/A§-Gh/2*uVGh/2*udx:Q/A(V-ﬁ)%‘Gh/z*ufdx,
which by [[A(V-£)dz =0 is equal to

—/A(V <€) <1 — |Gh/2 * u‘z) dz.

Therefore, the first right-hand side term of (G8)) and the right-hand side of the Euler-Lagrange
equation (B0) indeed agree to leading order:

‘—Q/Af “Gha*uVGp o *udx

SVl [ (1162 ) do = V€] hEn() = o),

where we have used the symmetry and semi-group properties (52]) of the kernel once more.
Now we turn to the second right-hand side term of (G8]). By the commutator estimate (57]),
we obtain

/ [Gh/2*a Vf] UVQGh/Q * U dx :hZ/alajgk Vz‘Gh/2 * uﬁjakGh/z * U dx
1,5,k
+ O(\|V3£||Ooh/ ‘VQGh/Q % u d:v).

Note that the second right-hand side term vanishes as h — 0. Indeed, using Jensen’s inequality,
we have

1
3
19%luct [ 9G] do S 1€V (1 [ 92600 vl o)
Exploiting [ V2Gh/2 dz = 0 and repeating the argument (62)) with \/EVQGh/Q instead of VGY, /3,

we obtain
IV2€l|oo VR En(u) = o(1).
By symmetry of the second derivatives of £, and integrating by parts, we obtain
h
hZ/@iajEk(?Gh/z *u0jOk Gl o x ude = ) Z/@iﬁj(v -§)0iGp 2 * u0iGh g * udz,
1,7,k 4,7,k
which is controlled by
3 2 @ 3
IV3€lloch [ |VGrja*ul”dz S [[VP€|lochBp(u) = of1).
Next we turn to the first variation of the metric term:

ap 1
dsls=0h

n—1

/ (uf — u"il) -G * (uf — u”fl) dr = —2/ u"% Gp* (& Vu") dz.

Using the semigroup property (B2) of Gy, the self-adjointness (BO) of Gk, and the relation
§-Vu=V-({u)— (V-§)u, we obtain

n_ ,n—1
—2/%-Gh*(§-VU")dx

n _ ,n—1
= —2/Gh/2 * <%> (V) Ghjo *u™ dx + Err  (69)
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where
um _un—l " n
Err = —2/Gh/2 * <T> ([VGhryox, & u" = Gpjo* (V- & u")) da. (70)

Note that, after integration in time, (69) is precisely the left hand side of (B0) if we can indeed
show that, the time integral of Err converges to zero as h — 0.

We now show that this is indeed the case. Omitting the superscript n for a moment and
setting again u® := u(- + z) we may rewrite the commutator

[VGh/z*,f-] U = /VGh/z(z) . (§_Z — §) (u_z — u) dz +u Gy * (V-8).

Estimating (7% — &| < ||V€||so|2| and collecting the two terms involving the divergence of the
test vector field £ we obtain

L2
[VGhjox, &) u—Ghox (V-&u) == [Ghox, (V-&)] u+ O(vaﬂ / %Gh/z(z)\uz - U\d'z)-

|22

Note that 5-G},/2(2) S Gi(2). Now we estimate the commutator on the right-hand side:

|[Ghpo, (V- )] ul < V€ (12] Gupa(2) * lul S [IV2E]IVR.

Therefore by Cauchy-Schwarz, we have the following estimate for the time integral of Err,

/ Err(t) dt S (IIVE]loo + | V2€]loo) X

(//‘Gh/“af“hfdwdtf (// <h+/Gh(z)|u"(x—z) —uh(x)|2dz)dxdt>%.

Using the representation (0] of the energy and the energy-dissipation estimate (25]), we see that
the error term is bounded by

N

1
C (V] + V%€l1) (Bn(u))* (RT(1+ En(u)* = O(hlogh)
Together with (66]), this concludes the proof of (B0). O

Proof of Lemma [2Z10(7i). First we prove the slightly different version
<Id —uh® uh) <Gh « O Ml — Ahuh) —0, (71)

where A}, is an approximation of the Laplacian, given by the following average of second differ-
ences:

hz) — 2 —Vh
Apulz) = / G(o) U+ Vhe) = 2u(a) tulw —Vh) |
2h
Note that indeed limy .o Apu = Au for u € W22 and thus (7)) is the analogue of the classical
equation

(Id — u®u)(Oyu — Au) = 0. (72)

In order to derive ([1]), we start from the minimality (24]), which yields (63]) with u” replaced
by 7. We use the representation (0] of the energy to compute the first variation %Eh(ﬂ?),
again drop the superscript n, and use the short-hand notation u* := u(- + z) in the following
computation:

d

ds s:th(aS) - % /Gh(z) /(u —u ) ((Id—u@u)p — (Id—u?®@u ?)p %) drdz,
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which because of the translation invariance of [ dz is equal to

%/Gh(z)/ [(u—u"?%) = (v — )] -(Id—u@u)godxdz:—Q/Ahu-(ld—u®u)gpdx.

The first variation of the metric term is
d 1 ~n -1 ~n u"” ' n n
T (u —u" )-Gh*(us dac—2 Gpx | —— | - (Id—u" @ u")pdz.

ds
This yields the “classical” version (I]) of the second Euler-Lagrange equation ().

To obtain the “weak” form (Bl of the Euler-Lagrange equation ([I]), we proceed as in the
well-known case of harmonic map heat flow [I5]. We briefly recall this idea described in Evans’
book [21} §5.1.1]. We follow this more general approach because it is a natural way to derive
the equations for u (or the phase) away from the filament, and furthermore because it directly
generalizes to higher dimensions, which we will exploit in §4.31

The idea is to take the wedge-product of (71]) and u which leads to cancellations of nonlinear
terms involving derivatives. More precisely, testing the i component of (7I) with the ;%
component u; times a test function ¢ and subtracting the the same quantity with exchanged
roles for i and j one obtains that a solution to (72)) solves

// (ujOpu; — u;iOwu;) ¢ — (ujAu; — wiAuj) (de dt =0
and when integrating by parts in the last term, the terms Vu; - Vu; ¢ cancel and we obtain
// (ujOpu; — u;Opuj) ¢+ (ujVu; — u;Vuy) - V{dz dt =0 (73)
for all test functions ¢. Note that this formulation has the advantage of being compact in W?2?2.

In our case of (1), we follow the same idea. Let us omit the superscript h again for this
computation. We obtain in the first step that our solution u = u” of (7)) satisfies

// (ujﬁth * U; — uzﬁth * uj> ¢ — (ujApu; — uiApuy) (dr dt = 0,
where A, denotes the above mentioned approximation of the Laplacian and 0, " the difference
quotient backwards in time. The integration by parts gets replaced by the following discrete
version. Writing again u* := u(- + z) we have
/ (ujApu; — wiApuy) Cdx
1 z —z z —z
= _h/Gh(Z)/uj[(ui — ;) — (u; — vy 9)]C — wil(uf —uj) — (uj —u;%)|¢da dz,
which by the translation invariance of [ dz is equal to
1
o [ 61 [ st = w3 uF — 6" — i — )¢+ w305 — )" dods
1
=5 [ Gnl) [ = wlas — ¢ — (05 = i€ — uie?) do .

Writing w;¢ — u;¢* = —u;(¢¥ — ¢) — (uf — u;)¢* (and the same for u; instead of u;), the terms
involving the correction (u; — u;)(* cancel and we obtain

/(ujAhuz uiApu;) (de = /Gh / ui —ui)ui(CF —¢) — (uj —uj)ui(¢* — () dr dz.
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Now we may replace the finite difference (* —{ by the gradient, i.e., we expand {(x+2) —((x) =
z-V{(z) + O(|z]?). Since VG(z) = —%G(z) is antisymmetric, this yields the first-order term

— /(UZVGh *U; — ujVGh * ul) . VC dx.

The second-order term is controlled by

/<’Z‘> /|u — u|dz dz.

Using Jensen’s inequality and the relation (%) ) < Gap(z) we obtain the bound
1
2

< / Gon(2) / u® —u\zdxdz> ~ (h B (1)

By the energy-dissipation inequality (25), this is of order (h|logh|)2 — 0, which concludes the
proof of (BI]). O

ez
<

[SIES
[SIES

(hEp(u))? .

1
2

3.2 Proof of the localized energy dissipation Proposition 2.6l

We fix o > 0 sufficiently small such that (B3] holds for all ¢ € [0,7]. This is possible since by
assumption the flow I'; is smooth. We set ¢ = ¢, and let w.l.o.g. T'= Nh for some N € N. Asin
[36], our aim is to derive a Gronwall-type inequality for the localized energies Ej,(u”, ¢). For n €
N, comparing u™ to its predecessor «"~! in the localized minimizing movements interpretation
(26) of Lemma 2.4] with our specific test function ¢" := gb(nh) > 0 we obtain

1 1 e R U — u —u"t
F B - B o) S - et (U Y
o u" —u” ny, n—1
/ - i [Gh* " u" " de
¢n ¢n 1
E n— 1
+ h( h )
We now sum over n from 1 to N and multiply by the time-step size h, to obtain
Ey(u"(T), ¢(T)) — Ep(u"(0),(0)) < 1 + I + I3 (74)
where
N u — un—l u — un—l

I, =—h N .G — |d 75

= [t e (T ) (75)

al u —un 1
o B ny . n—1
12——h;/T'E[Gh*,¢ Ju""" d, (76)
N
(bn (bn 1

Isy=hY Ep(u"?

3 ; h(u 3 h ) (77)

Next we manipulate these three integrals separately.
Analysis of I3. This is the easiest term. Since ¢™ — ¢" ! f (925(;5 dt, the interpolation

ul(t) is piecewise constant in time, and the energy Ej, is linear in the second argument, we may
rewrite I3 as

hZE ( n-l ik A ¢n 1 / En(u"(t),0:¢) dt (78)
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The above form will be combined with other terms in the conclusion section.
Analysis of I;. We claim that this term is almost negative. Indeed, putting V := =4
and ¢ := ¢", we may rewrite each summand of I as

—/gbV-Gh*Vd:n: —/gb\Gh/z*v{de—/Gh/z*v- (Gjox, ¢] V da. (79)

It is thus enough to estimate the time-integral of the second right-hand side integral of (79)
which will be shown to be an error term. Using (57)), we expand the commutator as

Gy 6] V (w VGV + O(|7%])o0 2 Gm*wo)

Hence the the contribution of the second right-hand side integral in ([{9) to I; can be decomposed
into two terms. The first-order term is

h / (G * Opu") V™ - v(ah Jo * athuh)dx

/A¢ |Gl o * Ou |)

/V(JS” ‘Gh/Q*a U ‘ )d:ﬂ
N

HV%HMZZ

n=1

A

/ ‘Gh/Q * afuhfdx

< HV2¢HOO’"L/O /(Gh/z*afuh(z da dt,

while the second-order term to Iy is estimated by || V2¢|lsc < C(c) times the following expression,
N .
5 et () it
n=1
d
()
: s Y
<h <// |Ghy2 * Ofuh|2dg; dt) // ((Tth) « |a£1uh|> dedt)

2
Since %G n/2 S G and by the L?-contraction property of the heat kernel, the second right-hand
side integral in I; can be estimated by

2 2
//<<%Gh/z> >k|6fuh|> dmdti//|6fuh|2dxdt.

Combining the two estimates for the first- and second-order terms with the energy-dissipation
estimate (25]) and the estimate (6] on the time derivative of u, the contribution of the second
right-hand side integral of (79) to (74]) is controlled by

dzx

dz dt

T
‘/ /Gh/2 * 8fuh- [Gh/Q*,¢] Q?uh dx dt'
0

(<1 + %) Eh(u0)> é) @ C(o)(1 4 T)Vh|logh| — 0

N

< C(o) (hEth) + h (En(u?))

so that the second term of (79)) is negligible as h — 0. To conclude, we have

N n n—1
U’ —u
L =—h E /¢‘Gh/z* (?)
n=1
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Analysis of I5. This is the leading-order and most difficult term in (74]). We first give a
short formal argument as a motivation. Expanding the commutator as in (57)), or heuristically
as in (58)), we obtain the leading-order term as

//a Gh*,gb]u dz dt ~ —2//8 (V- V) Gy *u dz dt, (81)

which is roughly the left-hand side of the Euler-Lagrange equation (B0]) with £ = V.

In order to make the above rigorous, we make use of some cancellations, in particular the
fact that the vectors 9f'u” and u” are almost orthogonal.

First, we observe that because of the antisymmetry [ V[Gpx, ¢]V dz = 0 of the commutator,
we may write this integral as

n—1

- —hz / LG 07 () d

There are two cancellations in this integral we will take advantage of:

e To first order, the commutator behaves like V¢ - VGp, * (“”‘;‘nil), which improves the
order of the kernel from % with the commutator to ﬁ for the kernel of the leading-order
term.

e The two vectors - _;jnfl ) ““‘;‘nil are orthogonal, and this is still approximately true after

the convolution with the heat kernel.

Now we fix n and write for simplicity u := u”, v := u”" ! and ¢ := ¢". Then we rewrite each
summand in /5 in the following more symmetric fashion:

[ F G (o (2)

/Gh/2 (55)- % (Ghy2x 9] <u_2w> - % (G 0] (Z5) - Gz » <u_2H)) dz.

Second, we will dissect carefully the commutators appearing above. The computation is
more elaborate than the simple first order asymptotics (57)). For any vector field w and any
smooth test function ¢, we expand the commutator now as

Grjax. 6] w= [ Gupa(a) (@ = 2) = o w(- = 2)dz
1 4
<< ¢Zz + az]¢zzz] 68Z]k¢zlzjzk) Gh/2) * W+ O(‘Z’ Gh/2 * ’w’>7
where we have summed over repeated indice. Using the identities

—2iGpja = h0;Gpya,  22jGpjo = h*0,0;Gp, 0 — héi;Gh o,
_ZiZjZkGh/Q = hgaiajakGh/g — h(éijzk + 5ikzj + 5jkzi)Gh/2,

and the equality of mixed partials, we obtain

1
E[Gh/Q*a Plw

h 1
= (V¢V)Gh/2*w+§v2¢ VQGh/Q*w—§A¢Gh/2*w (83)
h? h ’2‘4
+ 5 ;Caiajam 0,0;0kGj2x w = 5 (VAG - V) Gz w + O(TGh/Q % \w\).
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In order to concentrate on the key issue, we will first write down the dominating terms
and show the negligibility of the error terms afterwards. Using the above expansion of the

commutator for the difference quotient w = “= or the average w = “T*'”, respectively, we have,
up to leading order,
Term (82])
U — u+v U — v u+v
z/Gh/z*( - ) -(ng-V)Gh/z*( >—(V¢-V)Gh/z*( - )-Gh/z*( . )dx
(84)
U—v U+ v U— v u+v
—2/Gh/2*< - ) (Vo - V)G o * (T)dx—i—/AqﬁGh/Q*( - ) -Gh/Q*( 5 >dw
(85)
U—v U+ v
Nz/Gh/2*< — )-(V¢-V)Gh/2*( . )dw. (86)
Hence,
N u™ — un—l u + un—l
Io~ — Qh;/Gh/z * <T) (Vo" - V) Gpo % <f>dx
~—2 //Gh/2 « Oy Ml - (Vo - V) Gy o * ul da dt (since u” ~ u"71). (87)

which is precisely the left-hand side of the Euler-Lagrange equation (B0) with £ = V¢. Hence
we expect to have

12:—%/ Aqﬁ(l—uh-Gh*uh)dxdt—i—QZ//Qﬁj(b@iGh/Q*uh-ath/z*uhdxdt—i—o(l). (88)
0,

Note that writing I as (87) is essentially the same as what we first noted in (§I]), modulo the
splitting of G x into two separate Gy, /2, but now all the intermediate approximations and errors
arising from (82]) to ([84)—(R7)) are spelled out carefully.

Conclusion. With the above analysis of I, I3, and I3, in particular, combining expressions

([B0), (88)), and (78), we obtain,

T 2
En(uh(T), 6(T)) <En(u”, 6(0)) — /0 / 8| Gy * O | it

T
+ 2/ g /(%Bj(ﬁ 0iGh o * ul - 0;Ghyg * ul da dt (89)
0 =
i

T
o[ 4 @0 800 (- Gue st anar s o).

Recall that the missing argument that the error is indeed o(1) as h — 0 will be given shortly.
Now we decompose the last two right-hand side integrals into their near- and far-field con-
tributions corresponding to respectively the regions

Ay = {(z,t): d(z,T}) <o} and Ag :={(x,t): d(z,I's) > o}.
In the far-field region A%, we have ¢ > 102 and therefore |9;¢ — A¢), |9;0;¢| < C(o) . This

o)

implies that we may estimate the far-field contribution to the right-hand side of (89) by

2 // 0:0j¢ 0;Gh /2 * ul - 0;Gh g * ul dx dt + % // (Orp — A@) (1 —ul G, x uh) dx dt
Ac e

@ C(O‘)%//(JS(l e *uh) dx dt.
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Next we turn to the more interesting near-field contribution. In order to control the last two
right-hand side integrals of (89) over region A,, we use the expansion of the heat operator (37
and the estimate on the Hessian (33]) to obtain

1
Ao Ag
h|2 1 _ b h
<2 ‘VGh/Q*u‘dxdt—i—h (=24 C9¢) (1 —u" - Gp xu") dx dt.
Ao Ao

Note that ¢ “cuts out” the vorticity set I'; and therefore we expect Ej(u”,¢) to stay finite
as h — 0. However, there are two competing diverging terms, namely the Dirichlet energy
2 ‘VGh /2 % uh‘zd:v and the thresholding energy —2FEj,(u"). Miraculously, the monotonicity
(44) of the energy in the time step size, or more exactly its equivalent statement ([45]) (in Lemma
2.8)) provides precisely the correct relationship between the two quantities.

With the above observation, we now compute:

En(u(T),6(T))

<E, (10, $(0)) —/OT/é‘Gh/z*8fuh‘2dmdt+%g)/:/qﬁ(l—uh-Gh*uh> da dt
+2//A \vah/Q*uh\dedH%//A (=24 C¢) (1 —u" - G, u") da dt

<E, (10, $(0)) —/OT/MGWQ*8fuh‘2dmdt+%g)/:/qﬁ(l—uh-Gh*uh> dz dt
+2//A ‘VGh/Q*uh‘zdxdt—Q//A %(1—uh-Gh*uh) dz dt. (90)

We can bound the line ([@0]) from above by

1
2// VG2 *uhfdxdt—Q// (1 —u" - Gy xul) dzdt
Ao
r 1
§2/ Ep(u™) dt — 2// E(l —u" Gy xul) dzdt  (by (@)
0 As
§2// %(1 —uh-Gh*uh) dx dt < @//(ﬁ(l —uh-Gh*uh) dx dt. (91)
The above finally gives
T ) T
Ep(u™(T), p(T)) < Ep(u®, $(0)) —/ /¢|Gh/2 x Ofu| dxdt—i—C(a)/ Ey(u", ¢) dt + o(1).
0 0

A standard Gronwall-argument yields (39)). O
Analysis of the error terms. Now we estimate the errors coming from (84)—(87).
Error in (7). This error is due to replacing v"~! by u" and is bounded by

‘h // (Ghya * (07 "u")) V¢ -V (Gyyo + 0y "u)da dt'
:‘h/ V(p.V(‘Gh/z *8{huh|2)dxdt'

§||V2¢Hooh//|Gh/2*8thuh‘zdxdt@O(h|logh|)—>0 as h— 0.
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Error in (86]). This is caused by omiting the second term in (85) which involves the Laplacian
of ¢, A¢p. We will show that after integration in time, this term is negligible. For this, we use
the identity (a —b) - (a +b) = |a|? — |b|? to see that

N n n—1 n n—1
hZ/A¢" Gy + (%) Gy (%)dm (92)

< thatv%nw /1 (1= |Grje ") do
1960 [ (1 Gra =) + 3 (1= G o) o

Note that we used that the terms 1 — |Gh/2 * u|? are non-negative. By the symmetry of G, we
have

1
/E(l — |Ghya * u?)dz = Ep(u)

and hence, using the energy-dissipation estimate (25l), we obtain the bound
Th|| 0Vl En(u®) + V20|l cchBa(u®) < (10:V?Blloc + V> @llc) (1 +T)h|log hl,

which vanishes in the limit h — 0.

Error in (84). The error in this line comes from omitting the higher-order terms in the
expansion of the commutators (83]). To this end, we integrate by parts all derivatives which are
on the time-derivative Gy, /5 * ( h ) The resulting terms are of the form

9 U+ v ‘ U — v
/hP(V)v 6 Q(V)Gjax (5= ) - Gupo x (< ) o, (93)
where the linear differential operators P(V), Q(V) are both of order < 2. For the terms for
which there is no derivative falling onto G, /3 * ”%LU we proceed as in the lines following (02]).

Therefore, we may assume that the polynomial () is either homogeneous of order 1, or 2. In
these cases we estimate by Cauchy-Schwarz after integration in time:

n—1 n n—1

hi/hP(V)V%” Q(V)Ghyo + (“n%)  Ghjo * (%)dx
n=1

n

N ) % N w — -1 2 %
< B P(V) V%0 (hz [ 101G dm) <hz [owse (52 dm)
n=0 n=1

By the energy-dissipation estimate, the last right-hand side term is estimated by Ej,(u’) while
the first right-hand side integral can be manipulated as follows. By our assumption on Q) we
have [ Q(V)G, /2(2) dz = 0 and therefore by Jensen’s inequality

2
dx

[ 106l as = [ [ @916 (uta = 2) = u(e)) a:
< / Q(V)Ghya(2)] dz / Q)G (2)] [ulz — 2) — u(@)? dz da.
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Since @ is of degree < 2, we have the integral estimate [ |Q(V)Gh /2‘ dz < % and the pointwise
estimate |Q(V)Gh2(2)| < LG (2). Thus

/{Q Gh/z*u‘ dr < Eh( ). (94)

Plugging in this estimate and using the energy-dissipation estimate (25]) once more, we obtain
the bound

@3)
< Vh||P(V)V26||oo(1 + T) [log b,

N

MPEIT ol (T1EG ) (E0)

which as before vanishes as h — 0.
The third-order term works in the same fashion—only that the differential operators P and
@ add up to order 3 instead of 2. This weakens the estimate (O4]) by an order of % But we have
one more power of h in the prefactor so that we obtain (93] with the prefactor h? instead of h.
Finally, we estimate the error coming from the fourth-order term in the expansion of the
commutator by

z|4
hZ/ LGy
< h// || dw dt < T3 (// |afuh\2dxdt>

With the above, we have thus taken care of all the error terms, concluding the proof of
Proposition (2.6]).

n

‘+‘Gh/2>k <M>‘/%Gh/2(z)dzdx

h
@m)
S

NI

Vh(1+ T)Ep(u®) = 0.

3.3 Proof of the main result Theorem

Step 1: Compactness.

From our localized energy-dissipation inequality of Proposition 2.6l the relation between
Dirichlet and thresholding energy of Lemma [27] and the estimate on the initial data (28] we
obtain for any fixed o > 0

T
sup /¢0‘VGh/2 * uh‘2dﬂv —i—/ /¢0 {Gh/g * &?uhfdx dt < C(o) +o(1). (95)
t€(0,T) 0

Therefore, we may extract a subsequence which converges weakly to a map u € Hlloc(']l‘3 \I) in
the sense that

Gpjoxu" —u  in L% (96)
VG xu" —=Vu  in L, ((T? x (0,T))\T), and
O Ghjo xu" = Ou in L, ((T? x (0,T)) \ I).

The convergence (@6) upgrades to the L2-convergence of u" since by Jensen’s inequality and
G2 S G we have

/|u—Gh/2*u|2dx:/‘/Gh/z(z)(u(x) —u(r — 2))dz de

S //Gh/Q(z)|u(x) —u(x — z)‘2dz dz < hEy(ul,¢) < h|logh| — 0.
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Step 2: Convergence of the vorticity set.

Using again Proposition we obtain the convergence of the vorticity set.
Step 3: Convergence of u" away from the vorticity set.

By (I9)—(2I]) we may pass to the limit in the weak form of the Euler-Lagrange equation (51I)
whenever the test function ¢ localizes away from I

4 Other variants of thresholding

In this section, we discuss variants of thresholding which are motivated by the minimizing
movements interpretation.

4.1 Extensions to Neumann and Dirichlet boundary conditions

For convenience and a cleaner presentation, up to now we have restricted ourselves to the
simplest case of periodic boundary conditions. However, when working on a bounded domain
Q C R, it is more natural to consider Neumann or Dirichlet boundary conditions corresponding

ou
to 5= a0
will show that it is very easy to incorporate these boundary conditions while keeping the same
heat kernel G}, for the whole space. Hence numerical efficiency and the appealing simplicity of
the scheme can be maintained. The main idea is to extend w appropriately from Q to R%.

=0or u‘ 5o = U for the state variable u. Here @ is some prescribed function on 9¢2. We

Let © C R3 be a smooth bounded domain. In order to solve the equation with Neumann
boundary conditions on 0f2, we first rewrite the minimization problem (24)) in the following
equivalent symmetrized form

. 1
mm{ 7 /RS . Gr(z —y) (1 —u(z) - u(y)) dedy

1 . .
+E/1;3 TSGh(-%'—y)(U—u 1)($)(U—u 1)(y)dmdy},

Note that the outer integral ng dy in (24) can be replaced by ng dy without changing the
integral drastically as the kernel G, (z — y) decays exponentially in |z — y|. Therefore a natural
generalization of this minimization problem to the bounded domain €2 with Neumann boundary
conditions is

win {5 [ [ Gule =) (1= uta) -uty) dody
+ % /Q /Q Gh(z—y) (u—u" 1) (@) (u—u"") (y)da dy}, (97)

where the minimum runs over all vector fields u: Q — R? with |u| < 1 a.e. in Q.

This may be interpreted as extending u by zero off . Note that u = 0 has equal distance
to all points on the sphere S' and therefore does not prefer any of these values. Another way
to interpret the minimization problem (O7)) is that there is no interaction with points outside
the domain 2 and since no boundary conditions are enforced in the minimization procedure,
it is reasonable to expect the minimizer to attain natural boundary conditions, i.e., Neumann
boundary conditions.

Note that for any unit vector field u:  — S!, the first term in ([@7)) can also be written as a
weighted average of finite differences,

2
dx dy.

(98)

1

Bontw) = [ [ Gule =) (1= ate) u)dedy = 5 [ [ Guta g [ME

Vh
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Hence similar to Lemma [2.7], it can be shown to converge to the Dirichlet energy / |Vul?.
Q

We can now follow the proof of Lemma 24] line by line with % and u"~! replaced by yu and
xu™"1, respectively, where y = 1q. It holds again that (@7) is equivalent to the minimization

problem
2
min{—ﬁ/xu-Gh*(Xu)dx, u:Q— R jul < 1}.
The solution can then be read off as

u" = —, where v = Gj, * (xu"!). (99)

o]’
Therefore, we propose the following algorithm.

Algorithm 4.1. (Neumann boundary conditions) Let the initial condition and time-step
size be u’: Q\ Ty — R? and h > 0. Given the configuration u™~' at time t = (n — 1)h, the
configuration u™ at time t = nh is constructed by the following two operations:

1. Diffusion v" := Gy, * (1Qu"’1);
n

2. Thresholding/Projection onto S': u™ := ’U—n‘ in Q.
v

In the above, I'g is some initial (smooth) curve in 2. Again we require that u° is well-prepared
according to Definition

Next we consider Dirichlet boundary conditions given by a VVlloc2 function @ on R?\ Q with
|u| =1 a.e.. We start from (Q9) and make the following ansatz

u" = o) where v" = G}, * (xu" ! + (1 — x)a), (100)

i.e., we essentially set u to be @ outside §2. The corresponding minimization problem is then

min {EQJL(’LL) + % /&:2 /Q Gh(z —y) (u — u"—l) (z) - (u _ un—l) (y) dz dy

2 —
+ 7 /Q e Gr(x —y) (1 —u(x) - u(y)) dy dCC}. (101)

The fact that the last term can be interpreted as a penalization can be seen at its asymptotic
behavior: Given u,@:  — R? and suppose 2 C R? is a smooth bounded domain. Then

%ﬁ%%/ﬂ RS\QGh(:c—y)(l—u(x)-ﬂ(y))dydm:0/892(1—u-ﬂ) G:%).

These asymptotics are not surprising in light of [20 Lemma A.3] and [32, Lemma 2.8].
Indeed, it is shown there that the measures # (1 — x) Gp * x dx converge to o |Vx| with surface
tension o, so that for any pair of vector fields u, u, the leading-order term of the left-hand side
is of the form

1
E/Q(l —wu-u)(1 = x)Gp * xdr which converges to 0/2(1 —u-u)|Vyx| as h = 0.

It is important to point out the difference in the scaling factor in front of the integral in
(I0T). In particular, if the boundary data are well-prepared, i.e., |u| = 1 on 0€2, then as h | 0,
the third term in (I0I)) behaves like

20

Vh Jaa

(1_U’ﬁ) ‘u—ﬁ‘Q’

-2
Vh Joo
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so that this term is indeed a form of penalization forcing u to assume the boundary values u = @
on 0f).

Based on the above, we now state the corresponding algorithm for the evolution with Dirichlet
boundary conditions.

Algorithm 4.2. (Dirichlet boundary conditions) Let the initial and boundary conditions,
and the time-step size be u®: Q\I'g — R? and u: R3\Q — R?, and h > 0. Given the configuration
u™ 1 at time t = (n — 1)h, the configuration u™ at time t = nh is constructed the following two
operations:

1. Diffusion of the by @ extended vector field: v™ := G, * (1qu™ ! + 1gs\l);

n
2. Thresholding/Projection onto S': u™ := ’U—n‘ in Q.
v

4.2 Vortex motion with pinning

When studying vortices (points) in R?, the Ginzburg-Landau approximation as well as the
thresholding scheme discussed above are trivial on the time scale under consideration in the
sense that the vortices do not move. The easiest way to obtain non-trivial motion goes by the
name “pinning” which originates from a chemical potential a(x) > ag > 0. Lin [36] proved the
convergence as € — 0 of solutions to the equation

iVuW(ug), (102)

1
Oue = —V - (a(x)Vue) — =

a(z)

where W (u) = 1(Jul> — 1)2. The above is the gradient flow of the following weighted energy

/a(:v) <%|Vu|2 4 E%W@)) do (103)

1 1
% a(x) <§|Vu|2 + €—2W(u)> dr = —/a(x)|(9tu|2. (104)
The motion law for the vortices in the limit € — 0 is then the ordinary differential equation

~ Va(X)

X = a(X) <:—Vloga(X)>,

which is again a gradient flow.

The fact that a(x) arises in both the energy (I03]) and the dissipation law (I04]) gives a hint
that thresholding can be generalized to this setting as well. Indeed, as in the codimension one
case, when extending thresholding to networks with arbitrary surface tensions, the “natural”
mobilities (in the sense of the scheme) are inversely proportional to the surface tensions [20].

Now the straight-forward generalization of the minimizing movements interpretation (24]) of
thresholding to the vortex motion case is

1

7 /a(:c) (1—-u-Gp*u)dr+ % /a(:c) (u—u"1) Gp* (u—u"")da. (105)

Tracing back our steps in the argument for (24]), we see that v minimizes the linear functional

1
~7 /u (aGpxu""t 4+ Gp * (au™ 1)) da

among all vector fields u : R? — R? with |u| < 1 a.e. Therefore we obtain the following variant
of thresholding for vortex motion.
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Algorithm 4.3. (Vortex motion) Let {X?,..., X%} C ([0,A)%)M be the initial locations of
vortices. Let further the initial data and time-step size be u®: [0, A)?\ {X¥,..., X3} — R? and
h > 0. Given the configuration u™~ ' at time t = (n — 1)h, the configuration u™ at time t = nh
is constructed by the following two operations:

1. Approzimate convection-diffusion process: v" := Gy * (au™ 1) + a Gy * u™1;

n

2. Thresholding/Projection onto S': u™ := |v_n|
v

Note that v may be written as
V" =2a G xu" 4 [Grx,alu" ! = 20 G x w4+ 2RV a - VG x u T

so that another, yet a priori not energy dissipative, scheme can be obtained by replacing the
first step of Algorithm 3] by

V= a G xu" T + hVa - VG xu L.

We mention in passing that the dynamical law ([I02]) can be changed to the following
“convection-diffusion-reaction” form

1
Opue = Aue. + V(x) - Vue — 6—2VUW(UE) (106)

where V' is some arbitrary (smooth) vector field. Even though there is no “global” variational
interpretation for (I06) unless V = Y2 for some function a, the overall minimizing movements
strategy and proof of convergence will still work as locally at each point xg, V can always
be approximated as a gradient of some function. More specifically, we simply take f(x) =
(V(x0), (x — x0)) and a(z) = ef®) for 2 near 9. Then

~ Va(z)
a(x)

For a thresholding scheme to take into account the convection term in (I06]) we perform
an extra step in between the diffusion and thresholding steps in which we deform the ambient
domain along the flow generated by the vector field V. As long as V' has sufficient smoothness,
this step will at most modify the thresholding energy by a prefactor of 1+ O(h). Hence the
overall energy will still remain bounded in finite time.

1v<x> — [V(2) - V()| = [V (2) - V(20)| = O(|z — o).

4.3 Harmonic map heat flow in higher dimensions

The methods used in Section [2 give a simple proof of convergence for the following time-splitting
method for the harmonic map heat flow

o — Au = |Vul?u (107)
with u: T% — SN¥~1 with initial conditions in H?.

Algorithm 4.4. (Harmonic heat flow) Let the initial condition and time-step size be u®: T¢ —
SN=1 and h > 0. Given the configuration u™~' at time t = (n — 1)h, the configuration u™ at
time t = nh is constructed by the following two operations:

1. Diffusion: convolve u™~! with the heat kernel, i.e., put v := Gp, * u"~!;

)

n
SN=L: set u™ := 5—71\

2. Thresholding/Projection onto
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Proposition 4.5. Given initial data u° € H'([0, A)?, RY) with [u°| = 1 a.e., the (piecewise
constant interpolations of the) approzimate solutions u" are pre-compact, i.c., there ezists a
subsequence h | 0 and a map v € H'([0,A)? x (0,T),RN) with |u| <1 a.e. such that

ul —u in L2([0, M) x (0,T)), (108)
VG * ul =Vu in L2([0,A)? x (0,T)) and (109)
O (G, + ul) —0yu in L2([0,A)? x (0,T)). (110)

Furthermore, u solves the harmonic map heat flow equation (I0T).

Proof. Note that the minimizing movements interpretation did not use that fact that the range
of u is only two-dimensional. In fact the proof applies line by line in this framework as well. In
particular, we have the a priori estimate (25]); with the important difference that now

Ep(u®) < / {Vuo{z is uniformly bounded as h | 0.

This allows us to prove the compactness statement of the theorem.
The convergences (I09)—(II0) allow us to pass to the limit in the Euler-Lagrange equation
(B1]), which establishes the equivalent weak form (73)) of (I07]). O

5 Appendix

5.1 Asymptotic expansion of thresholding scheme for filament

In this section, following [45], we briefly describe the main steps in the asymptotic expansion of
the thresholding scheme demonstrating the appearance of filament curvature motion. Similar
asymptotics for the Ginzburg-Landau dynamics () is derived in [42].

As we are only dealing with the initial conditions I'g, u°, let us omit the index 0 in the
following. Denoting = = (1,22, 73) = (2/,23) € R3, we work in the geometry that the filament
can be written as a graph over the xg-axis. Precisely, let the initial curve I' be given by

I'={((x3),y2(x3),z3) : x3 € R}, for some smooth functions v; and ;.

Identifying 2’ = (z1,22) = 1 + ix2 and v = (71,72) = 71 + #72, we use the following as the
initial condition for the state variable v = v(z,t):

(g = L ()
@) =

Then the solution at time ¢ > 0 of the linear heat equation starting from wu is given by

|Z-~’U|2> 7' —(23) /
exp | — dz where z=(2,z23), t>0. 111
oo (555 705 #2) y

v(x,t) =
(4rt)?
We now consider the outer and inner expansions of the above integration.
(I) Outer expansion: |z’ —v(z3)| > V/t. For the outer expansion we introduce the length
scale ¢, the relative coordinate y and the two complex numbers ¢ and 7 given by

z—
€= \/i Y= P ¢= x’ — Y(z3), n:= 59/ +(x3) — (w3 + ey3).
We observe the following two asymptotics: First, since the parametrization 7 is smooth
n=e(y — uyv(y3) y3) + O(°y3). (112)
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Second, for any two complex numbers 1 and ¢ with |n| < || it holds

= (e (D) ol )

Hence the integral (III]) can be written as

o) = % * (471)% /Rs - [% - %Re <g> Jdv+ (471)% /Ra 6_%()( 'g'z) w

Note that the first term of the above expansion is simply u(x). The second, linear in 7, is in
fact almost an expectation of a Gaussian variable, cf. (IT2). So its leading order term vanishes
while the contribution form the second order term is O(g2). Hence we conclude that

v(z,t) = u(x) + O(t), leading to ‘22272’ = exp (i(0 4 O(t))) (113)

where 6 is the initial phase variable for u(z).
(IT) Inner expansion: |z’ —(z3)| < v/t. Introducing a constant § < 1 and the new

spatial and temporal variables n = % and 7 = 5%, we expand v(z,t) as
vz, t) = Ae™ = (Ag + 6A; + - - - )el(SoFoS1+), (114)
Substituting the above into the heat equation d;v = Awv, we obtain
aTS—ASJrQV—f-VSM(KN—n)-vs = 0(5?), (115)
O A—AA+5(kN —T,)-VA+|VSPA = 0. (116)

The initial conditions for S and A are 6 and 1, respectively.
For the O(1) terms in (I14]) we have

A
0780 — ASy + 2% -VSy=0, and 9,40 — AAy+ |VSO|2 Ay =0.
0
The solutions are respectively, So(n,7) = 0 and Ag(n,7) = A <ﬂ;) where the function A : Ry —
R has the following asymptotic behavior:

z%(c0+c1z+---), for z < 1,
A(Z)% _1 _9
e z(14+cz ?+--+), forz>1.

Incorporating the O(§) term in (I14]) and making the ansatz that S converges to a steady
state Soo as n — 0o, we obtain

— ASy +6(kN —T') - VS = O(8?). (117)
The solution to this equation is given by
6
Soo = 77/0 [Gn(n, ) + 0(kN —T') - (cos ¢, sin ) G(n, so)] de, (118)
where
G(n,0) = — exp {g(mN —T'%) - (ncos B, msin 9)} K <M> , (119)

with Ky(z) = — logg + const for x < 1 being the zeroth-order modified Bessel function.
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Substituting (I19) into (II8]), we obtain

r|kN — Ft|> n

SOO:9—gr<mN—ft,(sinH,l—cosH)>K0< 5

O(r|kN —Iy]), (120)

where r = |2/ — y(x3)|.
Now comparing (I20)) with (IT3]) from the outer expansion, we conclude that

‘HN—Ft’

KN — ft|K0( -

) + O(IxN = T4]) = O(1),

so that

Ty — kN = o(,lo’;to oft).

Hence the thresholding scheme is consistent for ¢ < 1.
Switching back to the notation h for the time step size, we note here that the one-step

and accumulative errors are respectively, O(ﬁ) and O<|1 ‘) We defer to future work in

making the above asymptotic analysis, in particular the error estimates, rigorous.

5.2 Construction of initial conditions

We derive the appropriate bounds for the ansatz (B0]) for the initial conditions to show they are
well-prepared according to Definition . As we will only deal with the initial conditions I'y
and u°, we may as well omit the index 0 in this section. Let I' C R? be a curve given by

I = {(y(z3),23): 3 € [0,1)},

where v = (71,72): [0,1) — R? is a smooth periodic vector field. We define

a’ — y(3)
| — y(w3)]
By Lemma [2.7] the energy of u can be written as an average of squared finite differences.
More precisely, using [{@0) with ¢y = 1g, we can write the energy in any bounded open set
2
u(z) — u(z — Vhz)

QC[0,A) x R? as
En(u, 1) = %/R G(z)/Q v

Now we split the domain of integration in z into a near-field region, which is the v/h-neighborhood
of the filament A, := {z € Q: d(z,To) < Vh}, and its complement, the far-field region. Using
|u| = 1, the integral over the near-field region is estimated by

/ Gz/ ~ Vha) dxdzgl/ G(z)/ —drdz < — \Ah\
R3 Ah 2 R3 Ah h

Since the tubular neighborhood Aj of the smooth curve I'y has Lebesgue measure |Ap| <
Chs#1(T'g) for sufficiently small h, the right-hand side is uniformly bounded as & | 0.
The leading-order term of the energy is the integral over the far-field region, which has

precisely the asymptotic behavior (28]). Indeed, the trivial inequality |% ‘qM <2 ‘p| |q| (which is

valid for any two non-zero vectors p, q) applied to p = 2’ —v(x3) and ¢ = 2’ —vV/hz' —y(x3—/hz3)
implies

u(z) == for ¥ = (2/,23) € R\ T. (121)

drdz.

u(z) — u(z — Vhz) ’

VR + [y(2s) —v(@s — Vhas) P _ (14 0713121
Vh

hlz! — ~(z3)[? - 2" — y(x3)|?

<4
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2

for all z € R3. Therefore, the integral over the far-field region is estimated by
— —Vh
u(z) — u(z — Vhz) de ds

5,6 /Q\Ah Vi

1
< 2(1+ |0y §O</ ZQszz>/ —— 5 dz.
(el (o) |

The prefactor as well ass the Gaussian integral are clearly bounded. If R < oo is sufficiently
large such that Q2 C Bp then the last integral can be estimated by

1 1 1 2R
/ T pdr < / / —/2dx' drs = 277/ —rdr
o4, |7 —(z3)] 0 J{Va<||<2r} 7] VR T

= 2r(log(2R) — log(V'h)) = C(R)(1 + | log h|).

This finishes the proof of the upper bound
En(u,10) < C|log h|.
The matching lower bound
Ep(u,1q) > c|log h|
2 lp—aql|

Ipl
‘% - &‘ > |%|(‘p - q| - ||p| - |q||) Furthermore, the uniform bound on the energy away from

can be obtained by a reverse variant of the basic inequality |% — ﬁ‘ < above, namely

the filament (29) follows from the derivation of the upper bound above.

When working with several filaments, as for example a periodic pattern of almost parallel
filaments, again with periodic boundary conditions in the x3-direction, the vector fields (I21])
around each filament with the appropriate choices of the sign may be easily glued together. We
also want to stress that this construction is not restricted to dimension 3, but applies in general
codimension-2 surface I' in R%.

5.3 Cut-off at infinity

When adapting our proof to the whole space R? one has to be careful, as the squared gradient
as well as our energy densities are not integrable at infinity. Note for example that the gradient
of the unit vector field u(z) = a7 decays with rate |71|, which is not in L?(R?). By slicing it is
clear that the behavior for the initial conditions discussed in Appendix [I21]is divergent as well.
This can be cured by choosing an appropriate cut-off at infinity. More precisely, the function
¢o(x,t) given in (B2]) which we used to localize around the mean curvature flow I'y can then be
replaced by ¢, (z,t)Yr(|x|), where ¥)g = ©¥g(r) is a smooth monotone non-increasing function
with ¢g(r) =1 for 0 <r < R and ¢ (r) = exp(—r) for » > 2R such that |%¢R| < Cyp for all

ke N.
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