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WELL-POSEDNESS OF THE FREE BOUNDARY PROBLEM IN

INCOMPRESSIBLE ELASTODYNAMICS UNDER THE MIXED TYPE

STABILITY CONDITION

XUMIN GU AND FAN WANG

Abstract. We consider the free boundary problem for the incompressible elastodynamics
equations. At the free boundary moving with the velocity of the fluid particles the columns of
the deformation gradient are tangent to the boundary and the pressure vanishes outside the flow
domain. We prove the local existence of a unique smooth solution of the free boundary problem,
under the mixed type stability condition that some regions of the initial free boundary satisfy
the Rayleigh-Taylor sign condition, while the remaining boundary satisfy the non-collinearity
condition. In particular, we solve an open problem proposed by Y. Trakhinin in the paper [31].

1. Introduction

1.1. Eulerian formulation. In this paper we consider the local solutions to the free boundary
problem for the incompressible elastodynamics equations:





∂tu+ u · ∇u+∇p = ∇ · (GGT ) in Ω(t),

div u = 0 in Ω(t),

∂tG+ u · ∇G = ∇uG in Ω(t),

div(GT ) = 0 in Ω(t).

(1.1)

In the equations (1.1), u is the velocity field, G = Gij is the deformation tensor, GT = Gji

denotes the transpose of the matrix G, and p is the pressure function of the fluid which occupies
the moving bounded domain Ω(t). Here

div u = ∂iui, (divGT )i = ∂jGji, (∇u)ij = ∂jui, (∇uG)ij = ∂kuiGkj .

We require the following boundary conditions on the free surface Γ(t) := ∂Ω(t):

V (Γ(t)) = u · n on Γ(t), (1.2)

and

p = 0, GT · n = 0 on Γ(t). (1.3)

The equation (1.2) is called the kinematic boundary condition which states that the free surface
Γ(t) moves with the velocity of the fluid, where V (Γ(t)) denote the normal velocity of Γ(t) and
n denotes the outward unit normal of Γ(t). Finally, we impose the initial condition

(u,G) = (u0, G0) on Ω(0), and Ω(0) = Ω. (1.4)

1.2. Lagrangian reformulation. We transform the Eulerian problem (1.1)–(1.4) on the mov-
ing domain Ω(t) to be one on the fixed domain Ω by the use of Lagrangian coordinates. Let
η(x, t) ∈ Ω(t) denote the “position” of the fluid particle x at time t, i.e.,

{
∂tη(x, t) = u(η(x, t), t), t > 0,

η(x, 0) = x.
(1.5)
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We assume that η(·, t) is invertible and define the Lagrangian unknowns on Ω:

v(x, t) = u(η(x, t), t), F (x, t) = G(η(x, t), t), F(x, t) =
∂η(x, t)

∂x
and q(x, t) = p(η(x, t), t).

(1.6)
Then in Lagrangian coordinates, the problem (1.1)–(1.4) becomes the following:





∂tη = v in Ω,

∂tv +∇Aq = ∇A · (FF T ) in Ω,

divA v = 0 in Ω,

∂tF = ∇AvF in Ω,

divA F
T = 0 in Ω,

q = 0 on Γ := ∂Ω,

F T · n = 0 on Γ,

(η, v, b) |t=0= (Id, v0, b0).

(1.7)

Here the matrix A = A(η) := F−T = (∇η)−T , the differential operators ∇A := (∂A1 , ∂
A
2 , ∂

A
3 )

with ∂Ai = Aij∂j and divA g = Aij∂jgi. n = AN/ |AN |, where N is the outward unit normal
of Γ. Note that the kinematic boundary condition (1.2) is automatically satisfied by the first
equation in (1.7). We shall find out the conserved quantities for the system (1.7). These
quantities will help us reformulate the system in a proper way, and the reformulation will be
more suitable for our construction of solutions. To begin with, we denote J = det(∇η), the
Jacobian of the coordinate transformation. Then we have ∂tJ = 0, which implies J = 1. Next,
by the fourth equation of (1.7), we obtain

∂t(F−1(t, x)F (x, t)) = ∂tF−1F + F−1∂tF

= −F−1∂tFF−1F + F−1∂tF

= −F−1∇AvFF−1F +F−1∇AvF

= −F−1∇AvF + F−1∇AvF

= 0,

(1.8)

hence, we have

F = FG0. (1.9)

It can be directly verified that divA F
T = 0 in Ω and F T · n = 0 on Γ if divGT

0 = 0 in Ω and
GT

0 ·N = 0 on Γ. That is, we must regard these two conditions as the restriction on the initial
data.

Consequently, (1.9) motivates us to eliminate F from the system (1.7). Indeed, we have:
(
∇A · (FF T )

)
i
= Ajℓ∂ℓ(FG0)ik(FG0)jk

= Ajℓ∂ℓ(FimG0mk)FjnG0nk

= δnℓ∂ℓ(FimG0mk)G0nk

= ∂ℓ(FimG0mk)G0ℓk

= ∂ℓ(∂mη
iG0mkG0ℓk).

(1.10)

Then the system (1.7) can be reformulated equivalently as a free-surface incompressible Euler
system with a forcing term induced by the flow map:





∂tη = v in Ω,

∂tv
i +Aij∂jq = ∂ℓ(∂mη

iG0mkG0ℓk) = (GT
0 · ∇)2η in Ω,

Aij∂jv
i = 0 in Ω,

q = 0 on Γ,

(η, v) |t=0= (Id, v0).

(1.11)
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In the system (1.11), the initial deformation tensor G0 can be regarded as a parameter vector
that satisfies

divGT
0 = 0 in Ω, and GT

0 ·N = 0 on Γ. (1.12)

Remark 1.1. It is possible to derive the a priori estimates for the original formulation (1.7),
however, as one will see, it is crucial for us to work with the equivalent reformulation (1.11),
which enables us to construct approximate solutions that are asymptotically consistent with the

a priori estimates.

1.3. Previous works. Free boundary problems in fluid mechanics have important physical
background and have been studied intensively in the mathematical community. There are a
huge amount of mathematical works, we will not attempt to address exhaustive reference in
this paper. In the following, let us mention two closely related systems. One is free boundary
problem for the incompressible Euler equations: Without the deformation gradient G, problem
(1.1) becomes the free boundary problem for the incompressible Euler equations, this problem
was studied by many authors in recent decades, see, for example[1, 5, 7, 8, 9, 10, 15, 16, 17, 19,
20, 22, 25, 32, 33, 34, 35, 36, 37], and the references therein. In those paper, the local in time
existence of smooth solutions was proved under the Rayleigh-Taylor sign condition,

− ∂p

∂n
≥ λ > 0 on Γ. (1.13)

The other is the free boundary problems for the ideal MHD models. In this case, the defor-
mation gradient G is replaced by the magnetic field B. It attracts many research interests, but
up to now only few well-posedness theory for the nonlinear problem could be found. For the
general plasma-vacuum interface model, the well-posedness of the nonlinear compressible prob-
lem was recently proved in Secchi and Trakhinin [24] by the Nash-Moser iteration based on the
previous results on the linearized problem [23, 30]. The well-posedness of the linearized incom-
pressible problem was proved by Morando, Trakhinin and Trebeschi [21], the nonlinear problem
was sloved by Sun, Wang and Zhang [27] very recently. Recall that [21, 23, 24, 27, 30] require
that the magnetic fields on either side of the interface are not collinear. The non-collinearity
condition appears as the requirement that the symbol associated to the interface is elliptic; this
yields a gain of 1/2 derivative regularity of the interface, which is crucial for closing the energy
estimates. Under the assumptions of the Taylor sign condition of the total pressure and that
the strength of the magnetic field is constant on the free surface, Hao and Luo [13] proved
the a priori estimates for the MHD problem by adopting a geometrical point of view [5], but
the solution was not constructed. Recently, Gu and Wang [11] constructed local solutions to
the free boundary problems for the ideal MHD under the Taylor sign condition and for axially
MHD equations, Gu [12] proved local-wellposedness under a more ”general” stability condition,
which provided that the Rayleigh-Taylor sign condition is satisfied at all those points of the
initial interface where the non-collinearity condition fails. We also mention some works about
the current-vortex sheet problem, which describes a velocity and magnet field discontinuity in
two ideal MHD flows. The nonlinear stability of compressible current-vortex sheets was solved
independently by Chen and Wang [3] and Trakinin [29] by using the Nash-Moser iteration. For
incompressible current-vortex sheets, Coulombel, Morando, Secchi and Trebeschi [6] proved an
a priori estimate for the nonlinear problem under a strong stability condition, and Sun, Wang
and Zhang [26] solved the nonlinear stability very recently.

While for the case of incompressible elastic fluid with constant density it was studied by Hao
and Wang in [14] where a priori estimates in Sobolev norms of solutions were derived through
a geometrical point of view of [5] under the fulfilment of the Rayleigh-Taylor sign condition
(1.13). Very recently, Li, Wang and Zhang [18] estabilished the local well-posedness for both two
free boundary problems in incompressible elastodynamics under a natural stability condition
by using the method developed in [26]. For elastodynamics equations, the elasticity plays a
stabilization role, see, for instance [4, 31]. In [31], Trakhinin showed that the Rayleigh Taylor
sign condition (1.13) is not necessary for well-posedness. If the Rayleigh Taylor sign condition
(1.13) fails, Trakhinin proved the local in time existence under the non-collinearity condition
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(3.19). And in [31], Trakhinin proposed an open problem: For the most general ”stability”
assumption for the initial data, if we just only require the fulfilment of the Rayleigh-Taylor sign
condition at all those point of Γ where the non-collinearity condition fails, is there local in time
solution? In this paper, we will show that this is indeed the case.

This paper is organized as follows: The main result is introduced in Section 2, and in Section
3 we will introduce some notations and recall some useful lemmas which are necessary for the
proof of our theorem. Then in Section 4 we will introduce the approximation system of (1.11)
and then derive the uniform estimates for the approximate solutions. and the proof of Theorem
2.1 is presented in Section 5.

2. Main results

To avoid the use of local coordinate charts necessary for arbitrary geometries, for simplicity,
we assume that the initial domain is given by

Ω = T
2 × (0, 1), (2.1)

where T
2 denotes the 2-torus. This permits the use of one global Cartesian coordinate system.

The boundary of Ω is then given by the horizontally flat bottom and top:

Γ = T
2 × ({0} ∪ {1}). (2.2)

We denote N by the outward unit normal vector of Γ:

N = e3 when x3 = 1, and N = −e3 when x3 = 0. (2.3)

Before stating our results of this paper, we may refer the readers to our notations and
conveniences in Section 3.1.

Given the data (v0, G0) ∈ H4(Ω) with div v0 = divGT
0 = 0, as GT

0 · N = 0 on Γ, hence
G03i = 0, i = 1, 2, 3. We define the initial pressure function q0 as the solution to the elliptic
problem {

−∆q0 = ∂jv0i∂iv0j − ∂jG0ik∂iG0jk in Ω,

q0 = 0 on Γ.
(2.4)

Denote Γ = Γ1 ∪ Γ2, and we assume initially

−∇q0 ·N ≥ λ > 0 on Γ1, (2.5)

|G01 ×G02| ≥ δ > 0 on Γ2, (2.6)

here G01 = (G011, G012, G013), G02 = (G021, G022, G023).
We define the higher order energy functional

E(t) = ‖v‖24 + ‖η‖24 +
∥∥GT

0 · ∇η
∥∥2
4
+
∣∣∂̄4η · n

∣∣2
L2(Γ1)

. (2.7)

Here
(
GT

0 · ∇η
)
ij
= G0ki∂kηj .

Then the main result in this paper is stated as follows.

Theorem 2.1. Suppose that the initial data v0 ∈ H4(Ω) with div v0 = 0 and G0 ∈ H4(Ω)
satisfies (1.12) and that the boundary condition (2.5), (2.6) holds initially. Then there exists a

T0 > 0 and a unique solution (v, q, η) to (1.11) on the time interval [0, T0] which satisfies

sup
t∈[0,T0]

E(t) ≤ P
(
‖v0‖24 + ‖G0‖24

)
, (2.8)

where P is a generic polynomial.

Remark 2.2. Our approach in this paper is inspired by the recent work of [11], where the

authors constructed local solutions to the free boundary problems for the ideal MHD under the

Taylor sign condition. Notice that, when we transform the Eulerian problem (1.1)–(1.4) on the

moving domain Ω(t) to be one on the fixed domain Ω by the use of Lagrangian coordinates,

the final system (1.11) is similar with the system studied in the paper [11]: in [11] the forcing

term is (b0 · ∇)2η, b0 is a vector, while in our case, the forcing term is (GT
0 · ∇)2η, G0 is a

matrix. Hence, we can obtained the similar estimates. Our main innovation in this paper is the
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treatment of the non-collinearity case, we notice that if the initial data G0 satisfy the so-called

non-collinearity condition, then we have estimate (3.20), which yields a gain of one derivative

regularity, and help us to deal with the non-collinearity case—an open problem proposed by Y.

Trakhinin in the paper [31].

Remark 2.3. As stated in [18, Remark 1.3], the authors claim they can also deal with the

mixed type stability condition using the method developed in [18]. However, our approach is

quite different from their framework.

2.1. Strategy of the proof. The strategy of proving the local well-posedness for the inviscid
free boundary problems consists of three main parts: the a priori estimates in certain energy
functional spaces, a suitable approximate problem which is asymptotically consistent with the
a priori estimates, and the construction of solutions to the approximate problem.

In the usual derivation of the a priori tangential energy estimates of (1.11) in the H4 setting,
one deduces

1

2

d

dt

∫

Ω

∣∣∂̄4v
∣∣2 +

∣∣∂̄4(GT
0 · ∇η)

∣∣2 +
∫

Γ
(−∇q ·N)∂̄4ηjAj3q∂̄

4viAi3

≈
∫

Ω
∂̄4∇η∂̄4η + ∂̄4∇η∂̄4q

︸ ︷︷ ︸
RQ

+l.o.t., (2.9)

where l.o.t. denotes integrals consisting of lower-order terms. In this paper, we consider the
mixed type stability condition on the boundary, we split the boundary into two parts Γ = Γ1∪Γ2.
Rayleigh-Taylor sign condition (2.5) is satisfied on Γ1, and on Γ2, non-collinearity condition (2.6)
is satisfied. As a consequence, if the boundary satisfy the Rayleigh-Taylor sign condition, since
∂tη = v, one has

∫

Γ1

(−∇q ·N)∂̄4ηjAj3∂̄
4viAi3 =

1

2

d

dt

∫

Γ1

(−∇q ·N)
∣∣∂̄4ηiAi3

∣∣2

+

∫

Γ1

(−∇q ·N)Aj3∂̄
4ηjAim∂mvℓAℓ3∂̄

4ηi
︸ ︷︷ ︸

R̃Q

+l.o.t.. (2.10)

Under the Rayleigh-Taylor condition, one gets that ∂̄4η · n ∈ L2(Γ1) which is 1/2 higher reg-
ular than v. For the incompressible Euler equations, through a careful study of the vortic-
ity equation, it can be shown that curl η ∈ H4−1/2(Ω) which leads to η ∈ H4+1/2(Ω) (and

hence q ∈ H4+1/2(Ω)), and thus RQ and R̃Q can be controlled, which in turn closes the a

priori estimates in the energy functional of ‖v‖24 + ‖η‖24+1/2, see [7, 8]. However, for the in-

compressible elastodynamics equations, we cannot prove that curl η ∈ H4−1/2(Ω) due to the
presence of the force term. Indeed, in the study of the vorticity equation, if one wishes to

show curl η ∈ H4−1/2(Ω), then one needs to estimate
∥∥GT

0 · ∇η
∥∥2
4+1/2

which is out of control

since one does not have ∂̄4(GT
0 · ∇η) · n ∈ L2(Γ1) unless G0 = 0 on Γ1. As a consequence, we

can only hope to close the a priori estimates in the energy functional E(t) defined by (2.7).

However, this yields a loss of derivatives in estimating RQ and R̃Q. Our idea to overcome this
difficulty is, motivated by [20, 32], to use Alinac’s good unknowns V = ∂̄4v − ∂̄4η · ∇Av and
Q = ∂̄4q − ∂̄4η · ∇Aq, which derives a crucial cancellation observed by Alinhac [2], i.e., when

considering the equations for V and Q, the terms RQ and R̃Q disappear. On the boundary Γ2,

in this case, as GT
0N = 0 on Γ, hence we have G03l = 0, l = 1, 2, 3. By trace theorem and the

boundary satisfy the non-collinearity condition, we have
∣∣∂̄4η

∣∣
1

2

. ‖GT
0 ·∇η‖H4(Ω), which yields

a gain of one derivative regularity, hence in this case, there is no derivative lose and we can use
(H−1/2,H1/2) dual estimate. Combining all those estimates, the tangential energy estimates
can be finished. Doing the divergence and curl estimates is somehow standard and combining
with the tangential energy estimates, this allows us to close the a priori estimates of (1.11) in
E(t).
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After we obtaining the a priori estimates, we construct approximate system to (1.11), which
is asymptotically consistent with the a priori estimates for the original system. This is highly
nontrivial. Recalling that, under the Rayleigh-Taylor sign condition, the a priori estimates
relies heavily on the geometric transport-type structure of the nonlinear problem, which will
lost during the linearization approximation. Hence, we apply the nonlinear κ-approximation
developed in [11] and we can derive κ-independent a priori estimates. What now remains in
the proof of the local well-posedness of (1.11) is to constructing solutions to the nonlinear κ-
approximate problem (4.1). This solvability can be obtained by the viscosity vanishing method
used in [11, Section 5.1]. Consequently, the construction of solutions to the incompressible
elastodynamics equations (1.11) is completed.

3. Preliminary

3.1. Notation. Einstein’s summation convention is used throughout the paper, and repeated
Latin indices i, j, etc., are summed from 1 to 3, and repeated Greek indices α, β, etc., are
summed from 1 to 2. We will use the Levi-Civita symbol

εijℓ =





1, even permutation of {1, 2, 3},
−1, odd permutation of {1, 2, 3},
0, otherwise.

3.2. Sobolev spaces on Ω. For integers k ≥ 0 and a smooth, open domain Ω of R3, we define
the Sobolev space Hk(Ω) (Hk(Ω;R3)) to be the completion of C∞(Ω) (C∞(Ω;R3)) in the norm

‖u‖k :=



∑

|a|≤k

∫

Ω
|Dau(x)|2 dx




1/2

,

for a multi-index a ∈ Z
3
+, with the standard convention that |a| = a1+a2+a3. For real numbers

s ≥ 0, the Sobolev spaces Hs(Ω) and the norms ‖ · ‖s are defined by interpolation. We will
write Hs(Ω) instead of Hs(Ω;R3) for vector-valued functions. And the Sobolev spaces Wm,p

can be defined similarly. For functions u ∈ Hk(Γ), k ≥ 0, we set

|u|k :=
( ∑

|α|≤k

∫

Γ
|∂̄αu(x)|2dx

)1/2
, (3.1)

for a multi-index α ∈ Z
2
+. For real s ≥ 0, the Hilbert space Hs(Γ) and the boundary norm |·|s

(or |·|Hs(Γ)) is defined by interpolation. The negative-order Sobolev space H−s(Γ) are defined

via duality: for real s ≥ 0,H−s(Γ) := [H−s(Γ)]′.
We will on occasion also refer to the Banach space W 1,∞(Ω) consisting of L∞(Ω) functions

whose weak derivatives are also in L∞(Ω).
We use D to denote the spatial derives, ∂̄ to denote the tangential derivatives, ∆ to denote

the Laplacian on Ω and ∆∗ to denote the Laplacian on Γ. We also use
∫
Ω f ,

∫
Γ f as the integrals

abbreviation of
∫
Ω f dx,

∫
Γ f dx∗, with x∗ = (x1, x2).

We use C to denote generic constants, which only depends on the domain Ω and the boundary
Γ, and use f . g to denote f ≤ Cg. We use P to denote a generic polynomial function of its
arguments, and the polynomial coefficients are generic constants C.

3.3. Product and commutator estimates. We recall the following product and commutator
estimates.

Lemma 3.1. It holds that

(i) For |α| = k ≥ 0,

‖Dα(gh)‖0 . ‖g‖k ‖h‖[ k
2
]+2 + ‖g‖[ k

2
]+2 ‖h‖k . (3.2)

(ii) For |α| = k ≥ 1, we define the commutator

[Dα, g]h = Dα(gh) − gDαh. (3.3)
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Then we have

‖[Dα, g]h‖0 . ‖Dg‖k−1 ‖h‖[ k−1

2
]+2 + ‖Dg‖[ k−1

2
]+2 ‖h‖k−1 , (3.4)

|[Dα, g]h|0 . |Dg|k−1 |h|[ k−1

2
]+ 3

2

+ |Dg|[ k−1

2
]+ 3

2

|h|k−1 . (3.5)

(iii) For |α| = k ≥ 2, we define the symmetric commutator

[Dα, g, h] = Dα(gh) −Dαgh− gDαh. (3.6)

Then we have

‖[Dα, g, h]‖0 . ‖Dg‖k−2 ‖Dh‖[ k−2

2
]+2 + ‖Dg‖[ k−2

2
]+2 ‖Dh‖k−2 . (3.7)

Proof. See, for instance [11]. �

We will also use the following lemma.

Lemma 3.2. It holds that

|gh|1/2 . |g|W 1,∞ |h|1/2 . (3.8)

Proof. It is direct to check that |gh|s . |g|W 1,∞ |h|s for s = 0, 1. Then the estimate (3.8) follows
by the interpolation. �

3.4. Hodge decomposition elliptic estimates. Our derivation of high order energy esti-
mates is based on the following Hodge-type elliptic estimates.

Lemma 3.3. Let s ≥ 1, then it holds that

‖ω‖s . ‖ω‖0 + ‖curlω‖s−1 + ‖divω‖s−1 +
∣∣∂̄ω ·N

∣∣
s−3/2

. (3.9)

3.5. Normal trace estimates. For our use of the above Hodge-type elliptic estimates, we also
need the following normal trace estimates.

Lemma 3.4. It holds that
∣∣∂̄ω ·N

∣∣
−1/2

.
∥∥∂̄ω

∥∥
0
+ ‖divω‖0 (3.10)

Proof. The estimates are well-known and follow from the identity −∆ω = curl curlω−∇ div ω.
We refer the reader to Section 5.9 of [28]. �

3.6. Horizontal convolution-by-layers and commutation estimates. As [7, 8], we will
use the operation of horizontal convolution-by-layers which is defined as follows. Let 0 ≤
ρ(x∗) ∈ C∞

0 (R2) be a standard mollifier such that spt(ρ) = B(0, 1) and
∫
R2 ρ dx∗ = 1, with

corresponding dilated function ρκ(x∗) =
1
κ2ρ(

x∗

κ ), κ > 0. We then define

Λκg(x∗, x3) =

∫

R2

ρκ(x∗ − y∗)g(y∗, x3) dy∗. (3.11)

By standard properties of convolution, the following estimates hold:

|Λκh|s . |h|s , s ≥ 0, (3.12)

∣∣∂̄Λκh
∣∣
0
.

1

κ1−s
|h|s , 0 ≤ s ≤ 1. (3.13)

The following commutator estimates play an important role in the boundary estimates.

Lemma 3.5. For κ > 0, we define the commutator

[Λκ, h] g ≡ Λκ(hg) − hΛκg. (3.14)

Then we have

|[Λκ, h]g|0 . |h|L∞ |g|0, (3.15)
∣∣[Λκ, h]∂̄g

∣∣
0
. |h|W 1,∞ |g|0, (3.16)

∣∣[Λκ, h]∂̄g
∣∣
1/2

. |h|W 1,∞ |g|1/2 . (3.17)

Proof. See, for instance [11]. �
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Our energy estimates require the use of the following:

Lemma 3.6. Let H
1

2 (Γ)′ denote the dual space of H
1

2 (Γ). There exists a positive constant C
such that ∣∣∂̄F

∣∣
− 1

2

:=
∣∣∂̄F

∣∣
H

1
2 (Γ)′

≤ C |F | 1
2

,∀F ∈ H
1

2 (Γ). (3.18)

Proof. See, for instance [8]. �

Definition 3.7. Non-collinearity condition:

Denote Fj = (F1j , F2j , F3j) the vector field corresponding to the jth column of the matrix
F , we say F satisfy the so-called non-collinearity condition if among the three vectors F1, F2,
and F3 there are two which are non-collinear at each point of the initial free boundary, i. e.,

∃ i, j ∈ 1, 2, 3, i 6= j; |Fi × Fj | ≥ δ > 0, on Γ, (3.19)

where δ is a fixed constant.

Lemma 3.8. Let G0 satisfy the non-collinearity condition (2.6) and GT
0 ·N = 0 on the initial

boundary, then we have ∣∣∂̄4η
∣∣
1

2

. ‖GT
0 · ∇η‖H4(Ω). (3.20)

Proof. On the boundary

GT
0N = 0 ⇐⇒ G03l = 0, l = 1, 2, 3,

hence

GT
0 · ∇η = G01l∂1η +G02l∂2η,

by trace theorem, we have

|G01l∂1η +G02l∂2η|H3.5(Γ) . ‖GT
0 · ∇η‖H4(Ω), l = 1, 2, 3. (3.21)

If non-collinear condition (2.6) is satisfied, then the following matrix is full rank,
(
G011 G012 G013

G021 G022 G023

)
, (3.22)

and

|G012G023 −G022G013|2 + |G013G021 −G011G023|2 + |G012G021 −G022G011|2 ≥ δ2,

then, one of them must be bigger than δ2

3 , without the loss of generality, suppose

|G012G023 −G022G013|2 ≥
δ2

3
.

Assume {
G012∂1η +G022∂2η = f1,

G013∂1η +G023∂2η = f2,
(3.23)

f1, f2 ∈ H3.5(Γ).
Then, we have (

∂1η
∂2η

)
=
P ⋆

P

(
f1
f2

)
(3.24)

here

P = G012G023 −G022G013, P
⋆ =

(
G023 −G022

−G013 G012

)
, (3.25)

hence, we have ∣∣∂41η
∣∣
1

2

. |f1|H3.5 + |f2|H3.5 . ‖GT
0 · ∇η‖H4(Ω),

furthermore, we can obtain ∣∣∂̄4η
∣∣
1

2

. ‖GT
0 · ∇η‖H4(Ω).

�
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3.7. Geometric identities. We recall some useful identities which can be checked directly.
For a nonsingular matrix F , we have the following identities for differentiating its determinant
J and A = F−T :

∂J =
∂J

∂Fij
∂Fij = JAij∂Fij , (3.26)

∂Aij = −Aiℓ∂FmℓAmj , (3.27)

where ∂ can be D, ∂̄ and ∂t operators. Moreover, we have the Piola identity

∂j (JAij) = 0. (3.28)

4. Nonlinear κ-approximate problem

Our goal of this section is to introduce our approximation of (1.11) and then derive the
uniform estimates for the approximate solutions.

4.1. The nonlinear approximate κ-problem. For κ > 0, we consider the following sequence
of approximate problems:





∂tη = v + ψκ in Ω,

∂tv +∇Aκq = ∂m(∂nη
iG0nℓG0mℓ) in Ω,

divAκ v = 0 in Ω,

q = 0 on Γ,

(η, v) |t=0= (Id, v0).

(4.1)

Here the matrix Aκ = A(ηκ) (and Jκ, etc.) with ηκ the boundary smoother of η defined as the
solution to the following elliptic equation

{
−∆ηκ = −∆η in Ω,

ηκ = Λ2
κη on Γ.

(4.2)

In the first equation of (4.1) we have introduced the modification term ψκ = ψκ(η, v) as the
solution to the following elliptic equation

{
−∆ψκ = 0 in Ω,

ψκ = ∆−1
∗ P

(
∆∗ηjAκ

jα∂αΛ
2
κv −∆∗Λ

2
κηjAκ

jα∂αv
)

on Γ,
(4.3)

where Pf = f −
∫
T2 f and ∆−1

∗ is the standard inverse of the Laplacian ∆∗ on T
2.

Remark 4.1. Note that the modification term ψκ → 0 as κ→ 0. The introduction of ψκ is to

eliminate two troublesome terms arising in the tangential energy estimates, which combinedly

vanish as κ→ 0 but are out of control when κ > 0.

Remark 4.2. Note that our definition of ηκ is different from Λ2
κη used in [7, 8], it only smooths

η on the boundary Γ but not smooths horizontally in the interior Ω. Though, it is sufficient to

restore the nonlinear symmetric structure on the boundary in the tangential energy estimates

since our ηκ still equals to Λ2
κη on Γ. On the other hand, our definition of ηκ enables us

to have the control of
∥∥GT

0 · ∇ηκ
∥∥
4
which arises in the curl and divergence estimates, while∥∥GT

0 · ∇Λ2
κη
∥∥
4
is out of control due to the bad commutator term

∥∥[GT
0 · ∇,Λ2

κ]η
∥∥
4
since generally

G03i 6= 0, i = 1, 2, 3 and the commutator estimates (3.16) and (3.17) only work in tangential

directions.

4.2. κ-independent energy estimates. For each κ > 0, we can show that there exists a
time Tκ > 0 depending on the initial data and κ > 0 such that there is a unique solution
(v, q, η) = (v(κ), q(κ), η(κ)) to (4.1) on the time interval [0, Tκ]. For notational simplification,
we will not explicitly write the dependence of the solution on κ. The purpose of this section
is to derive the κ-independent estimates of the solutions to (4.1), which enables us to consider
the limit of this sequence of solutions as κ→ 0.
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We take the time Tκ > 0 sufficiently small so that for t ∈ [0, Tκ],

−∇q(t) ·N ≥ λ

2
on Γ1, (4.4)

|Jκ(t)− 1| ≤ 1

8
and

∣∣Aκ
ij(t)− δij

∣∣ ≤ 1

8
in Ω. (4.5)

We define the high order energy functional:

E
κ = ‖v‖24 + ‖η‖24 +

∥∥GT
0 · ∇η

∥∥2
4
+
∣∣∂̄4ΛκηiAκ

i3

∣∣2
L2(Γ1)

. (4.6)

We will prove that Eκ remains bounded on a time interval independent of κ, which is stated as
the following theorem.

Theorem 4.3. There exists a time T1 independent of κ such that

sup
[0,T1]

E
κ(t) ≤ 2M0, (4.7)

where M0 = P (‖v0‖24 + ‖G0‖24).

4.2.1. Preliminary estimates of ηκ and ψκ. We begin our estimates with the boundary smoother
ηκ defined by (4.2) and the modification term ψκ defined by (4.3).

Lemma 4.4. The following estimates hold:

‖ηκ‖4 . ‖η‖4 , (4.8)
∥∥GT

0 · ∇ηκ
∥∥2
4
≤ P (‖η‖4 , ‖G0‖4 ,

∥∥GT
0 · ∇η

∥∥
4
), (4.9)

‖∂tηκ‖4 ≤ P (‖η‖4 , ‖v‖4), (4.10)

‖ψκ‖4 ≤ P (‖η‖4 , ‖v‖3), (4.11)
∥∥GT

0 · ∇ψκ
∥∥
4
≤ P (‖η‖4 , ‖v‖4 ,

∥∥GT
0 · ∇η

∥∥
4
), (4.12)

‖∂tψκ‖4 ≤ P (‖η‖4 , ‖v‖4 , ‖∂tv‖3). (4.13)

Proof. First, the standard elliptic regularity theory on the problem (4.2), the trace theorem and
the estimate (3.12) yield

‖ηκ‖4 . ‖∆η‖2 +
∣∣Λ2

κη
∣∣
7/2

. ‖η‖4 + |η|7/2 . ‖η‖4 ,

which implies (4.8). To prove (4.9), we apply GT
0 · ∇ to (4.2) to find that, since GT

0 ·N = 0 on
Γ, {

−∆(GT
0 · ∇ηκ) = −∆(GT

0 · ∇η)− [GT
0 · ∇,∆]η + [GT

0 · ∇,∆]ηκ in Ω,

GT
0 · ∇ηκ = GT

0 · ∇Λ2
κη on Γ.

We then have, since H2 is a multiplicative algebra and by (4.8),
∥∥GT

0 · ∇ηκ
∥∥
4
.
∥∥−∆(GT

0 · ∇η)− [GT
0 · ∇,∆]η + [GT

0 · ∇,∆]ηκ
∥∥
2
+
∣∣GT

0 · ∇Λ2
κη
∣∣
7/2

.
∥∥GT

0 · ∇η
∥∥
4
+ ‖G0‖4 (‖η‖4 + ‖ηκ‖4) +

∣∣Λ2
κ(G

T
0 · ∇η)

∣∣
7/2

+
∣∣[GT

0 · ∇,Λ2
κ]η
∣∣
7/2

. ‖G0 · ∇η‖4 + ‖G0‖4 ‖η‖4 +
∣∣GT

0 · ∇η
∣∣
7/2

+ |G0|7/2 |η|7/2
.
∥∥GT

0 · ∇η
∥∥
4
+ ‖G0‖4 ‖η‖4 .

Here we have used the estimates (3.17) to estimate
∣∣[GT

0 · ∇,Λ2
κ]η
∣∣
7/2

≤
∣∣[Λ2

κ, G0αi]∂αη
∣∣
1/2

+
∣∣[Λ2

κ, G0αi]∂α∂̄
3η
∣∣
1/2

+
∣∣[∂̄3, [Λ2

κ, G0αi]∂α
]
η
∣∣
1/2

. |G0|W 1,∞ |η|7/2 + |G0|7/2 |η|7/2 . |G0|7/2 |η|7/2 .

This proves (4.9).
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We now turn to prove (4.11). By the boundary condition in (4.3) and the elliptic theory, we
obtain, using the identity (3.27), the a priori assumption (4.5) and the estimates (4.8),

|ψκ|7/2 .
∣∣∣∆∗ηjAκ

jα∂αΛ
2
κv −∆∗Λ

2
κηjAκ

jα∂αv
∣∣∣
3/2

.
∥∥∥∆∗ηjAκ

jα∂αΛ
2
κv −∆∗Λ

2
κηjAκ

jα∂αv
∥∥∥
2

. ‖η‖4 ‖Aκ‖2 ‖v‖3 ≤ P (‖η‖4 , ‖v‖3).
This proves (4.11) by using further the elliptic theory and the trace theorem.

Finally, the estimate (4.10) can be obtained similarly as (4.8) by applying ∂t to (4.2) and
then using the equation ∂tη = v + ψκ and the estimate (4.11). The estimates (4.12) and (4.13)
could be achieved similarly as (4.9) and (4.10) by applying GT

0 ·∇ and ∂t to (4.3) and using the
estimates (4.8)–(4.11). This concludes the lemma. �

4.2.2. Transport estimates of η. The transport estimate of η is recorded as follows.

Proposition 4.5. For t ∈ [0, T ] with T ≤ Tκ, it holds that

‖η(t)‖24 ≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.14)

Proof. It follows by using ∂tη = v + ψκ and the estimate (4.11). �

4.2.3. Pressure estimate. In the estimates in the later sections, one needs to estimate the pres-
sure q. For this, applying Jκ divAκ to the second equation in (4.1), by the third equation and
the Piola indentity (3.28), one gets

− div(E∇q) = G := G1 +GT
0 · ∇G2, (4.15)

where the matrix E = Jκ(Aκ)TAκ and the function G is given by

G1 = Jκ∂tAκ
ij∂jvi +

[
JκAκ

ij∂j , G
T
0 · ∇

]
GT

0 · ∇ηi, (4.16)

G2 = JκAκ
ij∂j(G

T
0 · ∇ηi). (4.17)

Note that by (4.5) the matrix E is symmetric and positive.
We shall now prove the estimate for the pressure q.

Proposition 4.6. The following estimate holds:

‖q‖24 + ‖∂tq‖23 ≤ P (Eκ) . (4.18)

Proof. Multiplying (4.15) by q and then integrating by parts over Ω, since q = 0 and G0 satisfies
(1.12), one obtains ∫

Ω
E∇q · ∇q =

∫

Ω
G1q −

∫

Ω
G2GT

0 · ∇q. (4.19)

Then we have

‖∇q‖20 . ‖G0‖4
(∥∥G1

∥∥
0
+
∥∥G2

∥∥
0

)
‖q‖1 ≤

1

2
‖q‖21 + C

(∥∥G1
∥∥2
0
+
∥∥G2

∥∥2
0

)
‖G0‖24 . (4.20)

By the Poincaré inequality ‖q‖21 . ‖∇q‖20, one can get

‖q‖21 . ‖G0‖24 (
∥∥G1

∥∥2
0
+
∥∥G2

∥∥2
0
)

≤ P (‖G0‖24 , ‖Dv‖
2
0 , ‖D∂tηκ‖

2
0 ,
∥∥D(GT

0 · ∇η)
∥∥2
0
, ‖Dηκ‖20 , ‖JκAκ‖2L∞) ≤ P (Eκ) .

(4.21)

Next, applying ∂̄ℓ with ℓ = 1, 2, 3 to the equation (4.15) leads to

− div(E∇∂̄ℓq) = ∂̄ℓG1 +GT
0 · ∇∂̄ℓG2 +

[
∂̄ℓ, GT

0 · ∇
]
G2 + div

[
∂̄ℓ, E∇

]
q. (4.22)

Then as for (4.21), we obtain
∥∥∥∂̄ℓq

∥∥∥
2

1
.
∥∥∥∂̄ℓG1

∥∥∥
2

0
+
∥∥∥∂̄ℓG2

∥∥∥
2

0
+
∥∥[∂̄α, GT

0 · ∇
]
G2

∥∥2
0
+
∥∥[∂̄α, E∇

]
q
∥∥2
0
. (4.23)
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We then estimate the right hand side of (4.23). By the estimates (4.8)–(4.10), we may estimate
∥∥∥∂̄ℓG1

∥∥∥
2

0
+
∥∥∥GT

0 · ∇∂̄ℓG2
∥∥∥
2

0
+
∥∥∥
[
∂̄ℓ, GT

0 · ∇
]
G2
∥∥∥
2

0

≤ P
(∥∥∥∂̄ℓ∂tηκ

∥∥∥
1
,
∥∥∥∂̄ℓv

∥∥∥
1
,
∥∥∥∂̄ℓηκ

∥∥∥
1
,
∥∥∥∂̄ℓ(GT

0 · ∇ηκ)
∥∥∥
1
,
∥∥∥∂̄ℓ(GT

0 · ∇η)
∥∥∥
1
, ‖G0‖4 , ‖ηκ‖4

)

≤ P (Eκ) .

(4.24)

For the last commutator term, by the Hölder inequality, we estimate for each ℓ = 1, 2, 3,
∥∥[∂̄, E∇]q

∥∥
0
.
∥∥∂̄E

∥∥
L∞

‖∇q‖0 . ‖E‖3 ‖∇q‖0 , (4.25)
∥∥[∂̄2, E∇]q

∥∥
0
.
∥∥∂̄E

∥∥
L∞

∥∥∂̄∇q
∥∥
0
+
∥∥∂̄2E

∥∥
L3 ‖∇q‖L6 . ‖E‖3 ‖∇q‖1 , (4.26)

∥∥[∂̄3, E∇]q
∥∥
0
.
∥∥∂̄E

∥∥
L∞

∥∥∂̄2∇q
∥∥
0
+
∥∥∂̄2E

∥∥
L3

‖∇q‖L6 +
∥∥∂̄3E

∥∥
0
‖∇q‖L∞ . ‖E‖3 ‖∇q‖2 .

(4.27)

By (3.27), (4.5) and (4.8) imply ‖E‖3 ≤ P (‖η‖4), plugging the estimates (4.24)–(4.27) into
(4.23), we obtain ∥∥∥∂̄ℓq

∥∥∥
2

1
≤ P (Eκ)

(
1 + ‖∇q‖2ℓ−1

)
. (4.28)

On the other hand, the equation (4.15) gives

− ∂33q =
1

E33


G+

∑

i+j 6=6

∂i(Eij∂jq) + ∂3E33∂3q


 . (4.29)

This implies that we can estimate the normal derivatives of q in terms of those q terms with
less normal derivatives. Hence, using the equation (4.29) and the estimates (4.21) and (4.28),
inductively on ℓ, we obtain

‖q‖24 ≤ P (Eκ) . (4.30)

We now estimate ∂tq. Applying ∂t to the equation (4.15) leads to

− div(E∇∂tq) = ∂tG1 +GT
0 · ∇∂tG2 + div(∂tE∇q). (4.31)

By arguing similarly as for (4.30), we can obtain

‖∂tq‖23 ≤ P (Eκ) . (4.32)

Here we have used the estimates (4.8)–(4.13) and noted that by using the second equation in
(4.1) and the estimates (4.30):

‖∂tv‖23 =
∥∥−∇Aκq + (GT

0 · ∇)2η
∥∥2
3
≤ P (Eκ) . (4.33)

Consequently, the estimates (4.30) and (4.32) give (4.18). �

4.2.4. Tangential energy estimates. We start with the basic L2 energy estimates.

Proposition 4.7. For t ∈ [0, T ] with T ≤ Tκ, it holds that

‖v(t)‖20 +
∥∥(GT

0 · ∇η)(t)
∥∥2
0
≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.34)

Proof. Taking the L2(Ω) inner product of the second equation in (4.1) with v yields

1

2

d

dt

∫

Ω
|v|2 +

∫

Ω
∇Aκq · v −

∫

Ω
∂ℓ(∂mη

iG0mkG0ℓk) · vi = 0. (4.35)

By the integration by parts and using the third equation and the boundary condition q = 0 on
Γ, using the pressure estimates (4.18), we have

−
∫

Ω
∇Aκq · v =

∫

Ω
∂jAijqvi ≤ ‖DAκ‖L∞ ‖v‖0 ‖q‖0 ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.36)
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Since G0 satisfies (1.12), by the integration by parts and using ∂tη = v + ψκ, we obtain

−
∫

Ω
∂m(∂nη

iG0nℓG0mℓ) · vi =
∫

Ω
∂mη

iG0mkG0ℓk∂ℓv
i

=

∫

Ω
∂mη

iG0mkG0ℓk∂ℓ∂tη
i dx−

∫

Ω
∂mη

iG0mkG0ℓk∂ℓψ
κ
i

=
1

2

d

dt

∫

Ω

∣∣GT
0 · ∇η

∣∣2 dx−
∫

Ω
∂mη

iG0mkG0ℓk∂ℓψ
κ
i

(4.37)

Then (4.35)–(4.37) implies, using the estimates (4.11),

d

dt

∫

Ω
|v|2 +

∣∣GT
0 · ∇η

∣∣2 ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.38)

Integrating directly in time of the above yields (4.34). �

In order to perform higher order tangential energy estimates, one needs to compute the
equations satisfied by (∂̄4v, ∂̄4q, ∂̄4η), which requires to commutate ∂̄4 with each term of ∂A

κ

i .
It is thus useful to establish the following general expressions and estimates for commutators. It
turns out that it is a bit more convenient to consider the equivalent differential operator ∂̄2∆∗

so that we can employ the structure of ∆∗ψ
κ on Γ. For i = 1, 2, 3, we have

∂̄2∆∗(∂
Aκ

i f) = ∂A
κ

i ∂̄2∆∗f + ∂̄2∆∗Aκ
ij∂jf +

[
∂̄2∆∗,Aκ

ij , ∂jf
]
. (4.39)

By the identity (3.27), we have that

∂̄2∆∗(Aκ
ij)∂jf = −∂̄∆∗(Aκ

iℓ∂̄∂ℓη
κ
mAκ

mj)∂jf

= −Aκ
iℓ∂ℓ∂̄

2∆∗η
κ
mAκ

mj∂jf −
[
∂̄∆∗,Aκ

iℓAκ
mj

]
∂̄∂ℓη

κ
m∂jf

= −∂Aκ

i (∂̄2∆∗η
κ · ∇Aκf) + ∂̄2∆∗η

κ · ∇Aκ(∂A
κ

i f)−
[
∂̄∆∗,Aκ

iℓAκ
mj

]
∂̄∂ℓη

κ
m∂jf.

(4.40)

It then holds that

∂̄2∆∗(∂
Aκ

i f) = ∂A
κ

i

(
∂̄2∆∗f − ∂̄2∆∗η

κ · ∇Aκf
)
+ Ci(f). (4.41)

where the commutator Ci(f) is given by

Ci(f) =
[
∂̄2∆∗,Aκ

ij , ∂jf
]
+ ∂̄2∆∗η

κ · ∇Aκ(∂A
κ

i f)−
[
∂̄∆∗,Aκ

iℓAκ
mj

]
∂̄∂ℓη

κ
m∂jf (4.42)

It was first observed by Alinhac [2] that the highest order term of η will be cancelled when one
uses the good unknown ∂̄2∆∗f − ∂̄2∆∗η

κ ·∇Aκf , which allows one to perform high order energy
estimates.

The following lemma deals with the estimates of the commutator Ci(f).

Lemma 4.8. The following estimate holds:

‖Ci(f)‖0 ≤ P (‖η‖4) ‖f‖4 . (4.43)

Proof. First, by the commutator estimates (3.7) and the estimates (4.8), we have
∥∥[∂̄2∆∗,Aκ

ij , ∂jf ]
∥∥
0
. ‖Aκ‖3 ‖Df‖3 ≤ P (‖η‖4) ‖f‖4 . (4.44)

Next, by the estimates (4.8) again, we get
∥∥∂̄2∆∗η

κ · ∇Aκ(∂A
κ

i f)
∥∥
0
≤
∥∥∂̄4ηκ

∥∥
0

∥∥∇Aκ(∂A
κ

i f)
∥∥
L∞

≤ P (‖η‖4) ‖f‖4 . (4.45)

Finally, by the commutator estimates (3.4) and the estimates (4.8), we obtain
∥∥[∂̄∆∗,Aκ

iℓAκ
mj

]
∂̄∂ℓη

κ
m∂jf

∥∥
0
≤
∥∥[∂̄∆∗,Aκ

iℓAκ
mj

]
∂̄∂ℓη

κ
m

∥∥
0
‖Df‖L∞ ≤ P (‖η‖4) ‖f‖3 . (4.46)

Consequently, the estimate (4.43) follows by collecting (4.44)–(4.46). �
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We now introduce the good unknowns

V = ∂̄2∆∗v − ∂̄2∆∗η
κ · ∇Aκv, Q = ∂̄2∆∗q − ∂̄2∆∗η

κ · ∇Aκq. (4.47)

Applying ∂̄2∆∗ to the second and third equations in (4.1), by (4.41), one gets

Vt +∇AκQ− (GT
0 · ∇)

(
∂̄2∆∗(G

T
0 · ∇η)

)

= F := ∂t
(
∂̄2∆∗η

κ · ∇Aκv
)
− Ci(q) +

[
∂̄2∆∗, G

T
0 · ∇

]
GT

0 · ∇η in Ω,
(4.48)

and

∇Aκ · V = −Ci(vi) in Ω. (4.49)

Note that q = 0 on Γ implies,

Q = −∂̄2∆∗Λ
2
κηiAκ

i3∂3q on Γ. (4.50)

We shall now derive the ∂̄4-energy estimates.

Proposition 4.9. For t ∈ [0, T ] with T ≤ Tκ, it holds that

∥∥∂̄4v(t)
∥∥2
0
+
∥∥∂̄4(GT

0 · ∇η)(t)
∥∥2
0
+
∣∣∂̄4ΛκηiAκ

i3(t)
∣∣2
0
≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.51)

Proof. Taking the L2(Ω) inner product of (4.48) with V yields

1

2

d

dt

∫

Ω
|V|2 +

∫

Ω
∇AκQ · V +

∫

Ω
∂̄2∆∗(G

T
0 · ∇ηi)GT

0 · ∇Vi =

∫

Ω
F · V. (4.52)

By the estimates (4.8), (4.10), (4.43), (4.33) and (4.18), by the definition of V, we have
∫

Ω
F · V ≤

(∥∥∂t(∂̄4ηκ · ∇Aκv)
∥∥
0
+ ‖Ci(q)‖0 +

∥∥[∂̄2∆∗, G
T
0 · ∇]GT

0 · ∇η
∥∥
0

)
‖V‖0

≤
(
P (‖η‖4 , ‖v‖4 , ‖∂tv‖3) + P (‖η‖4) ‖q‖4 + ‖G0‖4

∥∥GT
0 · ∇η

∥∥
4

)
P (‖ηκ‖4 , ‖v‖4)

≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.53)

We now estimate the second and third terms on the left hand side of (4.52). By the definition
of V and recalling that v = ∂tη − ψκ, we have that for the third term
∫

Ω
∂̄2∆∗(G

T
0 · ∇ηi)GT

0 · ∇Vi

=

∫

Ω
∂̄2∆∗(G

T
0 · ∇ηi)GT

0 · ∇
(
∂̄2∆∗vi − ∂̄2∆∗η

κ · ∇Aκvi
)

=

∫

Ω
∂̄2∆∗(G

T
0 · ∇ηi)

(
∂̄2∆∗(G

T
0 · ∇vi)− [∂̄2∆∗, G

T
0 · ∇]vi −GT

0 · ∇(∂̄2∆∗η
κ · ∇Aκvi)

)

=
1

2

d

dt

∫

Ω

∣∣∂̄2∆∗(G
T
0 · ∇η)

∣∣2

−
∫

Ω
∂̄2∆∗(G

T
0 · ∇ηi)

(
∂̄2∆∗(G

T
0 · ∇ψκ

i ) + [∂̄2∆∗, G
T
0 · ∇]vi +GT

0 · ∇(∂̄2∆∗η
κ · ∇Aκvi)

)

≥ 1

2

d

dt

∫

Ω

∣∣∂̄2∆∗(G
T
0 · ∇η)

∣∣2 −
∥∥GT

0 · ∇η
∥∥
4
P (
∥∥GT

0 · ∇ψκ
∥∥
4
, ‖G0‖4 , ‖v‖4 , ‖ηκ‖4 ,

∥∥GT
0 · ∇ηκ

∥∥
4
)

≥ 1

2

d

dt

∫

Ω

∣∣∂̄2∆∗(G
T
0 · ∇η)

∣∣2 − P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.54)

Here we have used the commutator estimates (3.4), the estimates (4.8), (4.9) and (4.12).
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Now for the second term, by the integration by parts and using the equation (4.49) and the
boundary condition (4.50), we obtain

∫

Ω
∇AκQ · V =

∫

Γ
QAκ

iℓNℓVi −
∫

Ω
Q∇Aκ · V −

∫

Ω
∂ℓ(Aκ

iℓ)QVi

= −
∫

Γ1

∂3q∂̄
2∆∗(Λ

2
κηj)Aκ

j3Aκ
iℓNℓVi −

∫

Γ2

∂3q∂̄
2∆∗(Λ

2
κηj)Aκ

j3Aκ
iℓNℓVi

+

∫

Ω
QCi(vi)− ∂ℓ(Aκ

iℓ)QVi

︸ ︷︷ ︸
R

.

(4.55)

By the definition of Q and V and the estimates (4.18), (4.43) and (4.8), we have

R . ‖Q‖0 (‖Ci(vi)‖0 + ‖DAκ‖L∞ ‖V‖0)
≤ P (‖ηκ‖4 , ‖q‖4) (P (‖η‖4) ‖v‖4 + ‖DAκ‖L∞ P (‖ηκ‖4 , ‖v‖4))

≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.56)

Estimates Γ1 under the fulfilment of the Rayleigh-Taylor sign condition

By the definition of V, since ηκ = Λ2
κη on Γ and v = ∂tη − ψκ, we have

−
∫

Γ1

∂3q∂̄
2∆∗Λ

2
κηjAκ

j3Aκ
iℓNℓVi

=

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3Vi

=

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3(∂̄
2∆∗vi − ∂̄2∆∗Λ

2
κη · ∇Aκvi)

=

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3

(
∂̄2∆∗∂tηi − ∂̄2∆∗ψ

κ
i − ∂̄2∆∗Λ

2
κη · ∇Aκvi

)
.

(4.57)

Note that

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗∂tηi

=

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗ΛκηjAκ
i3∂̄

2∆∗Λκ∂tηi +

∫

Γ1

∂̄2∆∗Λκηj
[
Λκ,−∇q ·NAκ

j3Aκ
i3

]
∂̄2∆∗∂tηi

=
1

2

d

dt

∫

Γ1

(−∇q ·N)
∣∣Aκ

i3∂̄
2∆∗Λκηi

∣∣2 + 1

2

∫

Γ1

∂t(∇q ·N)
∣∣Aκ

i3∂̄
2∆∗Λκηi

∣∣2

+

∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λκηj∂tAκ
i3∂̄

2∆∗Λκηi +

∫

Γ1

∂̄2∆∗Λκηj
[
Λκ,−∇q ·NAκ

j3Aκ
i3

]
∂̄2∆∗∂tηi.

(4.58)
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Therefore, we obtain

−
∫

Γ1

∂3q∂̄
2∆∗Λ

2
κηjAκ

j3Aκ
iℓNℓVi

=
1

2

d

dt

∫

Γ1

(−∇q ·N)
∣∣Aκ

i3∂̄
2∆∗Λκηi

∣∣2 + 1

2

∫

Γ1

∂t(∇q ·N)
∣∣Aκ

i3∂̄
2∆∗Λκηi

∣∣2

︸ ︷︷ ︸
I1

+

∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λκηj∂tAκ
i3∂̄

2∆∗Λκηi

︸ ︷︷ ︸
I2

+

∫

Γ1

∂̄2∆∗Λκηj
[
Λκ,−∇q ·NAκ

j3Aκ
i3

]
∂̄2∆∗∂tηi

︸ ︷︷ ︸
I3

+

∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗Λ

2
κη · ∇Aκvi

︸ ︷︷ ︸
I4

+

∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗ψ

κ
i

︸ ︷︷ ︸
I5

.

(4.59)

We now estimate I1–I5. By the estimates (4.18), we deduce

I1 . |∂3∂tq|L∞

∣∣Aκ
i3∂̄

2∆∗Λκηi
∣∣2 . ‖∂tq‖3

∣∣Aκ
i3∂̄

2∆∗Λκηi
∣∣2 ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.60)

By the identity (3.27), we have

I2 =
∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗ΛκηjAκ
iℓ∂ℓ∂tη

κ
mAκ

m3∂̄
2∆∗Λκηi

=

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗ΛκηjAκ
i3∂3∂tη

κ
mAκ

m3∂̄
2∆∗Λκηi

︸ ︷︷ ︸
I2a

+

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗ΛκηjAκ
iα∂α∂tΛ

2
κηmAκ

m3∂̄
2∆∗Λκηi. (4.61)

As usual, we obtain

I2a .
∣∣Aκ

j3∂̄
2∆∗Λκηj

∣∣2
0
|∂3q∂3∂tηκmAκ

m3|L∞ ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.62)

On the other hand, using ∂tη = v + ψκ we have
∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗ΛκηjAκ
iα∂α∂tΛ

2
κηmAκ

m3∂̄
2∆∗Λκηi

=

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗ΛκηjAκ
iα∂αΛ

2
κvmAκ

m3∂̄
2∆∗Λκηi

︸ ︷︷ ︸
I2b

+

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗ΛκηjAκ
iα∂αΛ

2
κψ

κ
mAκ

m3∂̄
2∆∗Λκηi

︸ ︷︷ ︸
I2c

(4.63)

To estimate I2c, the difficulty is that one can not have an κ-independent control of
∣∣∂̄2∆∗Λκηi

∣∣
0
.

Our observation is that since ψκ → 0 as κ→ 0, this motives us to deduce the following estimates:
∣∣∂̄ψκ

∣∣
L∞

≤
√
κP (‖η‖4 , ‖v‖3). (4.64)

Indeed, we can rewrite the boundary condition in (4.3) as

ψκ = ∆−1
∗ Pfκ, fκ := ∆∗(ηj − Λ2

κηj)Aκ
jα∂αΛ

2
κv −∆∗Λ

2
κηjAκ

jα∂α(v − Λ2
κv). (4.65)

By using Morrey’s inequality and the Sobolev embeddings and the trace theorem,

|g − Λκg|L∞ .
√
κ
∣∣∂̄g
∣∣
L4

.
√
κ |g|3/2 .

√
κ ‖g‖2 , (4.66)
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we obtain

|fκ|L∞ .
∣∣Aκ

jα∂αΛ
2
κv
∣∣
L∞

∣∣∆∗η − Λ2
κ∆∗η

∣∣
L∞

+
∣∣∣∆∗Λ

2
κηjAκ

jα

∣∣∣
L∞

∣∣∂αv − Λ2
κ∂αv

∣∣
L∞

.
√
κP (‖η‖4 , ‖v‖3).

(4.67)

Then by the elliptic estimate and the Sobolev embeddings, we deduce

∣∣∂̄ψκ
∣∣
L∞

.
∣∣∂̄ψκ

∣∣
W 1,4 . |fκ|L4 . |fκ|L∞ .

√
κP (‖η‖4 , ‖v‖3), (4.68)

which proves (4.64). Hence, by (4.64) together with (3.13), we have

I2c . |∂3qAκ
m3Aκ

iα|L∞

∣∣Aκ
j3∂̄

2∆∗Λκηj
∣∣
0

∣∣∂̄2∆∗Λκηi
∣∣
0

∣∣∂αΛ2
κψ

κ
m

∣∣
L∞

. |∂3qAκ
m3Aκ

iα|L∞

∣∣Aκ
j3∂̄

2∆∗Λκηj
∣∣
0

1√
κ
|η|7/2

√
κP (‖η‖4 , ‖v‖3)

≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.69)

Note that the term I2b is out of control by an κ-independent bound alone.
For I3, by the commutator estimates (3.17), (3.8), (4.18), (4.8) and (4.11), we obtain

I3 ≤
∣∣∂̄2∆∗Λκηj

∣∣
−1/2

∣∣[Λκ, (−∇q ·N)Aκ
j3Aκ

i3

]
∂̄(∂̄∆∗∂tηi)

∣∣
1/2

.
∣∣∂̄∆∗Λκηj

∣∣
1/2

∣∣∂3qAκ
j3Aκ

i3

∣∣
W 1,∞

∣∣∂̄∆∗∂tη
∣∣
1/2

. ‖η‖4
∥∥∂3qAκ

j3Aκ
i3

∥∥
3
‖v + ψκ‖4 ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.70)

To control I4, similarly as (4.61), we write

I4 =
∫

Γ1

(∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

m3∂̄
2∆∗Λ

2
κηiAκ

i3∂3vm
︸ ︷︷ ︸

I4a

+

∫

Γ1

(∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

iα∂αvmAκ
m3∂̄

2∆∗Λ
2
κηi

︸ ︷︷ ︸
I4b

. (4.71)

By the commutator estimates (3.16), we have

∣∣Aκ
j3∂̄

2∆∗Λ
2
κηj
∣∣
0
.
∣∣[Λκ,Aκ

j3]∂̄(∂̄∆∗Λκηj)
∣∣
0
+
∣∣Aκ

j3∂̄
2∆∗(Λκηj)

∣∣
0

. |Aκ|W 1,∞

∣∣∂̄∆∗Λκηj
∣∣
0
+
∣∣Aκ

j3∂̄
2∆∗(Λκηj)

∣∣
0
.

(4.72)

Then we obtain

I4a .
(∣∣Aκ

j3∂̄
2∆∗Λ

2
κηj
∣∣2
0
+ |Aκ|2W 1,∞ ‖η‖24

)
|∂3qAκ

m3∂3vm|L∞ ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.73)

Note that the term I4b is also out of control by an κ-independent bound alone.
Now we take care of I2b and I4b. Notice that I2b and I4b are cancelled out in the limit κ→ 0,

however, it is certainly not the case when κ > 0. This is most involved thing in the tangential
energy estimates. Note also that we can not use the commutator estimate to interchange the
position of the mollifier operator Λκ in each of two terms since

∣∣∂̄2∆∗η
∣∣
L∞

is out of control.
The key point here is to use the term I5, by the definition of the modification term ψκ, to kill
out both I2b and I4b; this is exactly the reason that we have introduced ψκ. By the boundary
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condition in (4.3), we deduce

I5 =
∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2
(
∆∗ηmAκ

mα∂αΛ
2
κvi −∆∗Λ

2
κηmAκ

mα∂αvi
)

=

∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗ηmAκ

mα∂αΛ
2
κvi

+

∫

Γ1

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗Λ

2
κηmAκ

mα∂αvi

︸ ︷︷ ︸
−I4b

+

∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3

([
∂̄2,Aκ

mα∂αΛ
2
κvi
]
∆∗ηm −

[
∂̄2,Aκ

mα∂αvi
]
∆∗Λ

2
κηm

)

︸ ︷︷ ︸
I5a

(4.74)

By doing estimates as usual and using (4.72) again, we have

I5a . |∂3qAκ
i3|L∞(Ω)

∣∣Aκ
j3∂̄

2∆∗Λ
2
κηj
∣∣
0

∣∣([∂̄2,Aκ
mα∂αΛ

2
κvi
]
∆∗ηm −

[
∂̄2,Aκ

mα∂αvi
]
∆∗Λ

2
κηm

)∣∣
0

≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.75)

We rewrite the first term as
∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗ηmAκ

mα∂αΛ
2
κvi

=

∫

Γ1

∇q ·NAκ
j3∂̄

2∆∗ΛκηjAκ
i3∂̄

2∆∗ΛκηmAκ
mα∂αΛ

2
κvi

︸ ︷︷ ︸
−I2b

+

∫

Γ1

∂̄2∆∗Λκηj
[
Λκ,∇q ·NAκ

j3Aκ
i3Aκ

mα∂αΛ
2
κvi
]
∂̄2∆∗ηm

︸ ︷︷ ︸
I5b

. (4.76)

By arguing similarly as (4.70) for I3, we have

I5b ≤ ‖η‖4
∥∥∂3qAκ

j3Aκ
i3Aκ

mα∂αΛ
2
κvi
∥∥
3
‖η‖4 ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.77)

Now combining (4.61), (4.63), (4.71), (4.74) and (4.76), and using the estimates (4.62), (4.69),
(4.73), (4.75) and (4.77), we deduce

I2 + I4 + I5 = I2a + I2c + I4a + I5a + I5b ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.78)

Estimates Γ2 under the fulfilment of the non-collinearity condition

By the definition of V, since ηκ = Λ2
κη on Γ and v = ∂tη − ψκ, we have

−
∫

Γ2

∂3q∂̄
2∆∗Λ

2
κηjAκ

j3Aκ
iℓNℓVi

=

∫

Γ2

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3Vi

=

∫

Γ2

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3(∂̄
2∆∗vi − ∂̄2∆∗Λ

2
κη · ∇Aκvi)

= I1 + I2.

(4.79)
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Using Lemma 3.8, we have

I1 =

∫

Γ2

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗vi

.
∣∣∇q ·NAκ

j3Aκ
i3

∣∣
L∞

∣∣∂̄2∆∗Λ
2
κηj
∣∣
H

1
2

∣∣∂̄2∆∗vi
∣∣
H−

1
2

.
∣∣∇q ·NAκ

j3Aκ
i3

∣∣
L∞

|η|H4.5 |v|H3.5

. P

(
sup

t∈[0,T ]
E
κ(t)

)
,

(4.80)

I2 = −
∫

Γ2

(−∇q ·N)Aκ
j3∂̄

2∆∗Λ
2
κηjAκ

i3∂̄
2∆∗Λ

2
κη · ∇Aκvi

.
∣∣∇q ·NAκ

j3Aκ
i3∇Aκvi

∣∣
L∞

‖∂̄2∆∗Λ
2
κηj‖L2‖∂̄2∆∗Λ

2
κη‖L2

. P

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.81)

Finally, combining (4.54), (4.55) and (4.59), and using the estimates (4.53), (4.56), (4.70),
(4.78), (4.80) and (4.81) we obtain

d

dt

(∫

Ω
|V|2 +

∣∣∂̄2∆∗(G
T
0 · ∇η)

∣∣2 +
∫

Γ1

(−∇q ·N)
∣∣∂̄2∆∗ΛκηiAκ

i3

∣∣2
)

≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.82)
Integrating (4.82) directly in time, by the a priori assumption (4.4), we have

‖V(t)‖20 +
∥∥∂̄4(GT

0 · ∇η)(t)
∥∥2
0
+
∣∣∂̄2∆∗ΛκηiAκ

i3(t)
∣∣2
L2(Γ1)

≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.83)

By the definition of V, using (4.83) and (4.14), using the fundamental theorem of calculous, we
get

∥∥∂̄4v(t)
∥∥2
0
.
∥∥∂̄2∆∗v(t)

∥∥2
0
. ‖V(t)‖20 +

∥∥∂̄2∆∗η
∥∥2
0

∥∥Aκ
jℓ∂ℓv

∥∥2
L∞

≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.84)

We thus conclude the proposition. �

Collecting the estimates above, we obtain the Proposition 4.9.

4.2.5. Curl and divergence estimates. In view of the Hodge-type elliptic estimates, we can con-
trol one vector’s all derivatives just by its curl, divergence and normal trace. Thus, we now
derive the curl and divergence estimates. We begin with the curl estimates.

Proposition 4.10. For t ∈ [0, T ] with T ≤ Tκ, it holds that

‖curl v(t)‖23 +
∥∥curl(GT

0 · ∇η)(t)
∥∥2
3
≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.85)

For a matrix G, we denote

(curlG)ijk = ∂iGkj − ∂jGki. (4.86)

Proof. By taking the curlAκ of the second equation in (4.1), we have that

curlAκ ∂tv = curlAκ

(
(GT

0 · ∇)2η
)
, (4.87)

where (curlAκ g)i = εijℓAκ
jm∂mgℓ. It follows that

∂t(curlAκ v)i −GT
0 · ∇

(
curlAκ

(
GT

0 · ∇η
))

i
=
([
curlAκ , GT

0 · ∇
]
(GT

0 · ∇η)
)
i
+ εijℓ∂tAκ

jm∂mvℓ.
(4.88)
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Apply further D3 to (4.88) to get

∂t(D
3 curlAκ v)i −GT

0 · ∇
(
D3 curlAκ

(
GT

0 · ∇η
))

i
= Fi, (4.89)

with

Fi := [D3, GT
0 · ∇](curlAκ(GT

0 · ∇η)) +D3
(([

curlAκ , GT
0 · ∇

]
(GT

0 · ∇η)
)
i
+ εijℓ∂tAκ

jm∂mvℓ
)
.

(4.90)
Taking the L2 inner product of (4.89) with D3 curlAκ v, by the integration by parts, we get

1

2

d

dt

∫

Ω

∣∣D3 curlAκ v
∣∣2 +

∫

Ω
D3 curlAκ(GT

0 · ∇η) ·D3 curlAκ(GT
0 · ∇v)

︸ ︷︷ ︸
J1

(4.91)

=

∫

Ω
F ·D3 curlAκ v

︸ ︷︷ ︸
J2

+

∫

Ω
D3 curlAκ(GT

0 · ∇η) ·
[
D3 curlAκ , GT

0 · ∇
]
v

︸ ︷︷ ︸
J3

.

Since v = ∂tη − ψκ, we have

J1 =
1

2

d

dt

∫

Ω

∣∣D3 curlAκ(GT
0 · ∇η)

∣∣2−
∫

Ω
D3 curlAκ(GT

0 · ∇η) ·D3 curlAκ(GT
0 · ∇ψκ)

︸ ︷︷ ︸
J1a

− 1

2

∫

Ω
D3(curlAκ(GT

0 · ∇η))i ·D3(εijℓ∂tAκ
jm∂m(GT

0 · ∇ηℓ))
︸ ︷︷ ︸

J1b

.

(4.92)

By the estimates (4.12) and (4.8), we obtain

J1a .
∥∥GT

0 · ∇η
∥∥
4
‖Aκ‖23

∥∥GT
0 · ∇ψκ

∥∥
4
≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.93)

By the identity (3.27) and the estimates (4.10) and (4.11), we have

J1b . ‖Aκ‖3
∥∥D(GT

0 · ∇η)
∥∥
3
‖∂tAκ‖3

∥∥D(GT
0 · ∇η)

∥∥
3
≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.94)

Hence, we obtain

J1 ≥
1

2

d

dt

∫

Ω

∣∣D3 curlAκ(GT
0 · ∇η)

∣∣2 − P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.95)

We now turn to estimate the right hand side of (4.91). By the estimates (4.8)–(4.10) and the
identity (3.27), we may have

J2 ≤ ‖F‖0 ‖curlAκ v‖3 ≤ P
(
‖G0‖4 ,

∥∥GT
0 · ∇η

∥∥
4
, ‖Dv‖3 ,

∥∥GT
0 · ∇Aκ

∥∥
3
, ‖Aκ‖3

)

≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
.

(4.96)

Similarly,

J3 .
∥∥D3 curlAκ(GT

0 · ∇η)
∥∥
0

∥∥[D3 curlAκ , GT
0 · ∇]v

∥∥
0

≤ P
(
‖G0‖4 ,

∥∥GT
0 · ∇η

∥∥
4
, ‖Dv‖3 ,

∥∥GT
0 · ∇Aκ

∥∥
3
, ‖Aκ‖3

)
≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.97)

Consequently, plugging the estimates (4.95)–(4.97) into (4.91), we obtain

d

dt

∫

Ω

∣∣D3 curlAκ v
∣∣2 +

∣∣D3 curlAκ(GT
0 · ∇η)

∣∣2 ≤ P

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.98)
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Integrating (4.98) directly in time, and applying the fundamental theorem of calculous,

‖curl f(t)‖3 ≤ ‖curlAκ f(t)‖3 +
∥∥∥∥
∫ t

0
∂tAκdτDf(t)

∥∥∥∥
3

, (4.99)

we then conclude the proposition. �

We now derive the divergence estimates.

Proposition 4.11. For t ∈ [0, T ] with T ≤ Tκ, it holds that

‖div v(t)‖23 +
∥∥div(GT

0 · ∇η)(t)
∥∥2
3
≤ TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.100)

Proof. From divAκ v = 0, we see that

div v = −
∫ t

0
∂tAκ

ij dτ∂jvi. (4.101)

Hence, it is clear that by the identity (3.27) and the estimates (4.8) and (4.10),

‖div v(t)‖23 ≤ TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.102)

From divAκ v = 0 again, we have

divAκ(GT
0 · ∇v) = [divAκ , GT

0 · ∇]v.

This together with the equation v = ∂tη − ψκ, we have

∂t
(
divAκ

(
GT

0 · ∇η
))

= divAκ

(
GT

0 · ∇ψκ
)
+ [divAκ , GT

0 · ∇]v + ∂tAκ
iℓ∂ℓ

(
GT

0 · ∇ηi
)
. (4.103)

This implies that, by doing the D3 energy estimate and using the estimates (4.8)–(4.12) and
the identity (3.27),

∥∥divAκ

(
GT

0 · ∇η
)∥∥2

3
≤ TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.104)

And then applying the fundamental theorem of calculous, and

‖div f(t)‖3 ≤ ‖divAκ f(t)‖3 +
∥∥∥∥
∫ t

0
∂tAκdτDf(t)

∥∥∥∥
3

, (4.105)

we arrive at
∥∥div(GT

0 · ∇η)
∥∥2
3
≤ TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.106)

Consequently, we conclude the proposition by the estimates (4.102) and (4.106). �

4.2.6. Synthesis. We now collect the estimates derived previously to conclude our estimates and
also verify the a priori assumptions (4.4) and (4.5). That is, we shall now present the

Proof of Theorem 4.3. It follows from the normal trace estimates (3.10) that
∣∣∂̄4v ·N

∣∣
−1/2

.
∥∥∂̄4v

∥∥
0
+
∥∥div ∂̄3v

∥∥
0
. (4.107)

Combining this and the estimates (4.34), (4.51), (4.85) and (4.100), by using the Hodge-type
elliptic estimates (3.9) of Lemma 3.3, we obtain

‖v‖24 . ‖v‖20 + ‖div v‖23 + ‖curl v‖23 +
∣∣∂̄v ·N

∣∣2
5/2

≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.108)

Similarly, we have

∥∥GT
0 · ∇η

∥∥2
4
≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
. (4.109)
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By these two estimates and (4.14), (4.51), we finally get that

sup
[0,T ]

E
κ(t) ≤M0 + TP

(
sup

t∈[0,T ]
E
κ(t)

)
.

This provides us with a time of existence T1 independent of κ and an estimate on [0, T1] inde-
pendent of κ of the type:

sup
[0,T1]

E
κ(t) ≤ 2M0. (4.110)

The proof of Theorem 4.3 is thus completed. �

5. Proof of Theorem 2.1

Proof of Theorem 2.1. For each κ > 0, we can construct the solutions to the κ-approximate
system (4.1) by a similar way in [11, Section 5]. Briefly, we linearized the κ-approximate system
and solve the linearized system by an aritifial viscosity method. Then a contract map method
tells the existence of solutions to κ-approximate system (4.1). Then the the existence of solutions
to (1.11) follows by taking κ→ 0. We omit the details here. �
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[2] S. Alinhac. Existence d’ondes de raréfaction pour des systèmes quasi-linéaires hyperboliques multidimension-

nels.(French. English summary) [Existence of rarefaction waves for multidimensional hyperbolic quasilinear
systems] Comm. Partial Differential Equations 14 (1989), no. 2, 173–230.

[3] G. Chen, Y. Wang. Existence and stability of compressible current-vortex sheets in three-dimensional mag-
netohydrodynamics. Arch. Ration. Mech. Anal. 187 (2008), no. 3, 369–408.

[4] R. Chen, J. Hu, D. Wang. Linear stability of compressible vortex sheets in two-dimensional elastodynamics.
Adv. Math. 311(2017), 18–60.

[5] D. Christodoulou, H. Lindblad. On the motion of the free surface of a liquid. Comm. Pure Appl. Math. 53
(2000), no. 12, 1536–1602.

[6] J. F. Coulombel, A. Morando, P. Secchi, P. Trebeschi. A priori estimates for 3D incompressible current-vortex
sheets. Comm. Math. Phys. 311 (2012), no. 1, 247–275.

[7] D. Coutand, S. Shkoller. Well-posedness of the free-surface incompressible Euler equations with or without
surface tension. J. Amer. Math. Soc. 20 (2007), no. 3, 829–930.

[8] D. Coutand, S. Shkoller. A simple proof of well-posedness for the free-surface incompressible Euler equations.
Discrete Contin. Dyn. Syst. Ser. S. 3 (2010), no. 3, 429–449.

[9] P. Germain, N. Masmoudi, J. Shatah. Global solutions for the gravity water waves equation in dimension 3.
Ann. of Math. (2) 175 (2012), no. 2, 691–754.

[10] P. Germain, N. Masmoudi, J. Shatah. Global solutions for capillary waves equation. Comm. Pure Appl.
Math. 68 (2015), no. 4, 625–687.

[11] X. Gu, Y. Wang. On the construction of solutions to the free-surface incompressible ideal magnetohydrody-
namic equations. Preprint (2016), arXiv:1609.07013.

[12] X. Gu. Well-posedness of axially symmetric incompressible ideal magnetohydrodynamic equations with vac-
uum under the Rayleigh-Taylor sign condition Preprint (2017), arXiv:1712.02152.

[13] C. Hao, T. Luo. A priori estimates for free boundary problem of incompressible inviscid magnetohydrody-
namic flows. Arch. Ration. Mech. Anal. 212 (2014), no.3, 805–847.

[14] C. Hao, D. Wang. A priori estimates for the free boundary problem of incompressible neo-Hookean elasto-
dynamics. J. Differential Equations. 261 (2016), no. 1, 712–737.

[15] A. Ionescu, F. Pusateri. Global solutions for the gravity water waves system in 2D. Invent. Math. 199 (2015),
no. 3, 653–804.

[16] A. Ionescu, F. Pusateri. Global regularity for 2D water waves with surface tension. Mem. Amer. Math. Soc.,
to appear.

[17] D. Lannes. Well-posedness of the water-waves equations. J. Amer. Math. Soc. 18 (2005), no. 3, 605–654.
[18] H. Li, W. Wang, Z. F. Zhang. Well-posedness of the free boundary problem in incompressible elastodynamics.

Preprint (2018), arXiv:1802.08819.
[19] H. Lindblad. Well-posedness for the motion of an incompressible liquid with free surface boundary. Ann. of

Math. (2) 162 (2005), no. 1, 109–194.

http://arxiv.org/abs/1609.07013
http://arxiv.org/abs/1712.02152
http://arxiv.org/abs/1802.08819


FREE-SURFACE INCOMPRESSIBLE ELASTODYNAMICS 23

[20] N. Masmoudi, F. Rousset. Uniform regularity and vanishing viscosity limit for the free surface Navier-Stokes
equations. Arch. Ration. Mech. Anal. (2016), DOI: 10.1007/s00205-016-1036-5.

[21] A. Morando, Y. Trakhinin, P. Trebeschi. Well-posedness of the linearized plasma-vacuum interface problem
in ideal incompressible MHD. Quart. Appl. Math. 72 (2014), no. 3, 549–587.

[22] V. I. Nalimov. The Cauchy-Poisson problem. (Russian) Dinamika Splos̆n. Sredy Vyp. 18 Dinamika Z̆idkost.
so Svobod. Granicami. 254 (1974), 104–210.

[23] P. Secchi, Y. Trakhinin. Well-posedness of the linearized plasma-vacuum interface problem. Interfaces Free
Bound. 15 (2013), no. 3, 323–357.

[24] P. Secchi, Y. Trakhinin. Well-posedness of the plasma-vacuum interface problem. Nonlinearity 27 (2014),
no. 3, 105–169.

[25] J. Shatah, C. Zeng. Geometry and a priori estimates for free boundary problems of the Euler equation.
Comm. Pure Appl. Math. 61 (2008), no. 5, 698–744.

[26] Y. Sun, W. Wang, Z. Zhang. Nonlinear stability of current-vortex sheet to the incompressible MHD equations.
Comm. Pure Appl. Math. 71 (2018), 356–403.

[27] Y. Sun, W. Wang, Z. Zhang. Well-posedness of the plasma-vacuum interface problem for ideal incompressible
MHD. Preprint (2017), arXiv:1705.00418.

[28] M. Taylor, Partial Differential Equations, Vol. I-III, Berlin-Heidelberg-New York: Springer, (1996).
[29] Y. Trakhinin. The existence of current-vortex sheets in ideal compressible magnetohydrodynamics. Arch.

Ration. Mech. Anal. 191 (2009), no. 2, 245–310.
[30] Y. Trakhinin. On the well-posedness of a linearized plasma-vacuum interface problem in ideal compressible

MHD. J. Differential Equations 249 (2010), no. 10, 2577–2599
[31] Y. Trakhinin. Well-posedness of the free boundary problem in compressible elastodynamics. J. Differential

Equations 264 (2018), 1661–1715.
[32] Y. Wang, Z. Xin. Vanishing viscosity and surface tension limits of incompressible viscous surface waves.

Preprint (2015), arXiv: 1504.00152.
[33] S. Wu. Well-posedness in Sobolev spaces of the full water wave problem in 2-D. Invent. Math. 130 (1997),

no. 1, 39–72.
[34] S. Wu. Well-posedness in Sobolev spaces of the full water wave problem in 3-D. J. Amer. Math. Soc. 12

(1999), no. 2, 445–495.
[35] S. Wu. Almost global wellposedness of the 2-D full water wave problem. Invent. Math. 177 (2009), no. 1,

45–135.
[36] S. Wu. Global wellposedness of the 3-D full water wave problem. Invent. Math. 184 (2011), no. 1, 125–220.
[37] P. Zhang, Z. Zhang. On the free boundary problem of three-dimensional incompressible Euler equations.

Comm. Pure Appl. Math. 61 (2008), no. 7, 877–940.

(X. Gu) School of Mathematics, Shanghai University of Finance and Economics, Shanghai 200433,

China

and

The Institute of Mathematical Sciences, The Chinese University of Hong Kong, Shatin, NT,

Hong Kong

E-mail address: gu.xumin@shufe.edu.cn

(F. Wang) Department of Mathematics, Southwest Jiaotong University, Chengdu, 610031, P. R.

China.

E-mail address: wangf767@swjtu.edu.cn

http://arxiv.org/abs/1705.00418

	1. Introduction
	1.1. Eulerian formulation
	1.2. Lagrangian reformulation
	1.3. Previous works

	2. Main results
	2.1. Strategy of the proof

	3. Preliminary
	3.1. Notation
	3.2. Sobolev spaces on 
	3.3. Product and commutator estimates
	3.4. Hodge decomposition elliptic estimates
	3.5. Normal trace estimates
	3.6. Horizontal convolution-by-layers and commutation estimates
	3.7. Geometric identities

	4. Nonlinear -approximate problem
	4.1. The nonlinear approximate -problem
	4.2. -independent energy estimates

	5. Proof of Theorem 2.1
	Conflict of Interest
	References

