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MULTIPLY-PERIODIC HYPERSURFACES WITH CONSTANT

NONLOCAL MEAN CURVATURE

IGNACE ARISTIDE MINLEND, ALASSANE NIANG, AND EL HADJI ABDOULAYE THIAM

Abstract. We study hypersurfaces with fractional mean curvature inN -dimensional
Euclidean space. These hypersurfaces are critical points of the fractional perimeter
under a volume constraint. We use local inversion arguments to prove existence of
smooth branches of multiply-periodic hypersurfaces bifurcating from suitable parallel
hyperplanes.

1. Introduction and main result

Let α ∈ (0, 1), N ≥ 2 and E be an open set in R
N with C2-boundary. The Nonlocal

Mean Curvature (NMC) of the set E (or the hypersurface ∂E) is defined as

HE(x) := PV

∫

RN

τEc(y)

|x− y|N+α
dy := lim

ε→0

∫

|y−x|≥ε

τEc(y)

|x− y|N+α
dy for every x ∈ ∂E.

(1.1)
Here and in the following, we use the notation

τEc(y) := 1Ec(y)− 1E(y),

where 1A denotes the characteristic function of A and Ec := R
N \E. In the first integral

PV denotes the principal value sense. The nonlocal mean curvature HE , renormalized
with a positive constant factor CN,α, converges locally uniformly to the classical mean
curvature, as α → 1, (see e.g. [1, 3, 14]).

The NMC defined in (1.1) enjoys a geometric expression that can be derived via
integration by parts. It is given by

HE(x) = −
2

α

∫

∂E

(x− y) · νE(y)

|x− y|N+α
dy, (1.2)

where νE(y) denotes the outer unit normal to ∂E at y.
Notice that the integral in (1.2) is absolutely convergent in the Lebesgue sense if, for

β > α, ∂E is of class C1,β and
∫
∂E

dy

(1+|y|)N+α−1dy < +∞. Moreover with this geometric

expression, the NMC of any C1,β orientable hypersurface can be defined. We use both
expressions (1.1) and (1.2) in the computations.

In this paper, we say that a non empty set E is a Constant Nonlocal Mean Curvature
(CNMC) set or E is a set with CNMC, if HE : ∂E → R is pointwisely equivalent to
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a constant function. In this case ∂E is called a CNMC hypersurface or a hypersurface
with CNMC.

It is around 2008 that Caffarelli and Souganidis in [10], and Caffarelli, Roquejoffre,
and Savin in [9] introduced the notion of non local mean curvature. See e.g. [9], it is a
geometric quantity that appears in the first variation of the fractional perimeter, [22].
In the recent years, several works have been devoted to the study of nonlocal minimal
surfaces, while there is a lot to be understood, for instance the classification of stable
nonlocal minimal cones. We refer the reader to [7] for a brief description of known
results.

In the case of constant nonlocal and nontrivial mean curvature there have been
few results that appeared in the litterature. In [7], Cabré, Fall, Solà-Morales and
Weth established the analogue of the Alexandrov rigidity theorem for bounded CNMC
hypersurfaces in R

N . Namely the sphere is the only smooth and bounded CNMC
hypersurface. This result was proved at the same time and independently by Ciraolo,
Figalli, Maggi, and Novaga [11].

The question of existence of unbounded CNMC hypersurfaces (as defined above)
has been first studied by Cabré, Fall, Solà-Morales and Weth in [7]. Indeed, in [7], the
authors constructed a continuous branch of CNMC one-periodic bands in R

2 bifurcating
from a straight band {(s, ζ) ∈ R × R : |ζ | < λ}, for some λ > 0. This result was
generalized and improved very recently in [6] by Cabré, Fall and Weth. Indeed, they
established in [6] a nonlocal analogue of the classical result of Delaunay [16] on periodic
cylinders with constant mean curvature, the so called onduloids in R

N , which are one-
periodic. They bifurcate smoothly from a cylinder {(s, ζ) ∈ R× R

N−1 : |ζ | < λ}.
We note that the paper [15] by Dávila, del Pino, Dipierro and Valdinoci, uses variational
methods to prove the existence of 1-periodic hypersurfaces of Delauney-type in R

N

which minimize a certain renormalized fractional perimeter under a volume constraint.
It is an open problem to know if the boundary of these minimizers are CNMC surfaces
as defined above. In [8], Cabré, Fall and Weth constructed CNMC sets in R

N which are
the countable union of a perturbed sphere and all its translations through a periodic
integer lattice of dimension M ≤ N. These CNMC sets form a C2 branch emanating
from the unit ball alone, where the parameter in the branch is the distance to the
closest lattice point.

The present paper deals with new kind of unbounded multiply-periodic CNMC hy-
persurfaces with nontrivial NMC. Indeed, we build constant nonlocal mean curvature
sets, which are 2πZN−1× 1

τ
Z-periodic, bifurcating from the translation-invariant union

of parallel slabs Eτ
λ := {(s, ζ) ∈ R

N−1 ×R : |ζ | < λ}+ 1
τ
eNZ, for some λ ∈ (0, 1

2τ
) and

τ positive small.
We note that the hypersurfaces ∂Eτ

λ have zero local (or classical) mean curvature.
However, this is not the case for the nonlocal mean curvature as can be easily verified
from the geometric form of the NMC (1.2). In particular our CNMC hypersurfaces do
not have counterparts in the classical theory of constant mean curvature surfaces.
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We consider u : RN−1 → (0,∞) a 2πZN−1-periodic function and eN = (0, . . . , 0, 1) ∈
R

N . We look for 2πZN−1 × 1
τ
Z-periodic sets with constant nonlocal mean curvature

which have the form

Eτ
u = Eu +

1

τ
eNZ =

⋃

q∈Z

(
Eu +

q

τ
eN

)
, (1.3)

where

Eu = {(s, ζ) ∈ R
N−1 × R : |ζ | < u(s)}, (1.4)

τ > 0, eN = (0, . . . , 0, 1) and u ∈ C1,β(RN−1) is a 2πZN−1-periodic function.

Provided ‖u‖L∞(RN−1) < 1/2τ , it is clear that Eτ
u is a set which is 2πZN−1 × 1

τ
Z-

periodic. Moreover, for every λ ∈ (0, 1
2τ
), the set Eτ

λ is a CNMC set.
To state our main results, we introduce first the function spaces where we look for

u. The space Ck,γ
p,e (R

N−1) is the subspace of the Hölder space Ck,γ(RN−1) constituted
by functions which are 2π-periodic and even in each of their variables. We then define
the spaces

XP :=
{
u ∈ C1,β

p,e (R
N−1) : u is invariant under coordinate permutations

}
,

YP :=
{
u ∈ C0,β−α

p,e (RN−1) : u is invariant under coordinate permutations
}
.

The above spaces are equipped with their respective standard Hölder norms, see (3.1)
below.

Our main result is the following.

Theorem 1.1. Let N ≥ 2, α ∈ (0, 1) and β ∈ (α, 1). There exist λ∗ > 0, τ0, b0 > 0
and a unique C1 curve

[0, τ0)× (−b0, b0) → XP × R+, (τ, b) 7→ (wτ,b, λτ,b)

with the following properties:

(i) λ0,0 = λ∗, w0,0 ≡ λ∗,
(ii) For all (τ, b) ∈ [0, τ0)× (−b0, b0), the domains

Eτ
wτ,b

= {(s, z) ∈ R
N−1 × R : |z| < wτ,b(s)}

are constant non local mean curvature sets and

HEτ
wτ,b

(x) = HEτ
λτ,b

for all x ∈ ∂Eτ
wτ,b

.

(iii) For all (τ, b) ∈ [0, τ0)× (−b0, b0) and s = (s1, . . . , sN−1) ∈ R
N−1, we have

wτ,b(s) = λτ,b + b
N−1∑

i=1

cos (si) + bvτ,b(s). (1.5)

Furthermore, there exists a constant c > 0 such that

|λτ,b − λ∗|+ ‖vτ,b‖C1,β(RN−1) ≤ c(|τ |1+α + |b|)
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and we have ∫

[−π,π]N−1

vτ,b(s) cos(si) ds = 0

for all i = 1, . . . , N − 1 and (τ, b) ∈ [0, τ0)× (−b0, b0).

The nonlocal mean curvature operator H of the set Eτ
u , is given by

H(τ, u)(s) = HEτ
u
(s, u(s)) for all s ∈ R

N−1.

The result in Theorem 1.1 is obtained by solving the equation

H(τ, λ+ ϕ)−H(τ, λ) = 0 on YP , (1.6)

for some λ ∈ R and ϕ ∈ XP . This is achieved by means of the implicit function theo-
rem. To proceed, we first provide the expression of the NMC, HEu

, of the set Eu and
we compute its linearization at any function u. Next we study the spectral properties
of the linearized operator Hλ with respect to constant functions u ≡ λ > 0. The oper-
ator Hλ has a non trivial (N − 1)-dimensional kernel. However, its restriction on the
subspace of functions that are even in each variable and invariant under coordinates
permutations yields an operator with 1-dimension kernel and whose eigenvalues are
increasing as functions in the variable λ. Combining these properties with regularity
results contained in [20] and [28], we gather the hypotheses that enable us to apply the
implicit function theorem.

Let us notice that the equation (1.6) is valid as well for τ = 0 and H(0, u) is nothing,
but the non local mean curvature of the set Eu, (see Section 4). As a direct consequence
of our construction, we get in Corollary 1.2 below, the existence of a smooth branch of
constant nonlocal mean curvature set which are 2πZN−1-periodic and bifurcate from the
slab Eλ∗ := {(s, ζ) ∈ R

N−1×R : |ζ | < λ∗}, where λ∗ is the parameter in Theorem 1.1.
In the particular case when N = 2, we also recover the branch of CNMC hypersurfaces
constructed in [7].

Corollary 1.2. Let N ≥ 2, λ∗ and b0 be the positive constants in Theorem 1.1. Then
there exists a unique C1 curve

(−b0, b0) → XP × R+, b 7→ (wb, λb)

with the following properties:

(i) λ0 = λ∗, w0 ≡ λ∗,
(ii) For all b ∈ (−b0, b0), the domains

Ewb
= {(s, z) ∈ R

N−1 × R : |z| < wb(s)}

are constant non local mean curvature sets, and

HEwb
(x) = HEλb

for all x ∈ ∂Ewb
.
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The result in this paper parallels the result of Fall, Minlend and Weth in [21], where
the authors built unbounded periodic domains to Serrin’s overdetermined boundary
value problem. The boundary of these domains bifurcate from generalized slabs. We
also quote the related papers [27] and [26], where it is proved the existence of Delauney-
type domains in R

N whose first Dirichlet eigenfunction has constant Neumann data on
the boundary.

Further notable related results are contained in [19], where the author considers equi-
librium surfaces which are critical points to an energy constituted by the sum of the
area functional and a repulsive Coulomb-type potential, arising in diblock copolymer
melt. Among other results, the paper [19] establishes the existence of multiply-periodic
equilibrium patterns domains bifurcating from parallel slabs. In [14], Davilá, del Pino
and Wei proved the existence of an unstable two-sheet nonlocal minimal surface which
is symmetric with respect to the horizontal plane, bifurcating from two parallel planes.

The paper is organized as follows. In Section 2, we provide the expression of HEu

which will be used to prove the regularity of the NMC operator. In Section 3, we
study the spectral properties of the linearized operator at a constant function λ > 0
and provide qualitative properties of its eigenvalues, as λ varies. In Section 4, we
prove Theorem 1.1 and Corollary 1.2. Finally the proof of the regularity of the NMC
operator, respectively the computations of the explicit expression of the first derivative,
are done in Section 5.

Acknowledgements: The authors wish to thank Mouhamed Moustapha Fall for his
helpful suggestions and valuable comments during the writing of this paper. The first
and third authors are funded by the German Academic Exchange Service (DAAD, and
the second by the Non Linear Analysis, Geometry and Applications Project (NLAGA).

2. The NMC operator of perturbed slabs

Let α ∈ (0, 1) and β ∈ (α, 1). For a positive function u ∈ C1,β(RN−1), we consider
the set Eu as defined in (1.4). We first recall the following expression for the NMC of
Eu:

HEu
(x) = −

2

α

∫

∂Eu

|x− y|−(N+α)(x− y) · νEu
(y) dy; (2.1)

see e.g. [7]. Here νEu
(y) denotes the unit outer normal of ∂Eu and dy is the volume

element of ∂Eu. Next, we consider the open set

O :=

{
u ∈ C1,β(RN−1) : inf

RN−1
u > 0

}
. (2.2)

For u ∈ O, we consider the map Fu : RN−1 × R → R
N given by

Fu(s, z) = (s, u(s)z).

The boundary of Eu,

∂Eu =
{
(s, u(s)σ) ∈ R

N−1 × R : σ ∈ {−1, 1}
}
,
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is parameterized by the restriction of Fu to R
N−1 × {−1, 1}.

2.1. The NMC operator. The following result provides the expression for the NMC
of Eu in terms of the above parametrization and the function u.

Lemma 2.1. Let u ∈ O. Then the nonlocal mean curvature HEu
—that we will denote

by H(u)(s)— at a point (s, u(s)θ), with θ ∈ {−1, 1}, does not depend on θ and is given
by

−
α

2
H(u)(s) =

∫

RN−1

u(s)− u(s− t)− t · ∇u(s− t)

{|t|2 + (u(s)− u(s− t))2}(N+α)/2
dt (2.3)

−

∫

RN−1

u(s) + u(s− t) + t · ∇u(s− t)

{|t|2 + (u(s) + u(s− t))2}(N+α)/2
dt.

Moreover, the two integrals above converge absolutely in the Lebesgue sense.

Proof. The proof is similar to the one in [6, Lemma 2.1]. We then skip it. �

3. Properties of the linearized NMC operator

3.1. The linearized NMC operator. In order to compute the linearized nonlocal
mean curvature operator, we need to introduce the functional spaces in which we work.
Consider the Banach spaces

Ck,γ
p (RN−1) = {u ∈ Ck,γ(RN−1) : u is 2πZN−1-periodic }

and

Ck,γ
p,e (R

N−1) = {u ∈ Ck,γ(RN−1) : u is 2πZN−1-periodic and even in each variable },

for k ∈ N and γ ∈ (0, 1). The norms in two spaces above are the standard Ck,γ(RN−1)-
norms, defined by

‖u‖Ck,γ(RN−1) :=
k∑

j=0

‖Dju‖L∞(RN−1) + sup
s,r∈RN−1

s 6=r

|Dku(s)−Dku(r)|

|s− r|γ
. (3.1)

We denote by P the set of (N − 1)× (N − 1)-matrix of permutations. We then define

XP :=
{
u ∈ C1,β

p,e (R
N−1) : u(s) = u(p(s)), for all s ∈ R

N−1 and p ∈ P
}
,

YP :=
{
ũ ∈ C0,β−α

p,e (RN−1) : ũ(s) = ũ(p(s)), for all s ∈ R
N−1 and p ∈ P

}
.

The norms of XP and YP , are those of C1,β(RN−1) and C0,β−α(RN−1) respectively.
The map H : O ⊂ C1,β(RN−1) → C0,β−α(RN−1) is smooth in O by Proposition 3.1,

and clearly H sends XP → YP by change of variables.
We will use the expression (2.3) to show the smoothness of H : O → C0,β−α(RN−1).

We now state the following fundamental result which will be proved in Section 5.
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Proposition 3.1. The map H : O ⊂ C1,β(RN−1) → C0,β−α(RN−1) is of class C∞.
Moreover for every k ∈ N and u ∈ O, there exists a constant c > 0, only depending on
α, β,N and infRN−1 u, such that

‖DkH(u)‖ ≤ c(1 + ‖u‖C1,β(RN−1))
c. (3.2)

In addition, if u ∈ O, λ > 0 and v, w ∈ C1,β(RN−1), then

DH(u)[v](s) = 2PV

∫

RN−1

v(s)− v(s− t)

(|t|2 + (u(s)− u(s− t))2)
N+α

2

dt

− 2

∫

RN−1

v(s) + v(s− t)

(|t|2 + (u(s) + u(s− t))2)
N+α

2

dt. (3.3)

Next we need to study properties of the family of linearized operators

Lλ := λ1+αDH(λ) ∈ B(C1,β
p,e (R

N−1), C0,β−α
p,e (RN−1)), λ > 0.

Here and in the following, B(X, Y ) denotes the space of bounded linear operators
between Banach spaces X and Y .

3.2. Study of the linearized NMC operator at constant functions. We now
study the behavior of the eigenvalues of the operator Lλ, as λ > 0 varies. By Proposi-
tion 3.1, Lλ is given by

Lλv(s) = 2λ1+α

(
PV

∫

RN−1

v(s)− v(s− t)

|t|N+α
dt−

∫

RN−1

v(s) + v(s− t)

(|t|2 + 4λ2)
N+α

2

dt

)
. (3.4)

Lemma 3.2. Let λ > 0. The functions ek ∈ C1,β
p,e (R

N−1) given by

s = (s1, . . . , sN−1) 7→ ek(s) =

N−1∏

i=1

cos(kisi), k = (k1, . . . , kN−1) ∈ N
N−1 (3.5)

are the eigenfunctions of Lλ : C1,β
p,e (R

N−1) → C0,β−α
p,e (RN−1) with

Lλek = ν(λ|k|)ek, (3.6)

where |k| =
√

k2
1 + · · ·+ k2

N−1 and ν : (0,+∞) → R is given by

ν(R) = 2R1+α

(∫

RN−1

1− cos (t1)

|t|N+α
dt−

∫

RN−1

1 + cos (t1)

(|t|2 + 4R2)
N+α

2

dt

)
. (3.7)

Moreover,

ν ′(R) > 0 for every R > 0, (3.8)

lim
R→+∞

ν(R)

R1+α
= 2

∫

RN−1

1− cos (t1)

|t|N+α
dt > 0 (3.9)
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and

ν0 := lim
R→0

ν(R) = −4

∫

RN−1

1

(|t|2 + 4)
N+α

2

dt < 0. (3.10)

Proof. To get (3.7), we prove by induction on ℓ ∈ N, ℓ ≥ 1 that for any even function
E defined on R

ℓ,

∫

Rℓ

E(t)
ℓ∏

i=1

cos(kisi − kiti)dt =
ℓ∏

i=1

cos(kisi)

∫

Rℓ

ℓ∏

i=1

cos(kiti)E(t)dt. (3.11)

Recall the fact that

cos(kisi − kiti) = cos(kisi) cos(kiti) + sin(kisi) sin(kiti). (3.12)

For ℓ = 1, (3.11) is obviously true using (3.12), the evenness of E and the oddness of
the sine function.

For ℓ = 2, we have

∫

R2

E(t)
2∏

i=1

cos(kisi − kiti)dt

=

∫

R

cos(k2s2 − k2t2)

∫

R

(
[cos(k1s1) cos(k1t1) + sin(k1s1) sin(k1t1)]E(t)dt1

)
dt2

=

∫

R

cos(k2s2 − k2t2)

(∫

R

cos(k1s1) cos(k1t1)E(t)dt1

)
dt2, (3.13)

where we have used the evenness of E to get the last line.
Arguing as in (3.13), we obtain

∫

R2

E(t)

2∏

i=1

cos(kisi − kiti)dt =

∫

R

cos(k1s1) cos(k1t1)

(∫

R

cos(k2s2 − k2t2)E(t)dt2

)
dt1

=

∫

R

cos(k1s1) cos(k1t1)

(∫

R

cos(k2s2) cos(k2t2)E(t)dt2

)
dt1

= cos(k1s1) cos(k2s2)

∫

R2

cos(k1t1) cos(k2t2)E(t)dt

=

2∏

i=1

cos(kisi)

∫

R2

2∏

i=1

cos(kiti)E(t)dt. (3.14)
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Let us now assume that (3.11) holds true for ℓ− 1, (ℓ ∈ N), then

∫

Rℓ

E(t)

ℓ∏

i=1

cos(kisi − kiti)dt

=

∫

R

cos(kℓsℓ − kℓtℓ)

(∫

Rℓ−1

E(t)

ℓ−1∏

i=1

cos(kisi − kiti)dt1...dtℓ−1

)
dtℓ

=
ℓ−1∏

i=1

cos(kisi)

∫

Rℓ−1

ℓ−1∏

i=1

cos(kiti)

(∫

R

E(t) cos(kℓsℓ − kℓtℓ)dtℓ

)
dt1...dtℓ−1

=
ℓ∏

i=1

cos(kisi)

∫

Rℓ

E(t)
ℓ∏

i=1

cos(kiti)dt. (3.15)

With this we conclude that (3.11) holds true for all ℓ ∈ N

Applying (3.11) to the even functions t 7→ |t|−N−α and t 7→ (|t|2 + 4λ2)−
N+α

2 , we get

∫

RN−1

ek(s)− ek(s− t)

|t|N+α
dt = ek(s)

∫

RN−1

1− ek(t)

|t|N+α
dt,

∫

RN−1

ek(s− t)

(|t|2 + 4λ2)
N+α

2

dt = ek(s)

∫

RN−1

ek(t)

(|t|2 + 4λ2)
N+α

2

dt.

and it follows that

Lλek(s) = λ1+ασk(λ)ek(s), (3.16)

where we have set

σk(λ) := 2

∫

RN−1

1− ek(t)

|t|N+α
dt− 2

∫

RN−1

1 + ek(t)

(|t|2 + 4λ2)
N+α

2

dt. (3.17)

Now by the change of variables t = t
|k| , we get

σk(λ) = 2|k|1+α

∫

RN−1

1−
∏N−1

i=1 cos
(
ti

ki
|k|

)

|t|N+α
dt− 2|k|1+α

∫

RN−1

1 +
∏N−1

i=1 cos
(
ti

ki
|k|

)

(|t|2 + 4|k|2λ2)
N+α

2

dt.

We claim that the first integral in the above expression does not depend on k, while the
second one is a function of |k|. We consider f : SN−2 → R given by, for all θ ∈ SN−2

f(θ) :=

∫ ∞

0

ρ−1−α

∫

SN−2

(
1−

N−1∏

i=1

cos(ρ(σ · ei)(θ · ei))

)
dσdρ.
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Let R ∈ O(N − 1) be a rotation matrix and denote by Rt its transpose. By a change
of variables σ = Rσ̃, we get

f(Rθ) =

∫ ∞

0

ρ−1−α

∫

RtSN−2

(
1−

N−1∏

i=1

cos(ρ(σ̃ · Rtei)(θ · R
tei))

)
dσ̃dρ

=

∫ ∞

0

ρ−1−α

∫

SN−2

(
1−

N−1∏

i=1

cos(ρ(σ · ei)(θ · ei))

)
dσdρ

= f(θ).

Since R is arbitrary, it then follows that

f(θ) = f(e1).

Using polar coordinates, we get

∫

RN−1

1−
∏N−1

i=1 cos
(
ti

ki
|k|

)

|t|N+α
dt = f

(
k

|k|

)
= f(e1).

That is

∫

RN−1

1−
∏N−1

i=1 cos
(
ti

ki
|k|

)

|t|N+α
dt =

∫

RN−1

1− cos
(
t1
)

|t|N+α
dt.

By a similar reasoning, we also have

∫

RN−1

1 +
∏N−1

i=1 cos
(
ti

ki
|k|

)

(|t|2 + 4|k|2λ2)
N+α

2

dt =

∫

RN−1

1 + cos
(
t1
)

(|t|2 + 4|k|2λ2)
N+α

2

dt.

The last two equalities above allows to see that λ1+ασk(λ) = ν(λ|k|), where ν is the
function defined in (3.7). This also yields (3.6).

Now (3.8) and (3.9) follows immediately from the expression of ν. Finally, to see
(3.10), we observe that

R1+α

∫

RN−1

1 + cos
(
t1
)

(|t|2 + 4R2)
N+α

2

dt =

∫

RN−1

1 + cos (Rt1)

(|t|2 + 4)
N+α

2

dt,

where we made the change of variable t = Rt.
�

In the following, we consider the fractional Sobolev spaces

Hσ
p,e :=

{
v ∈ Hσ

loc(R
N−1) : v is 2πZN−1-periodic and even in each variable

}
(3.18)

for σ ≥ 0, and we put L2
p,e := H0

p,e. Note that L
2
p,e is a Hilbert space with scalar product

(u, v) 7→ 〈u, v〉L2
p,e

:=

∫

[−π,π]N−1

u(t)v(t) dt for u, v ∈ L2
p,e.
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We denote the induced norm by ‖ · ‖L2
p,e
. Since ‖ek‖L2

p,e
= π

N−1
2 , it follows that the set

{ ek

π
N−1

2
, k ∈ N

N−1} forms a complete orthonormal basis of L2
p,e. Moreover, Hσ

p,e ⊂ L2
p,e

is characterized as the subspace of all functions v ∈ L2
p,e such that

∑

k∈NN−1

(1 + |k|2)σ〈v, ek〉
2
L2
p,e

< ∞.

Therefore, Hσ
p,e is also a Hilbert space with scalar product

(u, v) 7→
∑

k∈NN−1

(1 + |k|2)σ〈u, ek〉L2
p,e
〈v, ek〉L2

p,e
for u, v ∈ Hσ

p,e. (3.19)

We consider the eigenspaces Vℓ corresponding to the eigenvalues ν(λℓ) of the operator
Lλ, defined as

Vℓ := span {ek : |k| = ℓ} ⊂
⋂

j∈N

Hj
p,e. (3.20)

We also denote their orthogonal L2-complements by

V ⊥
ℓ :=

{
w ∈ L2

p,e :

∫

[−π,π]N−1

v(s)w(s) ds = 0 for every v ∈ Vℓ

}
.

Obviously, by Lemma 3.2,

Lλv = ν(λℓ)v for every v ∈ Vℓ. (3.21)

We note that

V1 ∩XP = V1 ∩ YP = span{v} with v(t) =

N−1∑

i=1

cos(ti). (3.22)

The following proposition contains importants results that we will use for the proof
of Theorem 1.1 in the next section. To apply the implicit function theorem, we will
need the following result.

Proposition 3.3. There exists a unique λ∗ > 0, only depending on α, β and N , such
that the linear operator L∗ := Lλ∗ : XP → YP has the following properties.

(i) The kernel N(L∗) of L∗ is spanned by the function

v ∈ XP , v(t1, . . . , tN−1) = cos(t1) + · · ·+ cos(tN−1). (3.23)

(ii) L∗ : XP ∩ V ⊥
1 → YP ∩ V ⊥

1 is an isomorphism.

Moreover

∂λ

∣∣∣
λ=λ∗

Lλv = ν ′(λ∗)v 6∈ YP ∩ V ⊥
1 . (3.24)

Proof. By Lemma 3.2, there exists a unique λ∗ > 0 such that ν(λ∗) = 0 and ν ′ > 0
on (0,+∞). This with (3.21) and (3.22) imply that N(L∗) = span{v}. This proves (i)
and (3.24).
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To prove (ii) we pick g ∈ YP ∩V ⊥
1 ⊂ L2

p,e. Then by (3.21), the asymptotics (3.9) and
the definition of fractional Sobolev spaces in terms of Fourier coefficients, we deduce
that there exists a unique w ∈ H1+α

p,e with
∫

[−π,π]N−1

v(s)w(s) ds = 0 (3.25)

such that
L∗w = g. (3.26)

By the uniqueness, we also have w(s) = w(p(s)), for every s ∈ R
N−1 and p ∈ P.

We define P : RN−1 → R by

P (s) :=
1

(|s|2 + 4λ2
∗)

(N+α)/2
(3.27)

and

c∗ :=

∫

RN−1

P (s) ds.

Then (3.26) can be written as

PV

∫

RN−1

w(s)− w(s− t)

|t|N+α
dt = c∗w(s) + P ⋆ w(s) +

1

2λ1+α
∗

g(s) for s ∈ R
N−1,

where ⋆ denotes convolution product. This is equivalent to,

(−∆)σw(s)− c∗w(s) = f(s) for s ∈ R
N−1, (3.28)

where σ := 1+α
2

and

f := P ⋆ w +
1

2λ2σ
∗

g. (3.29)

We now use the results in [20] and [28] to prove that w ∈ C1,β(RN−1), β ∈ (α, 1).

We start by proving that P ⋆ w ∈ L∞(RN−1). Remark that the function P defined
in (3.27) belongs to L2(RN−1) to w ∈ H1+α ⊂ L2

locR
N−1).

Let y ∈ [−π, π]N−1. We have

|P ⋆ w(y)| ≤
∑

k∈ZN−1

∫

[−π,π]N−1

P (y − z + 2πk)|w(z)|dz

≤
∑

k∈ZN−1

(∫

[−π,π]N−1

P 2(y − z + 2πk)dz

)1/2

||w||L2([−π,π]N−1).

Since y, z ∈ [−π, π]N−1, it follows that

|y − z + 2πk|2 + 4λ2
∗ ≥ C(N)|k|2, for |k| ≥ 2N,

where C(N) is a positive constant only depending on N .
It is also plain that

|y − z + 2πk|2 + 4λ2
∗ ≥ 4λ2

∗ for all k ∈ Z
N−1.
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Thus

|P ⋆ w(y)| ≤ C(N, λ∗, w, α)

( ∑

k∈ZN−1,|k|<2N

+
∑

k∈ZN−1,|k|≥2N

1

|k|N+α

)
, (3.30)

where C(N, λ∗, w, α) is a positive constant depending on N , α, w and λ∗. The function
P ⋆w being also 2πZN−1-periodic, we deduce from (3.30) that P ⋆ w ∈ L∞(RN−1) and
by [20], it follows that w ∈ C0,β−α(RN−1).

Next, we write (3.31) on the form

(−∆)σw(s) = c∗w(s) + f(s) for s ∈ R
N−1, (3.31)

where f is defined by (3.29). Observe also that P ⋆ w ∈ C0,β−α(RN−1), since P ∈
L1(RN−1). We finally apply [28, Proposition 2.1.8] to get w ∈ C1,β(RN−1), and (3.25)
yields w ∈ XP ∩ V ⊥

1 which completes the proof. �

4. Proof of Theorem 1.1

For τ ∈ R \ {0}, u ∈ O, with ‖u‖L∞(RN−1) <
1

2|τ | , we consider the sets

Eτ
u := Eu +

1

τ
eNZ =

⋃

q∈Z

(
Eu +

(
0, . . . ,

q

τ

))
. (4.1)

We recall that

Eu = {(s, ζ) ∈ R
N−1 × R : |ζ | < u(s)} = {(s, zu(s)) ∈ R

N−1 × R : |z| < 1}.

It is easy to see that HEτ
u
(x+ q

τ
eN) = HEτ

u
(x) for very x ∈ ∂Eu and q ∈ Z. Moreover,

it is clear that in (4.1), we have a disjoint union.

Proposition 4.1. Let τ ∈ R \ {0}, u ∈ O be such that ‖u‖L∞(RN−1) <
1

2|τ | . Then for

every θ ∈ {1,−1} and s ∈ R
N−1 , we have

HEτ
u
(Fu(s, θ)) = H(u)(s)− 2

∑

q∈Z∗

∫

E1

u(s− t) dtdz

{|t|2 + (u(s)− u(s− t)z − q
τ
)2}(N+α)/2

, (4.2)

where Z∗ = Z \ {0}. In particular, if |λ| < 1
2|τ | , then Eτ

λ is a set with constant nonlocal
mean curvature.

Proof. Let s ∈ R
N−1 and θ ∈ {−1, 1}. Then putting x = Fu(s, θ), we then have

HEτ
u
(Fu(s, θ)) = −

2

α

∫

∂Eτ
u

(x− y) · νEτ
u
(y)

|x− y|N+α
dy

= −
2

α

∑

q∈Z

∫

∂Eu

(x− y − q
τ
eN ) · νEu

(y)

|x− y − q
τ
eN |N+α

dy.

This implies that

HEτ
u
(Fu(s, θ)) = H(u)(s)−

2

α

∑

q∈Z∗

∫

∂Eu

(x− y − q
τ
eN ) · νEu

(y)

|x− y − q
τ
eN |N+α

dy.
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Using the fact that

∇y ·
{
(x− y −

q

τ
eN )|x− y −

q

τ
eN |

−(N+α)
}
= α|x− y −

q

τ
eN |

−(N+α)

and the divergence theorem, we get

HEτ
u
(Fu(s, θ)) = H(u)(s)− 2

∑

q∈Z∗

∫

Eu

1

|x− y − q
τ
eN |N+α

dy,

where we have used the fact that y 7→ |x − y − q
τ
eN |

−(N+α) is smooth in Eu for every
x ∈ ∂Eu.
By change of variables y = Fu(s, z) = (s, zu(s)), we deduce that

HEτ
u
(Fu(s, θ)) = H(u)(s)− 2

∑

q∈Z∗

∫

E1

u(s) ds̄dz

|Fu(s, θ)− Fu(s̄, z)−
q
τ
eN |N+α

,

recalling that E1 = {(s, z) ∈ R
N−1 × R : |z| < 1} = R

N−1 × (−1, 1). Since

|Fu(s, θ)− Fu(s̄, z)−
q

τ
eN |

2 = |s− s̄|2 + |u(s)θ − u(s̄)z −
q

τ
|2,

it follows that

HEτ
u
(Fu(s, θ)) = H(u)(s)− 2

∑

q∈Z∗

∫

E1

u(s− t) dtdz

{|t|2 + (u(s)θ − u(s− t)z − q
τ
)2}(N+α)/2

,

where we made the change of variable s = s − t. By the change of variables z → −z
and using that Z∗ = −Z∗, we get

HEτ
u
(Fu(s, θ)) = H(u)(s)− 2

∑

q∈Z∗

∫

E1

u(s− t) dtdz

{|t|2 + (u(s)θ + u(s− t)z + q
τ
)2}(N+α)/2

.

From the two identities above, it is easy to see that

HEτ
u
(Fu(s, 1)) = HEτ

u
(Fu(s,−1)) for every s ∈ R

N−1.

This implies, in particular, that if u ≡ λ, a constant, then Eτ
λ is a CNMC set. �

We will consider in the following of this section, the parameter λ∗ > 0 given by
Proposition 3.3 and we put

τ1 :=
1

6λ∗
.

Then, for all τ ∈ (−τ1, τ1) and u ∈ BXP
(λ∗, λ∗/2) ⊂ O ∩XP , we have

|u(s) + u(s− t)z −
q

τ
| ≥

|q|

2τ1
for all z ∈ [−1, 1] and all s, t ∈ R

N−1. (4.3)

We define the map

H : (−τ1, τ1)×BXP
(λ∗, λ∗/2) → YP ∈ C0,β−α(RN−1)
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given by, for every u ∈ BXP
(λ∗, λ∗/2),

H(τ, u)(s) =






∑

q∈Z∗

∫

E1

u(s− t) dtdz

{|t|2 + (u(s)− u(s− t)z − q/τ)2}
N+α

2

if τ 6= 0,

0 if τ = 0.

This implies that, for every τ ∈ (−τ1, τ1) \ {0}, u ∈ BXP
(λ∗, λ∗/2), θ ∈ {−1, 1} and

s ∈ R
N−1,

HEτ
u
(Fu(s, θ)) = H(u)(s)− 2H(τ, u)(s). (4.4)

In the following result, we prove regularity estimates for the map H.

Proposition 4.2. The maps H is of class C1 on (−τ1, τ1)×BXP
(λ∗, λ∗/2). Moreover

there exists a constant c = c(N,α, β) > 0 such that for every u ∈ BXP
(λ∗, λ∗/2) and

τ ∈ (−τ1, τ1),

‖H(τ, u)‖C0,β−α(RN−1) ≤ c|τ |1+α. (4.5)

In addition, for every v ∈ XP

DuH(τ, u)[v](s) = −
∑

q∈Z∗

∫

RN−1

v(s)− v(s− t)

(|t|2 + (u(s)− u(s− t)− q/τ)2)
N+α

2

dt

+
∑

q∈Z∗

∫

RN−1

v(s) + v(s− t)

(|t|2 + (u(s) + u(s− t)− q/τ)2)
N+α

2

dt (4.6)

and

‖DuH(τ, u)[v]‖C0,β−α(RN−1) ≤ c‖v‖C1,β(RN−1)|τ |
1+α. (4.7)

Proof. By (4.3), it is easy to see that H(τ, u) is of class C∞ in (−τ1, τ1) \ {0} ×
BXP

(λ∗, λ∗/2). Also by (4.3), there exists a constant c > 0, such that for every
u ∈ BXP

(λ∗, λ∗/2), τ ∈ (−τ1, τ1) and s ∈ R
N−1,

|H(τ, u)(s)| ≤ c
∑

q∈Z∗

∫

RN−1

dt

{|t|2 + q2

τ2
}

N+α
2

‖u‖C1,β(RN−1)

≤ c|τ |1+α
∑

q∈Z∗

|q|−1−α‖u‖C1,β(RN−1)

≤ c|τ |1+α‖u‖C1,β(RN−1).

In addition, by the mean value property, we also have

|H(τ, u)(s)−H(τ, u)(s)| ≤ c|τ |1+α|s− s|+ c|s− s|
∑

q∈Z∗

∫

RN−1

|q|
|τ |dt

{|t|2 + q2

τ2
}

N+2+α
2

≤ c|s− s||τ |1+α.

We therefore get

‖H(τ, u)‖C0,β−α(RN−1) ≤ c|τ |1+α. (4.8)
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Now, letting Vε = u+ εv, we have

DuH(τ, u)[v](s) =
dH(τ, u)(Vε)

dε

∣∣∣
ε=0

(s) =
∑

q∈Z∗

∫

RN−1

v(s− t)

∫ 1

−1

G(z) dzdt

−
∑

q∈Z∗

∫

RN−1

∫ 1

−1

{v(s)− v(s− t)z}G′(z)dzdt,

(4.9)

where

G(z) =
1

(|t|2 + (u(s)− u(s− t)z − q/τ)2)
N+α

2

,

which satisfies

G′(z) = (N + α)
u(s− t)(u(s)− u(s− t)z − q/τ)

(|t|2 + (u(s)− u(s− t)z − q/τ)2)
N+2+α

2

.

Using integration by parts in the last integral of (4.9), we deduce that

DuH(τ, u)[v](s) = −
∑

q∈Z∗

∫

RN−1

(
{v(s)− v(s− t)}G(1) + {v(s) + v(s− t)}G(−1)

)
dt

= −
∑

q∈Z∗

∫

RN−1

v(s)− v(s− t)

(|t|2 + (u(s)− u(s− t)− q/τ)2)
N+α

2

dt

+
∑

q∈Z∗

∫

RN−1

v(s) + v(s− t)

(|t|2 + (u(s) + u(s− t)− q/τ)2)
N+α

2

dt.

This gives (4.6). Moreover, it is easy to derive, from the above expression of DuH(τ, u)
and similar arguments as above, the estimate

‖DuH(τ, u)[v]‖C0,β−α(RN−1) ≤ c‖v‖C1,β(RN−1)|τ |
1+α.

This and (4.8), imply that H is of class C1 in (−τ1, τ1)× BXP
(λ∗, λ∗/2). �

We are now in position to complete the proof of Theorem 1.1. The argument we use
is inspired by the proof of the Crandall-Rabinowitz bifurcation theorem, [12, 13].

Proof of Theorem 1.1 completed. Our aim is to solve the equation

H(λ+ ϕ)− 2H(τ, λ+ ϕ) = H(λ)− 2H(τ, λ) on YP , (4.10)

For this, we define the map Ψ : (−τ1, τ1) × (3λ∗/4, 5λ∗/4) × BXP
(0, λ∗/4) → YP ,

given by
Ψ(τ, λ, ϕ) := λ1+α {H(λ+ ϕ)− 2H(τ, λ+ ϕ)}

and
Ψ(τ, λ, ϕ) := Ψ(τ, λ, ϕ)−Ψ(τ, λ, 0)

so that (4.10) becomes equivalent to

Ψ(τ, λ, ϕ) = 0 on YP . (4.11)
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It is clear that Ψ and Ψ are of class C1 by Proposition 4.2. We shall use the Implicit
Function Theorem to find a solution of the form

ϕ(s) = b(v(s) + v(s)),

where v is defined in (3.22). We will apply this theorem to the new C1-map

f : (−τ1, τ1)× (−β∗, β∗)× (3λ∗/4, 5λ∗/4)×BXP
(0, γ∗) ∩ (XP ∩ V ⊥

1 ) → YP ,

given by

f(τ, b, λ, v) :=






Ψ(τ, λ, b(v + v))

b
if b 6= 0

DϕΨ(τ, λ, 0)(v + v) if b = 0,

where

γ∗ := ‖v‖C1,β(RN−1) and β∗ :=
λ∗

8γ∗
.

Observe that

Ψ(0, λ, ϕ) = λ1+α [H(λ+ ϕ)−H(λ)] .

and

f(0, 0, λ, v) = DϕΨ(0, λ, 0)(v + v) = λ1+αDH(λ)(v + v) = Lλ(v + v).

In fact, we have the following properties of the map f :

1. f(0, 0, λ∗, 0) = Lλ∗(v) = 0.
2. The differential of (λ, v) 7→ f(0, 0, λ, v) at (λ∗, 0) is the mapping

G : R× (XP ∩ V ⊥
1 ) → YP , (γ, z) 7→ Lλ∗(z) + γ∂λ

∣∣∣
λ=λ∗

Lλv = Lλ∗(z) + γν ′(λ∗)v,

where we have used (3.24). The mapping G is an isomorphism by Proposition
3.3 and its inverse is given by

y 7→

(
(y, v)

ν ′(λ∗)||v||2
, L−1

λ∗

[
y −

(y, v)

||v||2
v

])
.

We apply the implicit function theorem to get the existence of positives constants
τ0, b0 > 0, only depending on α, β, λ∗, and unique C1 curves

(−τ0, τ0)× (−b0, b0) → (0,∞)× (XP ∩ V ⊥
1 ), (τ, b) 7→ (λτ,b, vτ,b)

such that for every (τ, b) ∈ (−τ0, τ0)× (−b0, b0) and b 6= 0,

Ψ(τ, λτ,b, b(v + vτ,b)) = 0. (4.12)
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Now, for b 6= 0 and s ∈ R
N−1

f(τ, b, λ∗, 0)(s) =
Ψ(τ, λ, bv)

b
(s)

=

∫ 1

0

DϕΨ(τ, λ∗, b̺v)[v](s) d̺

= λ1+α
∗

∫ 1

0

{DH(λ∗ + ̺bv)[v](s)− 2DuH(τ, λ∗ + ̺bv)[v](s)} d̺.

Therefore by Proposition 3.1 and Proposition 4.2, we get

‖f(τ, b, λ∗, 0)‖C0,β−α(RN−1) ≤ c(|τ |1+α + |b|).

It then follows that

|λτ,b − λ∗|+ ‖vτ,b‖C1,β(RN−1) ≤ c(|τ |1+α + |b|).

Finaly, letting wτ,b := λτ,b + b(v + vτ,b), we thus get properties (i)-(iii) of Theorem 1.1.

Finally, notice that (4.12) yields in particular,

λ0,0 = λ∗ and v0,0 = 0.

Moreover, puting λb := λ0,b, vb := v0,b and ub := λb + b(v+ vb), we get with (4.10)
that

H [λb + b(v + vb)] = H(λb) on YP , (4.13)

which shows that for all b ∈ (−b0, b0), the domains

Eub
= {(s, z) ∈ R

N−1 × R : |z| < ub(s)}

are constant nonlocal mean curvature sets, with

HEub
(x) = HEλ(b)

for every x ∈ ∂Eub
.

The proof of Corollary 1.2 is also completed.

5. Regularity of the NMC operator

The purpose of this section is to prove the regularity of the NMC operator and to
derive the result of Proposition 3.1.

The proof of the diffrentiability of the NMC operator is inspired by [6]. In [6] and [8],
the linearized NMC operators were computed only at constant functions. Here, our
arguments allow for the computation of the linearized operator at any function. We
believe that this might be of interest for the study of certain qualitatives of our CNMC
hypersurfaces, e.g. the stability or global bifurcation branch.
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We recall that

−
α

2
H(u)(s) =

∫

RN−1

u(s)− u(s− t)− t · ∇u(s− t)

{|t|2 + (u(s)− u(s− t))2}(N+α)/2
dt (5.1)

−

∫

RN−1

u(s) + u(s− t) + t · ∇u(s− t)

{|t|2 + (u(s) + u(s− t))2}(N+α)/2
dt.

We will need to consider the family of maps Hε : O → C0,β−α(RN−1), for ε ≥ 0, given
by

−
α

2
Hε(u)(s) =

∫

RN−1

u(s)− u(s− t)− t · ∇u(s− t)

{|t|2 + (u(s)− u(s− t))2 + ε2}(N+α)/2
dt (5.2)

−

∫

RN−1

u(s) + u(s− t) + t · ∇u(s− t)

{|t|2 + (u(s) + u(s− t))2 + ε2}(N+α)/2
dt.

Here, we notice that by a change of variables formula (see e.g. the proof of Lemma
2.1), we have

−
α

2
Hε(u)(s) =

∫

∂Eu

(x− y) · νEu
(y)

(|x− y|2 + ε2)(N+α)/2
dy for x = (s, u(s)) = Fu(s, 1). (5.3)

We make the obvious observation that to prove the regularity of H , it suffices to
consider δ > 0 and to prove the regularity of

Hε : Oδ → C0,β−α(RN−1), where Oδ :=

{
u ∈ C1,β(RN−1) : inf

RN−1
u > δ

}
,

for every ε ≥ 0. We will prove uniform estimates (with respect to ε) for the higher
derivatives of Hε. This will allow us to get the general expression for first derivative of
H in Proposition 3.1. This will be completed in Section 5.1 below.

We fix some notations that will be used throughout this section. For i = 1, 2, 3, 4,
we define the maps Λi : C

1,β(RN−1)× R
N−1 × R

N−1 → R, by

Λ1(ϕ, s, t) =
ϕ(s)− ϕ(s− t)

|t|
=

∫ 1

0

∇ϕ(s− ρt) ·
t

|t|
dρ,

Λ2(ϕ, s, t) = Λ1(ϕ, s, t)−∇ϕ(s− t) ·
t

|t|
=

∫ 1

0

(∇ϕ(s− ρt)−∇ϕ(s− t)) ·
t

|t|
dρ, (5.4)

Λ3(ϕ, s, t) = ϕ(s) + ϕ(s− t) (5.5)

and
Λ4(ϕ, s, t) = ϕ(s) + ϕ(s− t) + t · ∇ϕ(s− t). (5.6)

Therefore (5.2), becomes

−
α

2
Hε(u)(s) =

∫

RN−1

Λ2(u, s, t)

|t|N−1+α{1 + Λ1(u, s, t)2 + |t|−2ε2}(N+α)/2
dt (5.7)

−

∫

RN−1

Λ4(u, s, t)

{|t|2 + Λ3(u, s, t)2 + ε2}(N+α)/2
dt.
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We observe that for every s, s, t ∈ R
N−1, we have

|Λ2(ϕ, s, t)| ≤ 2‖ϕ‖C1,β(RN−1) min(|t|β, 1) (5.8)

and also
|Λ2(ϕ, s, t)− Λ2(ϕ, s, t)| ≤ 2‖ϕ‖C1,β(RN−1) min(|t|β, |s− s|β). (5.9)

Note also that for every s, s, t ∈ R
N−1 and i = 1, 3, 4, we have

∣∣Λi(ϕ, s, t)
2 − Λi(ϕ, s, t)

2
∣∣ ≤ 2‖ϕ‖2C1,β(RN−1)|s− s|β (5.10)

and ∣∣Λi(ϕ, s, t)
2 − Λi(ϕ, s,−t)2

∣∣ ≤ 2‖ϕ‖2C1,β(RN−1)min(|t|β, 1). (5.11)

For ̺ > −N , we let K̺,ε,K̺,ε : C
1,β(RN−1)× R

N−1 × R
N−1 → R be defined by

K̺,ε(u, s, t) =
1

(1 + Λ1(u, s, t)2 + |t|−2ε2)(N+̺)/2
(5.12)

and

K̺,ε(u, s, t) =
1

(
|t|2 + Λ3(u, s, t)

2 + ε2
)(N+̺)/2

, (5.13)

in such a way that

−
α

2
Hε(u)(s) =

∫

RN−1

Λ2(u, s, t)

|t|N−1+α
Kα,ε(u, s, t)dt−

∫

RN−1

Λ4(u, s, t)Kα,ε(u, s, t)dt. (5.14)

Using this expression (5.14), we shall show that Hε : Oδ → C0,β−α(RN−1) is of class
C∞ for every δ > 0 and ε ≥ 0.

For a finite set N , we let |N | denote the length (cardinal) ofN . It will be understood
that |∅| = 0. Let Z be a Banach space and U a nonempty open subset of Z. If
T ∈ Ck(U,R) and u ∈ U , then DkT (u) is a continuous symmetric k-linear form on Z
whose norm is given by

‖DkT (u)‖ = sup
u1,...,uk∈Z

|DkT (u)[u1, . . . , uk]|∏k
j=1 ‖uj‖Z

.

If L : Z → R is a linear map, we have

D|N |(LT )(u)[ui]i∈N = L(u)D|N |T (u)[ui]i∈N +
∑

j∈N

L(uj)D
|N |−1T (u)[ui]i∈N

i 6=j
. (5.15)

We let T be as above, V ⊂ R open with T (U) ⊂ V and g : V → R be a k-times
differentiable map. The Faá de Bruno formula states that

Dk(g ◦ T )(u)[u1, . . . , uk] =
∑

Π∈Pk

g(|Π|)(T (u))
∏

P∈Π

D|P |T (u)[uj]j∈P , (5.16)

for u, u1, . . . , uk ∈ U , where Pk denotes the set of all partitions of {1, . . . , k}, see
e.g. [24].
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For a function u : RN−1 → R, we use the notation

[u; s, r] := u(s)− u(r) for s, r ∈ R
N−1,

and we note the obvious equality

[uv; s, r] = [u; s, r]v(s) + u(r)[v; s, r] for u, v : RN−1 → R, s, r ∈ R
N−1. (5.17)

We first give some estimates related to the kernel K̺,ε and K̺,ε above.

Lemma 5.1. Let k ∈ N, δ > 0, ̺ > −N and β ∈ (0, 1).

(i) There exists a constant c = c(̺, β, k,N) > 1 such that for all ε ≥ 0, s, r, t ∈
R

N−1 and u ∈ C1,β(RN−1), we have

‖Dk
uK̺,ε(u, s, t)‖ ≤ c(1 + ‖u‖C1,β(RN−1))

c, (5.18)

‖[Dk
uK̺,ε(u, ·, t); s, r]‖ ≤ c(1 + ‖u‖C1,β(RN−1))

c |s− r|β (5.19)

and

|K̺,ε(u, s, t)−K̺,ε(u, s,−t)| ≤ c(1 + ‖u‖cC1,β(RN−1))min(|t|β, 1). (5.20)

(ii) There exists c = c(̺, β, k, δ, N) > 1 such that for all ε ≥ 0, s, r, t ∈ R
N−1 and

u ∈ Oδ, we have

‖Dk
uK̺,ε(u, s, t)‖ ≤

c(1 + ‖u‖C1,β(RN−1))
c

(1 + |t|2)(N+̺)/2
, (5.21)

‖[Dk
uK̺,ε(u, ·, t); s, r]‖ ≤

c(1 + ‖u‖C1,β(RN−1))
c |s− r|β

(1 + |t|2)(N+̺)/2
. (5.22)

Proof. Throughout this proof, the letter c stands for different constants greater than
one and depending only on ̺, β, k and δ. Since all the estimates trivially holds true for
k = 0, we will assume in the following that k ≥ 1. We define

Q : C1,β(RN−1)× R
N−1 × R

N−1 → R, Q(u, s, t) = Λ1(u, s, t)
2 + |t|−2ε2

and

g̺ ∈ C∞(R+,R), g̺(x) = (1 + x)−(N+̺)/2,

so that

K̺,ε(u, s, t) = g̺ (Q(u, s, t)) .

By (5.11), we then have
∣∣∣K̺,ε(u, s, t)−K̺,ε(u, s,−t)

∣∣∣ = |g̺(Q(u, s, t))− g̺(Q(u, s,−t))|

=
N + ̺

2

∣∣∣∣
∫ 1

0

Q(u, s, t)−Q(u, s,−t)

(1 + τQ(u, s, t) + (1− τ)Q(u, s,−t))(N+̺+2)/2
dτ

∣∣∣∣

≤ c‖u‖2C1,β(RN−1) min(|t|β, 1).

This gives (5.20).
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By (5.16) and recalling that Q is quadratic in u, we have

Dk
uK̺,ε(u, s, t)[u1, . . . , uk]

=
∑

Π∈P2
k

g(|Π|)
̺ (Q(u, s, t))

∏

P∈Π

D|P |
u Q(u, s, t)[uj]j∈P , (5.23)

where P2
k denotes the set of partitions Π of {1, . . . , k} such that 1 ≤ |P | ≤ 2 for every

P ∈ Π. Hence by (5.17) we have
[
Dk

uK̺,ε(u, ·, t)[u1, . . . , uk]; s, r
]

(5.24)

=
∑

Π∈P2
k

[
g(|Π|)
̺ (Q(u, ·, t)); s, r

] ∏

P∈Π

D|P |
u Q(u, s, t)[uj]j∈P

+
∑

Π∈P2
k

g(|Π|)
α (Q(u, r, t))

[∏

P∈Π

D|P |
u Q(u, ·, t)[uj]j∈P ; s, r

]
.

For P ∈ Π with 1 ≤ |P | ≤ 2, by using inductively (5.17) and (5.10), we find that

|[D|P |
u Q(u, ·, t)[uj]j∈P ; s, r]|

≤ c(1 + ‖u‖2C1,β(RN−1))|s− r|β
∏

j∈P

‖uj‖C1,β(RN−1) (5.25)

and

|D|P |
u Q(u, s, t)[uj]j∈P | ≤ c(1 + ‖u‖2C1,β(RN−1))

∏

j∈P

‖uj‖C1,β(RN−1). (5.26)

For ℓ ∈ N and x > 0, we have

g(ℓ)̺ (x) = (−1)ℓ2−ℓ
ℓ−1∏

i=0

(N + ̺+ 2i)(1 + x)−
N+̺+2ℓ

2 .

Consequently, for every u ∈ Oδ, using (5.25), we have the estimates

|
[
g(ℓ)̺,ε(Q(u, ·, t)); s, r

]
|

≤

∣∣∣∣[Q(u, ·, t); s, r]

∫ 1

0

g(ℓ+1)
̺ (τQ(u, s, t) + (1− τ)Q(u, r, t))dτ

∣∣∣∣

≤ c(1 + ‖u‖C1,β(RN−1))
c|s− r|β (5.27)

and

|g(ℓ)̺ (Q(u, ·, t, p))| ≤ 1 (5.28)

for ℓ = 1, . . . , k. Therefore by (5.24), (5.25), (5.26), (5.27) and (5.28), we obtain

|
[
Dk

uK̺,ε(u, ·, t)[u1, . . . , uk]; s, r
]
| ≤ c(1 + ‖u‖C1,β(RN−1))

c |s− r|β
k∏

i=1

‖ui‖C1,β(RN−1).
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This yields (5.19). Furthermore we easily deduce from (5.23), (5.26) and (5.28) that

|Dk
uK̺,ε(u, s, t)[u1, . . . , uk]| ≤ c(1 + ‖u‖C1,β(RN−1))

c

k∏

i=1

‖ui‖C1,β(RN−1),

yielding (5.18). The proof of (i) is completed.
We now prove (ii). We define

Q : C1,β(RN−1)× R
N−1 × R

N−1 → R, Q(u, s, t) = |t|2 + Λ3(u, s, t)
2 + ε2

and

g̺ ∈ C∞(R+,R), g̺(x) = x−(N+̺)/2,

so that

K̺,ε(u, s, t) = g̺
(
Q(u, s, t)

)
.

By (5.16) and recalling that Q is quadratic in u, we have

Dk
uK̺,ε(u, s, t)[u1, . . . , uk]

=
∑

Π∈P2
k

g(|Π|)
̺ (Q(u, s, t))

∏

P∈Π

D|P |
u Q(u, s, t)[uj]j∈P , (5.29)

Hence by (5.17) we have
[
Dk

uKα(u, ·, t)[u1, . . . , uk]; s, r
]

(5.30)

=
∑

Π∈P2
k

[
g(|Π|)
̺ (Q(u, ·, t)); s, r

] ∏

P∈Π

D|P |
u Q(u, s, t)[uj]j∈P

+
∑

Π∈P2
k

g(|Π|)
̺ (Q(u, r, t))

[∏

P∈Π

D|P |
u Q(u, ·, t)[uj]j∈P ; s, r

]
.

For P ∈ Π with 1 ≤ |P | ≤ 2, by using inductively (5.17) and (5.10), we find that

|[D|P |
u Q(u, ·, t, p)[uj]j∈P ; s, r]|

≤ c(1 + ‖u‖2C1,β(RN−1))(1 + |t|2)|s− r|β
∏

j∈P

‖uj‖C1,β(RN−1) (5.31)

and

|D|P |
u Q(u, s, t)[uj]j∈P | ≤ c(1 + ‖u‖2C1,β(RN−1))(1 + |t|2)

∏

j∈P

‖uj‖C1,β(RN−1). (5.32)

For ℓ ∈ N and x > 0, we have

g(ℓ)̺ (x) = (−1)ℓ2−ℓ

ℓ−1∏

i=0

(N + ̺+ 2i)x−N+̺+2ℓ
2 .
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Consequently, for every u ∈ Oδ, using (5.31), we have the estimates

|
[
g(ℓ)̺ (Q(u, ·, t)); s, r

]
|

≤

∣∣∣∣[Q(u, ·, t); s, r]

∫ 1

0

g(ℓ+1)
α (τQ(u, s, t) + (1− τ)Q(u, r, t))dτ

∣∣∣∣

≤ c(1 + ‖u‖2C1,β(RN−1)) |s− r|β(1 + |t|2)(|t|2 + δ2)−
N+̺+2ℓ+2

2

≤ c(1 + ‖u‖C1,β(RN−1))
c |s− r|β

(1 + |t|2)
N+̺+2ℓ

2

(5.33)

and

|g(ℓ)̺ (Q(u, ·, t))| ≤
c

(1 + |t|2)(N+̺+2ℓ)/2
(5.34)

for ℓ = 0, . . . , k. Therefore by (5.30), (5.31), (5.32), (5.33) and (5.34), we obtain

|
[
Dk

uK̺,ε(u, ·, t)[u1, . . . , uk]; s, r
]
|

≤ c(1 + ‖u‖C1,β(RN−1))
c|s− r|β

∑

Π∈P2
k

1

(1 + |t|2)
N+̺+2|Π|

2

∏

P∈Π

(1 + |t|2)
∏

j∈P

‖uj‖C1,β(RN−1)

=
c(1 + ‖u‖C1,β(RN−1))

c |s− r|β

(1 + |t|2)(N+̺)/2

∑

Π∈P2
k

∏

P∈Π

∏

j∈P

‖uj‖C1,β(RN−1).

We then conclude that

|
[
Dk

uK̺,ε(u, ·, t)[u1, . . . , uk]; s, r
]
| ≤

c(1 + ‖u‖C1,β(RN−1))
c |s− r|β

(1 + |t|2)(N+̺)/2

k∏

i=1

‖ui‖C1,β(RN−1).

This yields (5.22). Furthermore we easily deduce from (5.29), (5.32) and (5.34) that

|Dk
uK̺,ε(u, s, t)[u1, . . . , uk]| ≤

c(1 + ‖u‖C1,β(RN−1))
c

(1 + |t|2)(N+̺)/2

k∏

i=1

‖ui‖C1,β(RN−1),

completing the proof of (ii). �

As in [6], we provide estimates for the candidates to be the derivatives of H . Indeed,
letting

Mε(u, s, t) =
1

|t|N−1+α
Λ2(u, s, t)Kα,ε(u, s, t), M ε(u, s, t) = Λ4(u, s, t)Kα,ε(u, s, t),

(5.35)
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then by (5.15), if k ≥ 1, we get

Dk
uMε(u, s, t)[ui]i∈{1,...,k} =

1

|t|N−1+α
Λ2(u, s, t)D

k
uKα,ε(u, s, t)[ui]i∈{1,...,k}

+
k∑

j=1

1

|t|N−1+α
Λ2(uj, s, t)D

k−1
u Kα,ε(u, s, t)[ui]i∈{1,...,k}

i 6=j

(5.36)

and

Dk
uM ε(u, s, t)[ui]i∈{1,...,k} = Λ4(u, s, t)D

k
uKα,ε(u, s, t)[ui]i∈{1,...,k}

+
k∑

j=1

Λ4(uj, s, t)D
k−1
u Kα,ε(u, s, t)[ui]i∈{1,...,k}

i 6=j
. (5.37)

Here, we used that u 7→ Λ2(u, ·, ·) and u 7→ Λ4(u, ·, ·) are linear, see (5.4) and (5.6).
Now our aim is to provide estimates for s 7→

∫
RN−1 D

k
uMε(u, s, t)[ui]i∈{1,...,k}(s)dt and

s 7→
∫
RN−1 D

k
uM ε(u, s, t)[ui]i∈{1,...,k}(s)dt, from which the regularity of Hε will follow,

and

−
α

2
DkHε(u)(s) =

∫

RN−1

DkMε(u, s, t)dt+

∫

RN−1

DkMε(u, s, t)dt.

These estimates will be uniform with respect to ε, since it will be need to get the
expression of the derivatives of H stated in Proposition 5.6.
We will need the following technical result.

Lemma 5.2. Let N ≥ 2, k ∈ N, δ > 0, and α, β ∈ (0, 1). Then there exists a constant
c = c(α, β, k, δ, N) > 1 such that for all ε ≥ 0, s, r, t ∈ R

N−1 and u ∈ C1,β(RN−1), we
have

|Dk
uMε(u, s, t)[ui]i∈{1,...,k}| ≤ c(1 + ‖u‖C1,β(RN−1))

cmin(|t|β, 1)

|t|N−1+α

k∏

i=1

‖ui‖C1,β(RN−1),

(5.38)

|[Dk
uMε(u, ·, t)[ui]i∈{1,...,k}; s, r]| ≤ c(1 + ‖u‖C1,β(RN−1))

c ×

(min(|t|β, |s− r|β)

|t|N−1+α
+

min(|t|β, 1)|s− r|β

|t|N−1+α

) k∏

i=1

‖ui‖C1,β(RN−1), (5.39)

|Dk
uM ε(u, s, t)[ui]i∈{1,...,k}| ≤ c(1 + ‖u‖C1,β(RN−1))

c min(|t|β, 1)

(1 + |t|2)(N+α)/2

k∏

i=1

‖ui‖C1,β(RN−1)

(5.40)
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and

|[Dk
uM ε(u, ·, t)[ui]i∈{1,...,k}; s, r]| ≤ c(1 + ‖u‖C1,β(RN−1))

c ×

min(|t|β, 1)|s− r|β

(1 + |t|2)(N+α)/2

k∏

i=1

‖ui‖C1,β(RN−1). (5.41)

Proof. By (5.8) and Lemma 5.1(i), the estimate (5.38) follows. Using inductively (5.17),
the estimates (5.8), (5.9) and Lemma 5.1(i), we get (5.39). By similar arguments, the
proof of (5.40) and (5.41) follow from Lemma 5.1(ii), (5.10) and (5.17). �

We prove estimates for all possible candidates for the derivatives of Hε.

Lemma 5.3. Let N ≥ 2, δ > 0, α ∈ (0, 1), β ∈ (α, 1), ε ≥ 0, u ∈ Oδ and k ∈ N. For
u1, . . . , uk ∈ C1,β(RN−1), we define the functions Fε,Fε : R

N−1 → R by

Fε(s) =

∫

RN−1

DkMε(u, s, t)dt

and

Fε(s) =

∫

RN−1

DkMε(u, s, t)dt.

Then Fε ∈ C0,β−α(RN−1) and F ε ∈ C0,β(RN−1). Moreover, there exists a constant
c = c(α, β, k, δ, N) > 1 such that for every ε ≥ 0,

‖Fε‖C0,β−α(RN−1) ≤ c(1 + ‖u‖C1,β(RN−1))
c

k∏

i=1

‖ui‖C1,β(RN−1) (5.42)

and

‖F ε‖C0,β(RN−1) ≤ c(1 + ‖u‖C1,β(RN−1))
c

k∏

i=1

‖ui‖C1,β(RN−1). (5.43)

Proof. Throughout this proof, the letter c stands for different constants greater than
one and depending only on α, β, k, δ and N . By (5.38), for every s ∈ R

N−1,

|Fε(s)| ≤ c(1 + ‖u‖C1,β(RN−1))
c‖u‖C1,β(RN−1)

k∏

i=1

‖ui‖C1,β(RN−1). (5.44)

By (5.39), we have

|[Fε; s, r]| ≤ c(1 + ‖u‖C1,β(RN−1))
c

k∏

i=1

‖ui‖C1,β(RN−1) × (5.45)

∫

RN−1

{
min(|t|β, |s− r|β) + min(|t|β, 1)|s− r|β

}
|t|−(N−1)−αdt.
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Assuming |s− r| ≤ 1, then using polar coordinates t = ρθ, with θ ∈ SN−2, we get
{∫

|t|≤|s−r|

+

∫

|t|≥|s−r|

}{
min(|t|β, |s− r|β) + min(|t|β, 1)|s− r|β

}
|t|−N+1−αdt

≤|SN−2|

∫ |s−r|

0

ρβ−α−1dρ+ |SN−2||s− r|β
∫ +∞

|s−r|

ρ−1−αdρ

≤c|s− r|β−α.

Using this in (5.45), we then conclude that

|[Fε; s, r]| ≤ c(1 + ‖u‖C1,β(RN−1))
c |s− r|β−α

k∏

i=1

‖ui‖C1,β(RN−1). (5.46)

Letting |s− r| ≥ 1, we have, by (5.44)

|[Fε; s, r]| ≤ 2 ‖ Fε ‖L∞(RN−1)

≤ c(1 + ‖u‖C1,β(RN−1))
c|s− r|β−α

k∏

i=1

‖ui‖C1,β(RN−1). (5.47)

(5.46) and (5.47) together with (5.44) give (5.42).
To prove (5.43), we just integrate the inequality in (5.41) and (5.40) on R

N−1. �

We are now in position to prove that Hε : Oδ → C0,β−α(RN−1) given by (5.2) is
smooth.

Proposition 5.4. For every ε ≥ 0 and δ > 0, the map Hε : Oδ ⊂ C1,β(RN−1) →
C0,β−α(RN−1) defined by (5.2) is of class C∞, and for every k ∈ N, we have

−
α

2
DkHε(u)(s) =

∫

RN−1

DkMε(u, s, t)dt−

∫

RN−1

DkMε(u, s, t)dt, (5.48)

where Mε and Mε are defined in (5.35). Moreover, there exists a positive constant
c = (α, β, δ, N) > 1 such that for every ε ≥ 0,

‖DkHε(u)‖C0,β−α(RN−1) ≤ c(1 + ‖u‖C1,β(RN−1))
c. (5.49)

Proof. With Lemma 5.3 at hand, it suffices to follows precisely the arguments in [6] to
get the desired result, we skip the details. �

As a consequence of this result, we have

Corollary 5.5. Let k ∈ N, u ∈ O, u1, . . . , uk ∈ C1,β(RN−1). Then, for every s ∈ R
N−1,

the map ε 7→ DkHε(u)[u1, . . . , uk](s) is continuous on [0, 1], andDkH0(u)[u1, . . . , uk](s) =
DkH(u)[u1, . . . , uk](s).

Proof. The continuity of the map ε 7→ DkHε(u)[u1, . . . , uk](·) follows from Lemma
5.2 and the dominated convergence theorem. The last statement is an immediate
consequence of (5.48), Lemma 5.2 and the dominated convergence theorem.

�
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5.1. The derivative of the NMC operator. The aim of this section is to complete
the proof of Proposition 3.1 by computing the derivatives of the NMC operator H . To
do so, we need to recall the expression of the NMC of a set E, in terms of principal
integral,

HE(x) = PV

∫

RN

τEc
u
(y)

|x− y|N+α
dy = lim

ε→0

∫

|x−y|≥ε

τEc
u
(y)

|x− y|N+α
dy,

for every x ∈ ∂E, where as before

τEc(y) := 1Ec(y)− 1E(y),

with 1A denotes the characteristic function of A and Ec := R
N \E. While we used the

geometric expression to derive the regularity of the NMC operator (1.2), we find more
convenient to use PV integral form to compute the full expressions of the linearzied
operator about nonconstant functions.

Lemma 5.6. For every λ > 0, u ∈ O and v, w ∈ C1,β(RN−1), we have

DH(u)[v](s) = 2PV

∫

RN−1

v(s)− v(s− t)

(|t|2 + (u(s)− u(s− t))2)
N+α

2

dt

− 2

∫

RN−1

v(s) + v(s− t)

(|t|2 + (u(s) + u(s− t))2)
N+α

2

dt. (5.50)

Proof. We consider Hε defined by (5.2). Then recalling (5.3), we have

Hε(u)(s) = −
2

α

∫

∂Eu

(x− y) · νEu
(y)

(|x− y|2 + ε2)(N+α)/2
dy for x = (s, u(s)) = Fu(s, 1).

For ̺, ε > 0, we consider the map hε,̺ : O → L∞(RN−1) given by

hε,̺(u)(s) =

∫

RN

τEc
u
(y)

(|x− y|2 + ε2)
N+̺

2

dy =

∫

RN

τEc
u
(y)

(|(s, u(s))− y|2 + ε2)
N+̺

2

dy,

with x = (s, u(s)) = Fu(s, 1). For ε > 0, we have that

∇y ·
x− y

(|x− y|2 + ε2)(N+α)/2
=

α

(|x− y|2 + ε2)(N+α)/2
−

(N + α)ε2

(|x− y|2 + ε2)(N+2+α)/2
.

Multiplying this equality by τEc
1
, integrating on R

N and using the divergence theorem,
we get

Hε(u)(s) = hε,α(u)(s)−
(N + α)ε2

α
hε,α+2(u)(s). (5.51)

By the change of variables y = u(s̄)z and s̄ = s− t, we obtain

hε,̺(u)(s) =

∫

RN−1

∫

R

τEc
1
(s̄, z)

(|s− s̄|2 + (u(s)− u(s̄)z)2 + ε2)
N+̺

2

u(s̄) dzds̄

=

∫

RN−1

∫

R

τ(−1,1)c(z)

(|t|2 + (u(s)− u(s− t)z)2 + ε2)
N+̺

2

u(s− t) dzdt.
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It is clear that the map hε,̺ : O → C0,β−α(RN−1) is differentiable for every ε, ̺ > 0.
Now letting Vς = u+ ςv, we have

Dhε,̺(u)[v](s) =
dhε,̺(Vς)

dς

∣∣∣
ς=0

(s) =

∫

RN−1

v(s̄)

∫

R

τ(−1,1)c(z)Υε(z) dzdt

−

∫

RN−1

∫

R

τ(−1,1)c(z) {v(s)− v(s− t)z}Υ′
ε(z)dzdt,

(5.52)

where

Υε(z) =
1

(|t|2 + (u(s)− u(s− t)z)2 + ε2)
N+̺

2

.

Using integration by parts in (5.52), we deduce that

Dhε,̺(u)[v](s) = 2

∫

RN−1

(
{−v(s− t)− v(s)}Υε(−1)− {v(s− t)− v(s)}Υε(1)

)
dt.

We then conclude that

Dhε,̺(u)[v](s) = 2

∫

RN−1

v(s)− v(s− t)

(|t|2 + (u(s)− u(s− t))2 + ε2)
N+̺

2

dt

− 2

∫

RN−1

v(s) + v(s− t)

(|t|2 + (u(s) + u(s− t))2 + ε2)
N+̺

2

dt. (5.53)

We define

Γv(s, t) = v(s)−v(s−t), Γv(s, t) = v(s)+v(s−t) for v ∈ C1,β(RN−1), s, t ∈ R
N−1.

Recalling (5.12), (5.13) and (5.5), we have

Dhε,̺(u)[v](s) = 2

∫

RN−1

|t|−N−̺Γv(s, t)K̺,ε(u, s, t)dt− 2

∫

RN−1

Γv(s, t)K̺,ε(u, s, t)dt.

(5.54)

We then deduce from (5.51) and (5.54) that, for every ε > 0,

DHε(u)[v](s) = Dhε,α(u)[v](s)−
(N + α)ε2

α
Dhε,α+2(u)[v](s)

= 2

∫

RN−1

|t|−N−αΓv(s, t)Kα,ε(u, s, t)dt− 2

∫

RN−1

Γv(s, t)Kα,ε(u, s, t)dt (5.55)

−
(N + α)ε2

α

(
2

∫

RN−1

|t|−N+2−αΓv(s, t)Kα+2,ε(u, s, t)dt− 2

∫

RN−1

Γv(s, t)Kα+2,ε(u, s, t)dt

)
.

For ε ∈ (0, 1] and s fixed, we let

Bs,α(ε) := 2

∫

RN−1

|t|−N−αΓv(s, t)Kα,ε(u, s, t)dt− 2

∫

RN−1

Γv(s, t)Kα,ε(u, s, t)dt. (5.56)
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We claim that Bs,α is smooth on (0, 1] and extends continuously at ε = 0, for every

fixed s. Indeed, it is clear that ε 7→
∫
RN−1 Γv(s, t)Kα,ε(u, s, t)dt is smooth on [0, 1] by

the dominated convergence theorem, since u ∈ O. Next, we write

2

∫

RN−1

|t|−N−αΓv(s, t)Kα,ε(u, s, t)dt =

∫

RN−1

|t|−N−α(Γv(s, t) + Γv(s,−t))Kα,ε(u, s, t)dt

+

∫

RN−1

|t|−N−α(Γv(s, t)− Γv(s,−t))Kα,ε(u, s, t)dt.

(5.57)

We then observe that

|Γv(s, t) + Γv(s,−t)| = |v(s+ t)− 2v(s) + v(s− t)|

= |

∫ 1

0

(∇v(s+ ρt) · t−∇v(s− ρt) · t) dρ|

≤ 2‖v‖C1,β(RN−1)min(|t|, |t|1+β). (5.58)

Recalling that β > α, and since Kα,ε(u, s, t) ≤ 1, it then follows from the dominated
convergence theorem that, for every fixed s ∈ R

N−1, the function

ε 7→

∫

RN−1

|t|−N−α(Γv(s, t) + Γv(s,−t))Kα,ε(u, s, t)dt

is smooth on (0, 1] and has a finite limit at ε → 0. Now, we have
∫

RN−1

|t|−N−α(Γv(s, t)− Γv(s,−t))Kα,ε(u, s, t)dt

=
1

2

∫

RN−1

|t|−N−α(Γv(s, t)− Γv(s,−t))(Kα,ε(u, s, t)−Kα,ε(u, s,−t))dt.

Since |Γv(s, t)− Γv(s,−t)| ≤ min(|t|, 1), by (5.20), we have

|(Γv(s, t)− Γv(s,−t))(Kα,ε(u, s, t)−Kα,ε(u, s,−t))| ≤ cmin(|t|β+1, |t|).

Therefore the function ε 7→
∫
RN−1 |t|

−N−α(Γv(s, t)− Γv(s,−t))Kα,ε(u, s, t)dt is smooth
on (0, 1] and also has a finite limit as ε → 0, by the dominated convergence theorem.
The claim is thus proved.

For s ∈ R
N−1 fixed and ε ∈ (0, 1], we now have, see (5.55) and (5.56),

DHε(u)[v](s) = Bs,α(ε) +
ε

α

d

dε
Bs,α(ε)

=
α− 1

α
Bs,α(ε) +

1

α

d

dε
(εBs,α(ε)) .

Integrating this from 0 to ε ∈ (0, 1], we find that
∫ ε

0

DHε(u)[v](s)dε =
α− 1

α

∫ ε

0

Bs,α(ε) dε+
1

α

(
εBs,α(ε)− lim

ε→0
εBs,α(ε)

)
. (5.59)
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From the continuity of Bs,α on [0, 1], we deduce that
∫ ε

0

DHε(u)[v](s)dε =
α− 1

α

∫ ε

0

Bs,α(ε)dε+
1

α
εBs,α(ε).

Dividing this equality by ε and letting ε → 0, we then have

lim
ε→0

DHε(u)[v](s) =
α− 1

α
lim
ε→0

Bs,α(ε) +
1

α
lim
ε→0

Bs,α(ε) = lim
ε→0

Bs,α(ε),

where we have used the continuity of ε 7→ DHε(u)[v](s) on [0, 1], by Corollary 5.5.
Since DHε(u)[v](s) → DH(u)[v](s) as ε → 0 by Corollary 5.5, we thus have

DH(u)[v](s) = lim
ε→0

Bs,α(ε)

= 2 lim
ε→0

∫

RN−1

|t|−N−αΓv(s, t)Kα,ε(u, s, t)dt− 2

∫

RN−1

Γv(s, t)Kα,0(u, s, t)dt

= 2PV

∫

RN−1

v(s)− v(s− t)

(|t|2 + (u(s)− u(s− t))2)
N+α

2

dt− 2

∫

RN−1

v(s) + v(s− t)

(|t|2 + (u(s) + u(s− t))2)
N+α

2

dt.

This completes the proof. �
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