
ar
X

iv
:1

80
4.

02
11

1v
1 

 [
m

at
h.

A
P]

  6
 A

pr
 2

01
8

On the summability of formal solutions of some

linear q-difference-differential equations

Hidetoshi Tahara

Abstract

The paper considers the summability of formal solutions X̂(t, z) =∑
n≥0

Xn(z)t
n of some analytic linear q-difference-differential equations in

the complex domain: the equation is a q-difference equation with respect
to the time variable t and is a partial differential equation with respect to
the space variables z. The discussion is done by using a new framework
of q-Laplace and q-Borel transforms developed by the author.
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1 Introduction

In Tahara [13], the author has introduced a new framework of q-Laplace and
q-Borel transforms. In this paper, we will apply its theory to the problem of
the summability of formal solutions of q-difference-differential equations of the
form (1.1) given below. The strategy of the argument was already explained in
[§8, [13]]: this paper gives a systematic study of the problem of summability.

Let q > 1 be fixed, and let (t, z) = (t, z1, . . . , zd) ∈ C× Cd be the variables.
We define the q-difference operator Dq in t by

Dq(f(t, z)) =
f(qt, z)− f(t, z)

qt− t
.

For α = (α1, . . . , αd) ∈ Nd (with N = {0, 1, 2, . . .}) we write |α| = α1 + · · ·+ αd

and ∂α
z = ∂α1

z1 · · · ∂αd
zd with ∂zi = ∂/∂zi (i = 1, . . . , d).

Let m ∈ N
∗(= {1, 2, . . .}) and σ > 0. In this paper, we consider the linear

q-difference-differential equation

(1.1)
∑

j+σ|α|≤m

aj,α(t, z)(tDq)
j∂α

z X = F (t, z)

This work was supported by JSPS KAKENHI Grant Number JP15K04966.
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under the following assumptions:
(1) aj,α(t, z) (j + σ|α| ≤ m) and F (t, z) are holomorphic functions in a

neighborhood of (0, 0) ∈ Ct × Cd
z ;

(2) (1.1) has a formal power series solution

(1.2) X̂(t, z) =
∑

n≥0

Xn(z)t
n ∈ OR[[t]]

where OR (with R > 0) denotes the set of all holomorphic functions on DR =
{z ∈ Cd ; |zi| < R (i = 1, . . . , d)}.

As to the existence of such a formal solution of (1.1), see Remark 2.4.
Our basic problem is:

Problem 1.1. Under what condition can we get a true solution W (t, z) of
(1.1) which admits X̂(t, z) as a q-Gevrey asymptotic expansion (in the sense of
Definition 1.2 given below) ?

For n ∈ N we write:

[n]q =
qn − 1

q − 1
, [n]q! = [1]q[2]q · · · [n]q.

Of course, [0]q = 0 and [0]q! = 1. For λ ∈ C \ {0} and ǫ > 0 we set

Zλ = {−λ(q − 1)qm ; m ∈ Z},

Zλ,ǫ =
⋃

m∈Z

{t ∈ C ; |t+ λ(q − 1)qm| < ǫ|t|}.

We note that if ǫ > 0 is sufficiently small the set Zλ,ǫ is a disjoint union of closed
disks. For r > 0 we write D∗

r = {t ∈ C ; 0 < |t| < r}. Following Ramis-Zhang
[12] we define:

Definition 1.2. (1) Let X̂(t, z) =
∑

n≥0 Xn(z)t
n ∈ OR[[t]] and let W (t, z) be

a holomorphic function on (D∗
r \Zλ)×DR for some r > 0. We say that W (t, z)

admits X̂(t, z) as a q-Gevrey asymptitoc expansion on (D∗
r \Zλ)×DR, if there

are M > 0 and H > 0 such that

∣

∣

∣

∣

W (t, z)−
N−1
∑

n=0

Xn(z)t
n

∣

∣

∣

∣

≤
MHN

ǫ
[N ]q!|t|

N

holds on (D∗
r \ Zλ,ǫ) × DR for any N = 0, 1, 2, . . . and any sufficiently small

ǫ > 0.
(2) If there is a W (t, z) as above, we say that the formal solution X̂(t, z) is

Gq-summable in the direction λ.

This problem was already solved in Tahara-Yamazawa [14, 15] by using the
framework of q-Laplace and q-Borel transforms developed by Ramis-Zhang [12]
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and Zhang [17]. In this paper, we will give a new proof by using q-Laplace and
q-Borel transforms introduced in [13].

Similar problems are discussed by Zhang [16], Marotte-Zhang [8], Ramis-
Sauloy-Zhang [11] and Dreyfus [1] in the q-difference equations, and by Malek
[6, 7], Lastra-Malek [3, 4] and Lastra-Malek-Sanz [5] in the case of q-difference-
differential equations. But, their equations are different from ours.

In this paper, we use the notations: N = {0, 1, 2, . . .} and N∗ = {1, 2, . . .}.
For an open setW ⊂ Cd we denote by O(W ) the set of all holomorphic functions
on W . For an interval I = (θ1, θ2) ⊂ R we write SI = {ξ ∈ R(C \ {0}) ; θ1 <
arg ξ < θ2}, where R(C \ {0}) denotes the universal covering space of C \ {0}.

2 Main result

For a holomorphic function f(t, z) (6≡ 0) in a neighborhood of (0, 0) ∈ Ct × Cd
z ,

we define the order of the zeros of the function f(t, z) at t = 0 (we denote this
by ordt(f)) by

ordt(f) = min{p ∈ N ; (∂p
t f)(0, z) 6≡ 0 near z = 0}.

If f(t, z) ≡ 0 we set ordt(f) = ∞. For (a, b) ∈ R
2 we write C(a, b) = {(x, y) ∈

R2 ; x ≤ a, y ≥ b}. We set C(a,∞) = ∅. Then, the t-Newton polygon Nt(1.1)
of equation (1.1) is defined by

Nt(1.1) = the convex hull of
⋃

j+σ|α|≤m

C(j, ordt(aj,α))

in R2. Since we are considering (1.1) under the assumption that (1.1) has a
formal solution X̂(t, z) in (1.2), without loss of generality we may assume that

min{ordt(aj,α) ; j + σ|α| ≤ m} = 0.

In this paper, we will consider the equation (1.1) under the following condi-
tions (A1), (A2) and (A3):

(A1) There is an integer m0 such that 0 ≤ m0 < m and

Nt(1.1) = {(x, y) ∈ R
2 ; x ≤ m, y ≥ max{0, x−m0}}.

(A2) The following condition is satisfied:

|α| > 0 =⇒ (j, ordt(aj,α)) ∈ int(Nt(1.1)),

where int(Nt(1.1)) denotes the interior of the set Nt(1.1) in R
2.

(A3) In addition, we have

am0,0(0, 0) 6= 0,
am,0(t, z)

tm−m0

∣

∣

∣

t=0,z=0
6= 0.
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By (A1), we have am,0(t, z) = O(tm−m0 ) (as t −→ 0), and so the second
condition in (A3) makes sense.

The figure of Nt(1.1) is as in Figure 1. In Figure 1, the boundary of Nt(1.1)
consists of a horizontal half-line Γ0, a segment Γ1 and a vertical half-line Γ2,
and ki is the slope of Γi (i = 0, 1, 2). By (A1) we have k1 = 1.

Nt(1, 1)

(m0, 0)

(m,m−m0)

Γ0

Γ1

Γ2

k0 = 0

k1 = 1

k2 = ∞

Figure 1: The t-Newton polygon of (1.1)

We note:

Lemma 2.1. By (A1) and (A2) we have

(2.1) ordt(aj,α) ≥

{

max{0, j −m0}, if |α| = 0,
max{1, j −m0 + 1}, if |α| > 0.

By the assumption, aj,0(t, z) (m0 ≤ j ≤ m) can be expressed in the form

aj,0(t, z) = tj−m0bj,0(t, z)

for some holomorphic functions bj,0(t, z) (m0 ≤ j ≤ m) satisfying bm0,0(0, 0)
6= 0 and bm,0(0, 0) 6= 0. We set

P0(λ, z) =
∑

m0≤j≤m

bj,0(0, z)

qj(j−1)/2
λj−m0

and denote by λ1, . . . , λm−m0
the roots of P0(λ, 0) = 0. Since bm0,0(0, 0) 6= 0,

we have λi 6= 0 for all i = 1, 2, . . . ,m−m0. We set

S =

m−m0
⋃

i=1

{ξ = λiη ; η > 0} ⊂ Cξ
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which is a candidate of the set of singular directions at z = 0. The role of the
set S lies in

Lemma 2.2. For any λ ∈ C \ ({0} ∪ S) we can find a δ > 0, an interval I =
(θ1, θ2) with θ1 < argλ < θ2 and an R > 0 such that |P0(ξ, z)| ≥ δ(1+ |ξ|)m−m0

holds on SI ×DR.

The purpose of this paper is to prove the following result.

Theorem 2.3 (Main theorem). Suppose (A1), (A2), (A3) and the additional

condition

(2.2) ordt(aj,α) ≥ j −m0 + 2, if m0 ≤ j < m and |α| > 0.

Let X̂(t, x) =
∑

n≥0 Xn(z)t
n ∈ OR[[t]] be a formal solution of (1.1). Then, for

any λ ∈ C \ ({0} ∪ S) there are r > 0, R1 > 0, a holomorphic solution W (t, z)
of (1.1) on (D∗

r \ Zλ) × DR1
such that W (t, z) admits X̂(t, z) as a q-Gevrey

asymptitoc expansion on (D∗
r \ Zλ)×DR1

.

Remark 2.4. (1) Set

P1(λ; z) =
∑

0≤j≤m0

aj,0(0, z)λ
j .

If P1([n]q; 0) 6= 0 holds for any n ∈ N, the equation (1.1) has a unique formal

solution X̂(t, x) ∈ OR[[t]] for some R > 0.
(2) The additional condition (2.2) seems to be a little bit strange, but as is

seen in the proof of Theorem 2.3 in §5 we need to use this condition. At present,
the author does not know how to remove it.

(3) In the case where the condition (2.2) is not satisfied, as is seen in §6, by
setting q1 = q1/4 and t = τ2 we can trasnform (1.1) to

(2.3)
∑

j+σ|α|≤m

Aj,α(τ, z)

(

1

[4]q1

(

(q1 − 1)(τDq1)
2 + 2(τDq1)

)

)j

∂α
z Y = G(τ, z)

where

Aj,α(τ, z) = aj,α(τ
2, z) (j + σ|α| ≤ m),

Y (τ, z) = X(τ2, z) =
∑

n≥0

Xn(z)τ
2n,

G(τ, z) = F (τ2, z).

Since this equation (2.3) satisifies (2.2), we can apply Theorem 2.3 to (2.3), and
obtain the Gq-summability of Y (τ, z). Thus, the constraint by (2.2) is not a big
problem. For details, see §6.
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Example 2.5. Let us consider

(2.4) at(t2Dq)
2X + b(tDq)X + cX + tn1∂α1

z (tDq)X + tn0∂α0

z X = F (t, z)

where a 6= 0, b 6= 0, c ∈ C, ni ∈ N∗ (i = 0, 1) and αi ∈ N∗ (i = 0, 1). Then,
this equation satisfies (A1), (A2) and (A3) with m0 = 1, m = 2 and k1 = 1. We
note that (A2) coresponds to the condition “n1 ≥ 1 and n0 ≥ 1”, and that (A3)
coresponds to the condition “a 6= 0 and b 6= 0”. In this case, (2.2) corresponds
to the condition n1 ≥ 2. Thus, if n1 ≥ 2 we can apply Theorem 2.3 to (2.4).

We note that Theorem 2.3 is already proved in [14]. The purpose of this pa-
per is to give a new proof in the framework of q-Laplace and q-Borel transforms
given in [13]. This new proof produces various new tools and techniques which
will be very useful in treating other problems, and by this reason, the author
believes that it is worthy to write this paper.

The rest part of this paper is organized as follows. In the next §3, we
summarize basic results of q-Laplace and q-Borel transforms in [13]. In §4, we
do some preparatory discussins which are needed in the proof of Theorem 2.3.
In §5, we prove Theorem 2.3 by using a result in §4.. In the last §6, we discuss
the case without the condition (2.2).

3 q-Laplace and q-Borel transforms

In this section, we summarize basic results on q-Laplace and q-Borel transforms
developed in [13] with small modifications. We always suppose: q > 1.

3.1 q-Laplace transforms

Let λ ∈ C \ {0}, and set λqZ = {ξ = λqm ; m ∈ Z}. For a function f(ξ, z) on
λqZ ×DR, we define the q-Laplace transform F (t, z) = L λ

q [f ](t, z) of f(ξ, z) in
the direction λ by

(3.1) L
λ
q [f ](t, z) =

∫

λqZ
Expq(−qξ/t) f(ξ, z)dqξ,

where

Expq(x) =
∑

n≥0

qn(n−1)/2

[n]q!
xn =

1
∏

m≥0

(1− q−m−1(q − 1)x)

(the first equality is the definition of Expq(x) and the second equality is from
Euler’s indentity), and the integral in (3.1) is taken in the following sense:

∫

λqZ
g(ξ)dqξ =

∑

m∈Z

g(λqm)(λqm+1 − λqm),

which is a discretization of the classical integral.
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In the case λ = 1 we write Lq instead of L 1
q . If we define the operator Mλ

by Mλ[f ](ξ) = f(λξ) we have L λ
q = λ(M1/λ◦Lq◦Mλ). Since Lq is investigated

quite well in [13], we have the following properties (see Example 3.1, Proposition
3.2 and Proposition 7.1 in [13]).

(3-1-1) If f = ξn (n ∈ N), we have L λ
q [f ] = [n]q!t

n+1.

(3-1-2) If f(ξ, z) is a function on λqZ ×DR which is holomorphic in z ∈ DR

and if

|f(λqn, z)| ≤ Chn[n]q! on DR, n = 0, 1, 2, . . . ,

|f(λq−m, z)| ≤ ABm on DR, m = 1, 2, . . .

for some C > 0, h > 0, A > 0 and 0 < B < q, the function F (t, z) = L λ
q [f ](t, z)

is well-defined as a holomorphic function on (D∗
r \ Zλ) ×DR for a sufficiently

small r > 0.
(3-1-3) In addition, F (t, z) has at most simple poles on Zλ with respect to

t, and there is an H > 0 such that

|F (t, z)| ≤
H

ǫ
|t|α on (D∗

r \ Zλ,ǫ)×DR

for any ǫ > 0, where α = (log q − logB)/ log q (> 0).
(3-1-4) The following result gives a Watson type lemma.

Proposition 3.1 (Watson type lemma). Let f(ξ, z) be a function on λqZ×DR,

and let ck(z) (k = 0, 1, 2, . . .) be functions on DR. Suppose that there are C > 0,
h > 0, A > 0 and h1 > 0 such that

|f(λqn, z)| ≤ Chn[n]q! on DR, n = 0, 1, 2, · · · ,(3.2)

∣

∣

∣
f(ξ, z)−

N−1
∑

k=0

ck(z)ξ
k
∣

∣

∣
≤ Ah1

N |ξ|N on DR(3.3)

for ξ = λq−m (m = 1, 2, · · · ) and N = 0, 1, 2, . . ..

Then, there are M > 0 and H > 0 such that

∣

∣

∣
L

λ
q [f ](t, z)−

N−1
∑

k=0

ck(z)[k]q!t
k+1

∣

∣

∣
≤

MHN

ǫ
[N ]q!|t|

N+1

on (D∗
r \ Zλ,ǫ)×DR for any ǫ > 0 and N = 0, 1, 2, . . ..

3.2 q-Borel transforms

For a holomorphic function F (t, z) on (D∗
r\Zλ)×DR having at most simple poles

on Zλ with respect to t, we define the q-Borel transform f(ξ, z) = Bq[F ](ξ, z)
of F (t, z) in the direction λ by

(3.4) B
λ
q [F ](ξ, z) =

1

2πi

∫

|t|=ρξ

F (t, z)expq(ξ/t)
dt

t2
, ξ = λqk (k ∈ Z)
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where ρξ > 0 is sufficiently small depending on ξ,

expq(x) =
∑

n≥0

1

[n]q!
xn =

∏

m≥0

(1 + q−m−1(q − 1)x)

(the first equality is the definition of expq(x) and the second equality is from
Euler’s indentity), and the integral in (3.4) is taken as a contour integral along
the circle {t ∈ C ; |t| = ρξ} in the complex plane.

In the case λ = 1 we write Bq instead of B1
q . Since we have Bλ

q = (M1/λ ◦
Bq ◦ Mλ)/λ holds, and since Bq is investigated quite well in [13], we have
the following properties (see Example 4.1, Proposition 4.2, Theorem 5.1 and
Theorem 5.4 in [13]).

(3-2-1) If F (t) = tn+1 (n ∈ N) we have Bλ
q [F ] = ξn/[n]q!.

(3-2-2) If F (t, z) satisfies

|F (t, z)| ≤
H

ǫ
|t|α on (D∗

r \ Zλ,ǫ)×DR, ∀ǫ > 0

for some H > 0 and α > 0, the function f(ξ, z) = Bλ
q [F ](ξ, z) is well-defined as

a function on λqZ ×DR and it is holomorphic in z ∈ DR.
(3-2-3) The following gives inversion formulas.

Theorem 3.2 (Inversion formulas). (1) If f(ξ, z) satisfies the assumption in

(3-1-2), we have

f(ξ, z) = (Bλ
q ◦ L

λ
q )[f ](ξ, z) on λqZ ×DR.

(2) If F (t, z) satisfies the assumption in (3-2-2), we have

F (t, z) = (L λ
q ◦ B

λ
q )[F ](t, z) on (D∗

r1 \ Zλ)×DR.

for some r1 > 0.

By (3-2-1), it will be reasonable to define the formal q-Borel transform B̂q

in the following way:

B̂q[F̂ ](ξ, z) =
∑

n≥0

an(z)

[n]q!
ξn for F̂ (t, z) =

∑

n≥0

an(z)t
n+1.

Since Dq[t
n] = [n]qt

n−1 holds, this formal q-Borel transform is just fitting to
our equation (1.1).

3.3 q-Convolutions

Let a(ξ, z) =
∑

k≥0 ak(z)ξ
k be a holomorphic function in a neighborhood of the

origin of Cξ×Cd
z . For a function f(ξ, z) we define the q-convolution (a∗q f)(ξ, z)

of a(ξ, z) and f(ξ, z) with respect to ξ by

(3.5) (a ∗q f)(ξ, z) =
∑

k≥0

ak(z)

qk

∫ ξ

0

(ξ − py)kpf(q
−k−1ξ, z)dpξ,

8



where p = 1/q, the integral in (3.5) is taken as p-Jackson integral, and (ξ−py)kp
is defined by the following: (ξ − py)0p = 1 and for k ≥ 1

(ξ − py)kp = (ξ − py)(ξ − p2y) · · · (ξ − pky).

We have the following properties:

(3-3-1) By Example 6.1 in [13] we have

ξm ∗q ξ
n =

[m]q![n]q!

[m+ n+ 1]q!
ξm+n+1 for any m,n ∈ N.

(3-3-2) For I = (θ1, θ2) ⊂ R and 0 < r ≤ ∞, we write

SI = {ξ ∈ R(C \ {0}) ; 0 < |ξ| < ∞, θ1 < arg ξ < θ2},

SI(r) = {ξ ∈ R(C \ {0}) ; 0 < |ξ| < r, θ1 < arg ξ < θ2}.

Then, by the definition of q-convolution we have

Lemma 3.3. (1) Let a(ξ, z) be a holomorphic function on Dr × DR, and let

f(ξ, z) be a holomorphic function on SI(r)×DR satisfying the following: there

is an 0 < α < 1 such that ξαf(ξ, z) is bounded on SI ×DR. Then, (a ∗q f)(ξ, z)
is well-defined as a holomorphic function on SI(qr) ×DR.

(2) In addition, if a holomorphic function A(ξ) =
∑

k≥0 Akξ
k on Dr and a

continuous function F (x) on x ≥ 0 satisfy

1) a(ξ, z) ≪ A(ξ) in C[[ξ]] for any z ∈ DR,

2) |f(ξ, z)| ≤ F (|ξ|) on SI(r)×DR

(where
∑

k≥0 akξ
k ≪

∑

k≥0 bkξ
k in C[[ξ]] means that |ak| ≤ bk holds for all

k ≥ 0), we have

|(a ∗q f)(ξ, z)| ≤ (A ∗q F )(|ξ|) on SI(qr) ×DR.

(3-3-3) By Theorems 6.3 and 6.7 in [13] we have

Theorem 3.4 (Convolution theorem). (1) Let f(ξ, z) be a function on λqZ×DR

satisfying the condition in (3-1-2), and let a(ξ, z) be a holomorphic function on

C×DR with the estimate

(3.6) |a(ξ, z)| ≤ M |ξ|α exp
((log |ξ|)2

2 log q

)

on (Cξ \ {0})×DR

for some M > 0 and α ∈ R. Then, we have

L
λ
q [a ∗q f ](t, z) = L

λ
q [a](t, z)× L

λ
q [f ](t, z) on (D∗

r \ Zλ)×DR

for some r > 0.
(2) Let A(t, z) be a holomorphic function on Dr × DR satisfying A(t, z) =

O(|t|) (as |t| −→ 0 uniformly on DR), and let F (t, z) be a holomorphic function

on (D∗
r \Zλ)×DR having at most simple poles on the set Zλ with respect to t.

Suppose the condition in (3-2-2). Then, we have

B
λ
q [A× F ](ξ, z) = (Bλ

q [A] ∗q B
λ
q [F ])(ξ, z) on λqZ ×DR.

9



As to the estimate of type (3.6), we have the following result (see Proposition
2.1 in [10]):

Proposition 3.5. Let f̂(ξ) =
∑

n≥0 anξ
n ∈ C[[ξ]]. The following two condi-

tions are equivalent:

(1) There are A > 0 and H > 0 such that

|an| ≤
AHn

[n]q!
, n = 0, 1, 2, . . . .

(2) f̂(ξ) is the Taylor expansion at ξ = 0 of an entire function f(ξ) satisfying
the estimate

|f(ξ)| ≤ M |ξ|α exp
((log |ξ|)2

2 log q

)

on Cξ \ {0}

for some M > 0 and α ∈ R.

3.4 Some other results

In the application to q-difference equations, we need some more results. We
summarize such results here.

(3-4-1) If a(ξ, z) =
∑

k≥0 ak(z)ξ
k and f(ξ, z) =

∑

i≥0 fi(z)ξ
i are holomor-

phic functions on Dr ×DR, the q-convolution (a ∗q f)(ξ, z) is well-defined as a
holomorphic function on Drq ×DR, and its Taylor expansion is given by

(3.7) (a ∗q f)(ξ, z) =
∑

n≥0

(

∑

k+i=n

ak(z)fi(z)
[k]q![i]q!

[k + i+ 1]q!

)

ξn+1

(by Proposition 6.2 in [13]).
(3-4-2) By (3.7), it will be reasonable to define the formal q-convolution

(a∗̂qf)(ξ, z) of two series a(ξ, z) =
∑

k≥0 ak(z)ξ
k and f(ξ, z) =

∑

i≥0 fi(z)ξ
i in

OR[[ξ]] by

(a∗̂qf)(ξ, z) =
∑

n≥0

(

∑

k+i=n

ak(z)fi(z)
[k]q![i]q!

[k + i+ 1]q!

)

ξn+1.

We have:

Lemma 3.6. For two formal series A(t, z) and W (t, z) in OR[[t]]× t we have

(3.8) B̂q[A×W ](ξ, z) = B̂q[A](ξ, z)∗̂qB̂q[W ](ξ, z).

Proof. Since the summations in (3.8) are formal, to prove (3.8) it is enough to
show (3.8) in the case A(t, z) = ak(z)t

k+1 and W (t, z) = wi(z)t
i+1. In this case,

we have (A×W )(t, z) = ak(z)wi(z)t
(k+i+1)+1 and so

B̂q[A×W ](ξ, z) =
ak(z)wi(z)

[k + i+ 1]q!
ξk+i+1.
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On the other hand, we have

B̂q[A](ξ, z)∗̂qB̂q[W ](ξ, z) =
(ak(z)

[k]q!
ξk
)

∗̂q
(wi(z)

[i]q!
ξi
)

=
ak(z)

[k]q!

wi(z)

[i]q!
×

[k]q![i]q!

[k + i+ 1]q!
ξk+i+1

=
ak(z)wi(z)

[k + i+ 1]q!
ξk+i+1.

Hence we have (3.8).

(3-4-3) If A(t, z) (∈ OR[[t]] × t) is convergent in a neighborhood of (0, 0) ∈

Ct × Cd
z , we have B̂q[A](ξ, z) = Bλ

q [A](ξ, z) for any λ ∈ C \ {0}. If w(ξ, z) =

B̂q[W ](ξ, z) is convergent in a neighborhood of (0, 0) ∈ Cξ ×Cd
z, the right-hand

side of the formula (3.8) is expressed in the form

B̂q[A](ξ, z)∗̂qB̂q[W ](ξ, z) = Bq[A](ξ, z) ∗q w(ξ, z)(3.9)

= B
λ
q [A](ξ, z) ∗q w(ξ, z)

for any λ ∈ C \ {0}.

(3-4-4) Let X(t, z) ∈ OR[[t]] with X(0, x) ≡ 0 and set u(ξ, z) = B̂q[X ] (ξ, z):
then we have

B̂q[(t
2Dq)

iX ](ξ, z) = ξiu(ξ, z), i = 1, 2, . . . .

4 On a q-convolution equation

The main part of the proof of Theorem 2.3 consists of the analysis of a q-
convolution equation which is obtained by applying the formal q-Borel transform
to (1.1). Hence, in this section we discuss only q-convolution equations first.

Let q > 1, I = (θ1, θ2) be a non-empty open interval, 0 < r ≤ ∞ and R > 0.
We set

φm(x;h) =
∞
∑

i=0

hixm+i

[m+ i]q!
, m = 0, 1, 2, . . . and h > 0.

Let us consider the q-convolution partial differential equation

P (ξ, z)u+
∑

0≤i≤m

ci,0(ξ, z) ∗q (ξ
iu)(4.1)

+
∑

i+σ|α|≤m,|α|>0

ci,α(ξ, z) ∗q (1 ∗q (ξ
i∂α

z u)) = f(ξ, z)

under the following assumptions:

h1) σ > 0, m0 ∈ N, m ∈ N∗, 0 ≤ m0 < m and 0 < R ≤ 1;

11



h2) P (ξ, z) is a polynomial in ξ with ccoefficients in O(DR), and there is
a δ > 0 such that |P (ξ, x)| ≥ δ|ξ|m0(1 + |ξ|)m−m0 holds on SI(r) ×DR.

h3) ci,α(ξ, z) ∈ O(C×DR) (i+σ|α| ≤ m) and there are Ci,α > 0 (i+σ|α| ≤
m) and h0 > 0 such that

ci,α(ξ, z) ≪ Ci,αφm0−i−1(ξ;h0), if 0 ≤ i < m0,

ci,α(ξ, z) ≪ Ci,αφ0(ξ;h0), if m0 ≤ i ≤ m

hold (as formal power series in ξ) for any z ∈ DR.

Then, we have

Proposition 4.1. Suppose the conditions h1), h2) and h3). Let f(ξ, z) ∈
O(SI(r) ×DR) and suppose the estimate

|f(ξ, z)| ≤ BφN (|ξ|;h) on SI(r) ×DR

for some B > 0, h > h0 and some N ∈ N∗ satisfying N ≥ m0 and

β =
1

[N ]q

∑

0≤i<m0

Ci,0

δ(1− h0/h)
< 1.

Then, the equation (4.1) has a unique solution u(ξ, x) ∈ O(SI(r) ×DR) which

satisfies the following estimate: for any 0 < R1 < R there are M > 0 and

h1 > 0 such that

|u(ξ, z)| ≤
M

|ξ|m0(1 + |ξ|)m−m0

φN (|ξ|;h1) on SI(r) ×DR1
.

The rest part of this section is used to prove this result. In subsections 4.1
and 4.2, we present some preparatory discussions which are needed in the proof
of Proposition 4.1, and in subsection 4.3 we give a proof of Proposition 4.1.

4.1 On the functions φ
m
(x; h)

In this subsection, let us show some properties of the functions φm(x;h). We
note that φ0(x;h) = expq(hx) and for m ≥ 1

φm(x;h) =
xm−1

[m− 1]q!
∗q expq(hx) =

xm−1

[m− 1]q!
∗q

∞
∑

i=0

hixi

[i]q!
.

Lemma 4.2. Let 1 ≤ k ≤ n, 0 < B < h and 0 < h0 < h. We have the following

results for x > 0.

1

xk
φn(x;h) ≤

[n− k]q!

[n]q!
φn−k(x;h);(4.2)

∞
∑

m=N

Bmφm(x;h) ≤
BN

1−B/h
φN (x;h);(4.3)

φm(x;h0) ∗q φn(x;h) ≤
1

1− h0/h
φm+n+1(x;h).(4.4)

12



Proof. (4.2) is verified as follows:

1

xk
φn(x;h) =

∑

i≥0

hixn−k+i

[n− k + i]q!
×

1

[n− k + 1 + i]q · · · [n+ i]q

≤
1

[n− k + 1]q · · · [n]q

∑

i≥0

hixn−k+i

[n− k + i]q!
=

[n− k]q!

[n]q!
φn−k(x;h).

(4.3) is verified as follows:

∑

m≥N

Bmφm(x;h) =
∑

m≥N

Bm
∑

i≥0

hixm+i

[m+ i]q!
=

∑

k≥N

hkxk

[k]q!

∑

m+i=k,m≥N

(B/h)m

≤
∑

k≥N

hkxk

[k]q!
×

(B/h)N

1−B/h
=

(B/h)N

1−B/h

∑

i≥0

hN+ixN+i

[N + i]q!

=
BN

1−B/h
φN (x;h).

(4.4) is verified as follows:

φm(x;h0) ∗q φn(x;h) =
∑

i≥0

h0
ixm+i

[m+ i]q!
∗q

∑

j≥0

hjxn+j

[n+ j]q!

=
∑

i≥0,j≥0

h0
ihjxm+n+i+j+1

[m+ n+ i+ j + 1]q!
=

∑

l≥0

hlxm+n+1+l

[m+ n+ 1 + l]q!

∑

i+j=l

(h0/h)
i

≤
1

1− h0/h
φm+n+1(x;h).

To see the estimate of φm(x;h), it is enough to use

φm(x;h) ≤
xm

[m]q!
expq(hx), x > 0

and the following result (see Proposition 5.5 in [10]).

Lemma 4.3. Let q > 1. We have

log(expq(x)) =
(log x)2

2 log q
+
(

−
1

2
+

log(q − 1)

log q

)

log x+ O(1)

(as x −→ +∞ in R).

As to the estimate of (a ∗q f)(ξ, z), by Lemma 3.3 and (4.4) of Lemma 4.2
we have
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Lemma 4.4. Let a(ξ, z) be a holomorphic function on C×DR, and let f(ξ, z)
be a holomorphic function on SI(r) ×DR. If

a(ξ, z) ≪ Aφm(ξ;h0) in C[[ξ]] for any z ∈ DR,

|f(ξ, z)| ≤ Bφn(|ξ|;h) on SI(r) ×DR

hold for some A > 0, h > h0 > 0 and B > 0, we have

|(a ∗q f)(ξ, z)| ≤
AB

1− h0/h
φm+n+1(|ξ|;h) on SI(qr) ×DR.

4.2 On a basic equation

We set
H [w] = P (ξ, z)w +

∑

0≤i<m0

ci,0(ξ, z) ∗q (ξ
iw)

and consider the equation

(4.5) H [w] = g(ξ, z).

Let N , h and β be as in Proposition 4.1. We have

Lemma 4.5. Let 0 < R1 ≤ R, and let g(ξ, z) ∈ O(SI(r) × DR1
) satisfy

|g(ξ, z)| ≤ Cφn(|ξ|;h) on SI(r) × DR1
for some C > 0 and n ≥ N . Then,

the equation (4.5) has a unique solution w(ξ, z) ∈ O(SI(r) ×DR1
) which satis-

fies the estimate

|w(ξ, z)| ≤
C

δ(1− β)|ξ|m0 (1 + |ξ|)m−m0

φn(|ξ|;h) on SI(r) ×DR1
.

Proof. We solve the equation (4.5) by the method of successive approximations.
We set a formal solution

w(ξ, z) =
∑

k≥0

wk(ξ, z), wk(ξ, z) ∈ O(SI(r)×DR1
) (k ≥ 0)

and determine wk(ξ, z) (k ≥ 0) by a solution of the following system of recursive
formulas:

(4.6) P (ξ, z)w0 = f(ξ, z)

and for k ≥ 1

(4.7) P (ξ, z)wk = −
∑

0≤i<m0

ci,0(ξ, z) ∗q (ξ
iwk−1).

Since P (ξ, z) 6= 0 on SI(r)×DR1
, we can determine wk(ξ, z) ∈ O(SI(r)×DR1

)
(k = 0, 1, 2, . . .) inductively on k.

14



Let us show the convergence of this formal solution. By (4.6) we have
w0(ξ, z) = f(ξ, z)/P (ξ, z) and so by the assumption we have

|w0(ξ, z)| ≤
C

δ|ξ|m0(1 + |ξ|)m−m0

φn(|ξ|;h) on SI(r) ×DR1
.

Since 0 ≤ i < m0 and n ≥ N hold, by (4.2) we have

|ξiw0(ξ, z)| ≤
C

δ|ξ|m0−i(1 + |ξ|)m−m0

φn(|ξ|;h)

≤
C

δ(1 + |ξ|)m−m0

[n− (m0 − i)]q!

[n]q!
φn−(m0−i)(|ξ|;h)

≤
C

δ

1

[n]q
φn−(m0−i)(|ξ|;h) ≤

C

δ

1

[N ]q
φn−(m0−i)(|ξ|;h)

and so by Lemma 4.4 we have

|(ci,0(ξ, z) ∗q (ξ
iw0)|(ξ, z) ≤

Ci,0

(1− h0/h)

C

δ

1

[N ]q
φn(|ξ|;h) on SI(r) ×DR1

.

Therefore, we have

∣

∣

∣

∣

∑

0≤i<m0

ci,0(ξ, z) ∗q (ξ
iw0)

∣

∣

∣

∣

≤
∑

0≤i<m0

Ci,0

(1− h0/h)

C

δ

1

[N ]q
φn(|ξ|;h).

Thus, by (4.7) (with k = 1) and the assumption h2) we have

|w1(ξ, z)| ≤
1

δ|ξ|m0(1 + |ξ|)m−m0

∑

0≤i<m0

Ci,0

(1− h0/h)

C

δ

1

[N ]q
φn(|ξ|;h)

=
Cβ

δ|ξ|m0(1 + |ξ|)m−m0

φn(|ξ|;h) on SI(r) ×DR1
.

Repeating the same argument as above, we have the estimates

|wk(ξ, z)| ≤
Cβk

δ|ξ|m0(1 + |ξ|)m−m0

φn(|ξ|;h) on SI(r) ×DR1

for k = 0, 1, 2, . . .. Since 0 ≤ β < 1 is supposed, this shows that the formal
solution is convergent to a true solution w(ξ, z) on SI(r) ×DR1

and it satisfies

|w(ξ, z)| ≤
C

δ(1− β)|ξ|m0(1 + |ξ|)m−m0

φn(|ξ|;h) on SI(r) ×DR1
.

This proves the existence part of Lemma 4.5. The uniqueness of the solution
can be proved in the same way.

In subsection 4.3 we will use the norm ‖w(ξ)‖ρ = supz∈Dρ
|w(ξ, z)| and the

following Nagumo’s lemma (see Nagumo [9] or Lemma 5.1.3 in Hörmander [2]).
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Lemma 4.6. If a holomorphic function ϕ(z) on DR satisfies

‖ϕ‖ρ ≤
A

(R− ρ)a
for any 0 < ρ < R

for some A > 0 and a ≥ 0, we have the estimates

∥

∥∂ziϕ
∥

∥

ρ
≤

(a+ 1)eA

(R − ρ)a+1
for any 0 < ρ < R and i = 1, . . . , d.

4.3 Proof of Proposition 4.1

Let f(ξ, z), B, N and h be as in Proposition 4.1. First, let us construct a formal
solution u(ξ, z) of (4.1) in the form

u(ξ, z) =
∑

n≥N

un(ξ, z), un(ξ, z) ∈ O(SI(r) ×DR) (n ≥ N)

so that un(ξ, z) (n ≥ N) are solutions of the following recursive formulas:

(4.8) H [uN ] = f(ξ, z)

and for n ≥ N + 1

H [un] =−
∑

m0≤i≤m

ci,0(ξ, z) ∗q (ξ
iun−1)(4.9)

−
∑

i+σ|α|≤m,|α|>0

ci,α(ξ, z) ∗q (1 ∗q (ξ
i∂α

z un−1)).

We set L = [m/σ] (the integer part of m/σ). Let us show

Lemma 4.7. un(ξ, z) ∈ O(SI(r) × DR) (n ≥ N) are uniquely determined

inductively on n so that (4.8) and (4.9) are satisfied. In addition, there are

M > 0 and H > 0 such that

(4.10) ‖un(ξ)‖ρ ≤
MHn

|ξ|m0(1 + |ξ|)m−m0(R− ρ)L(n−1)
φn(|ξ|;h) on SI(r)

holds for any 0 < ρ < R and any n ≥ N .

Proof. By applying Lemma 4.5 to the equation (4.8) we have a unique solution
uN(ξ, z) ∈ O(SI(r) ×DR) such that

|uN (ξ, z)| ≤
B

δ(1 − β)|ξ|m0(1 + |ξ|)m−m0

φN (|ξ|;h) on SI(r) ×DR.

Therefore, if M and H satisfy MHN ≥ B/(δ(1− β)) we have (4.10) for n = N
and any 0 < ρ < R.
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Let us show the general case by induction on n. Suppose that (4.10) is
already proved for any 0 < ρ < R. Then, by Lemma 4.6 we have

‖∂α
z un(ξ)‖ρ ≤

MHne|α|(L(n− 1) + 1) · · · (L(n− 1) + |α|)

|ξ|m0(1 + |ξ|)m−m0(R− ρ)L(n−1)+|α|
φn(|ξ|;h)(4.11)

≤
MHn(eL)|α|n|α|

|ξ|m0(1 + |ξ|)m−m0(R− ρ)Ln
φn(|ξ|;h) on SI(r)

for any |α| ≤ L and 0 < ρ < R.
If 0 ≤ i < m0 and |α| > 0, by (4.11) and (4.2) we have

‖ξi∂α
z un(ξ)‖ρ ≤

MHn(eL)|α|n|α|

(R − ρ)Ln

1

|ξ|m0−i
φn(|ξ|;h)

≤
MHn(eL)|α|

(R − ρ)Ln

n|α|

[n]q
φn−(m0−i)(|ξ|;h)

≤
MHn(eL)|α|c0

(R− ρ)Ln
φn−(m0−i)(|ξ|;h) on SI(r)

where

(4.12) c0 = sup
|α|≤L,n≥1

n|α|

[n]q
= sup

|α|≤L,n≥1

n|α|(q − 1)

qn − 1
< ∞.

Hence, we have

‖1 ∗q (ξ
i∂α

z un)‖ρ ≤
MHn(eL)|α|c0
(R− ρ)Ln

φn−(m0−i)+1(|ξ|;h) on SI(r)

and so in the case 0 ≤ i < m0 and |α| > 0 we obtain

(4.13) ‖ci,α ∗q (1 ∗q (ξ
i∂α

z un))‖ρ ≤
Ci,α

1− h0/h

MHn(eL)|α|c0
(R− ρ)Ln

φn+1(|ξ|;h)

on SI(r) for any 0 < ρ < R.
If m0 ≤ i ≤ m and |α| = 0, by (4.11) we have

‖ξiun(ξ)‖ρ ≤
MHn

(R− ρ)Ln
φn(|ξ|;h) on SI(r)

and so we have

(4.14) ‖ci,0 ∗q (ξ
iun)‖ρ ≤

Ci,0

1− h0/h

MHn

(R − ρ)Ln
φn+1(|ξ|;h) on SI(r)

for any 0 < ρ < R
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If m0 ≤ i ≤ m and |α| > 0, by the condition i + σ|α| ≤ m we have i < m.
In this case, by (4.11) and (4.2) we have

‖ξi∂α
z un(ξ)‖ρ ≤

MHn(eL)|α|n|α|

(R− ρ)Ln

|ξ|i−m0+1

(1 + |ξ|)m−m0

1

|ξ|
φn(|ξ|;h)

≤
MHn(eL)|α|

(R − ρ)Ln

n|α|

[n]q
φn−1(|ξ|;h)

≤
MHn(eL)|α|c0
(R− ρ)Ln

φn−1(|ξ|;h) on SI(r)

and so

‖1 ∗q (ξ
i∂α

z un)‖ρ ≤
MHn(eL)|α|c0

(R− ρ)Ln
φn(|ξ|;h) on SI(r).

By applying ci,α∗q to this estimate we obtain

(4.15) ‖ci,α ∗q (1 ∗q (ξ
i∂α

z un))‖ρ ≤
Ci,α

1− h0/h

MHn(eL)|α|c0
(R− ρ)Ln

φn+1(|ξ|;h)

on SI(r) for any 0 < ρ < R
Thus, by (4.13), (4.14), (4.15) and by setting Λ = {(i, α) ; i + σ|α| ≤ m} \

{(i, 0) ; 0 ≤ i < m0} we have

∥

∥RHS of (4.9) (with n replaced by n+ 1)
∥

∥

ρ

≤
∑

(i,α)∈Λ

Ci,α

1− h0/h

MHn(eL)|α|c0
(R − ρ)Ln

φn+1(|ξ|;h) on SI(r)

and by applying Lemma 4.5 to the equation (4.9) (with n replaced by n+1) we
have a unique solution un+1(ξ, z) ∈ O(SI(r) ×DR) such that

‖un+1‖ρ ≤
1

δ(1− β)|ξ|m0 (1 + |ξ|)m−m0

×
∑

(i,α)∈Λ

Ci,α

1− h0/h

MHn(eL)|α|c0
(R− ρ)Ln

φn+1(|ξ|;h) on SI(r)

for any 0 < ρ < R. Thus, if we take H > 0 sufficiently large so that

H ≥
1

δ(1− β)

∑

(i,α)∈Λ

Ci,α(eL)
|α|c0

1− h0/h

we have (4.10) (with n replaced by n+ 1). This proves Lemma 4.7.

In Lemma 4.7, by taking H > 0 large enough we may suppose that 2H ≥ h
holds: then we have 2H/(R − ρ)L > h for any 0 < ρ < R. By Lemma 4.7 and
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(4.3) we have
∑

n≥N

‖un(ξ)‖ρ

≤
∑

n≥N

MHn

|ξ|m0(1 + |ξ|)m−m0(R − ρ)L(n−1)
φn(|ξ|;h)

≤
M(R− ρ)L

|ξ|m0(1 + |ξ|)m−m0

∑

n≥N

( H

(R− ρ)L

)n

φn(|ξ|; 2H/(R− ρ)L)

≤
M(R− ρ)L

|ξ|m0(1 + |ξ|)m−m0

× 2×
( H

(R− ρ)L

)N

φN (|ξ|; 2H/(R− ρ)L).

This shows that the sum
∑

n≥N un(ξ, z) is convergent to a true solution u(ξ, z)
of (4.1) on SI(r) ×DR and it satisfies

‖u(ξ)‖ρ ≤
2M

|ξ|m0(1 + |ξ|)m−m0

HN

(R − ρ)L(N−1)
φN

(

|ξ|;
2H

(R− ρ)L

)

on SI(r) for any 0 < ρ < R. This proves the existence part of Proposition 4.1.
Lastly, let us show the uniqueness of the solution. To do so, it is enough to

prove the following result:

Proposition 4.8. Let 0 < R1 < R. Suppose that u(ξ, z) ∈ O(SI(r) × DR1
)

satisfies

P (ξ, z)u+
∑

0≤i≤m

ci,0(ξ, z) ∗q (ξ
iu)

+
∑

i+σ|α|≤m,|α|>0

ci,α(ξ, z) ∗q (1 ∗q (ξ
i∂α

z u)) = 0 on SI(r) ×DR1

and

|u(ξ, z)| ≤
M

|ξ|m0(1 + |ξ|)m−m0

φN (|ξ|;h1) on SI(r) ×DR1

for some M > 0 and h1(> h0). Then, we have u(ξ, z) = 0 on SI(r) ×DR1
.

Proof. By the same argument as in the proof of Lemma 4.7 we can show that
there are M > 0 and H > 0 such that

(4.16) ‖u(ξ)‖ρ ≤
MHn

|ξ|m0(1 + |ξ|)m−m0(R1 − ρ)L(n−1)
φn(|ξ|;h1)

on SI(r) for any 0 < ρ < R and any n ≥ N . Since [n + i]q! ≥ [n]q![i]q! holds,
we have

φn(|ξ|;h1) ≤
|ξ|n

[n]q!
expq(h1|ξ|).

Therefore, by (4.16) we have

‖u(ξ)‖ρ ≤
M(R− ρ)L

|ξ|m0(1 + |ξ|)m−m0

( H

(R1 − ρ)L

)n |ξ|n

[n]q!
expq(h1|ξ|)
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on SI(r) for any 0 < ρ < R. Since [n]q! ≥ qn(n−1)/2 (where p = 1/q) holds,
by letting n −→ ∞ we obtain ‖u(ξ)‖ρ = 0 on SI(r) for any 0 < ρ < R1. This
proves that u(ξ, z) = 0 holds on SI(r) ×DR1

.

5 Proof of Theorem 2.3

In this section, we will prove Theorem 2.3. In the next subsection 5.1, we
give estimates of the coefficients Xn(z) (n ≥ 0) of the formal solution, and in
subsection 5.2 we prove Theorem 2.3 by using Proposition 4.1.

5.1 Estimates of the formal solution

Let us show

Proposition 5.1. Suppose the conditions (2.1) and am0,0(0, 0) 6= 0. Then, if

equation (1.1) has a formal solution X̂(t, z) =
∑

n≥0 Xn(z)t
n ∈ OR0

[[t]] (with
R0 > 0), we can find 0 < R < R0, C > 0 and h > 0 such that |Xn(z)| ≤
Chn[n]q! holds on DR for any n = 0, 1, 2, . . ..

Proof. We set a0j,0(t, z) = aj,0(t, z)− aj,0(0, z) for 0 ≤ j ≤ m0, and a0j,α(t, z) =
aj,α(t, z) for (j, α) with j > m0 or |α| > 0. We set

P1(λ; z) =
∑

0≤j≤m0

aj,0(0, z)λ
j .

Then, we have ordt(a
0
j,α) ≥ pj,α with

pj,α =







1, if 0 ≤ j ≤ m0,
j −m0, if m0 < j ≤ m and |α| = 0,
j −m0 + 1, if m0 < j ≤ m and |α| > 0

and the equation (1.1) is expressed in the form

(5.1) P1(tDq; z)X +
∑

j+σ|α|≤m

a0j,α(t, z)(tDq)
j∂α

z X = F (t, z).

Since am0,0(0, 0) 6= 0 holds, by taking R > 0 sufficiently small and by taking
N ∈ N∗ sufficiently large, we can take δ > 0 such that

(5.2) |P1([n]q; z)| ≥ δ(1 + [n]q)
m0 on DR for any n ≥ N.

We set

F (t, z) =
∑

n≥0

Fn(z)t
n,

a0j,α(t, z) =
∑

n≥pj,α

aj,α,n(z)t
n (j + σ|α| ≤ m).
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Then, by (5.1) we have the relation:

(5.3) P1([n]q; z)Xn = Fn(z)−
∑

j+σ|α|≤m

∑

pi,α≤l≤n

aj,α,l(z)([n− l]q)
j∂α

z Xn−l

for any n = 0, 1, 2, . . .. By taking R > 0 sufficnetly small we may assume
that Xn(z) (n ≥ 0), Fn(z) (n ≥ 0) and aj,α,n(z) (n ≥ pj,α) are all bounded
holomorphic functions on DR. In addition, we may assume that |Fn(z)| ≤ Ahn

(n ≥ 0) and |aj,α,n(z)| ≤ Ahn (n ≥ pj,α) hold on DR for some A > 0 and h > 0.
To prove Proposition 5.1 it is sufficient to show the following lemma.

Lemma 5.2. Let L = [m/σ]. There are M > 0 and H > 0 such that

‖Xn‖ρ ≤
MHn[n]q!

(R − ρ)Ln
on DR for any 0 < ρ < R(5.4)

holds for any n = 0, 1, 2, . . ..

Proof. Let N be as in (5.2). Since Xn(z) (0 ≤ n ≤ N) are bounded holomorphic
functions on DR, by taking M > 0 and H > 0 sufficiently large we may suppose
that (5.4) is satisfied for all 0 ≤ n ≤ N .

Let us show the general case by induction on n. Let n > N , and suppose
that (5.4) (with n replaced by p) is already proved for all p < n. Then, by
applying Lemma 4.6 to the estimate (5.4) (with n replaced by n− l) we have

‖∂α
z Xn−l‖ρ ≤

MHn−l[n− l]q!× e|α|(L(n− l) + 1) · · · (L(n− l) + |α|)

(R− ρ)L(n−l)+|α|

≤
MHn−l[n− l]q!× (eL)|α|(n− l + 1)|α|

(R− ρ)Ln

for any 0 < ρ < R. Therefore, by (5.2), (5.3) and the condition 0 < R − ρ < 1
we have

‖Xn‖ρ(5.5)

≤
1

δ(1 + [n]q)m0

[

Ahn +
∑

j+σ|α|≤m

∑

pj,α≤l≤n

Ahl([n− l]q)
j‖∂α

z Xn−l‖ρ
]

≤
1

δ(1 + [n]q)m0

[

Ahn +
∑

j+σ|α|≤m

∑

pj,α≤l≤n

Ahl([n− l]q)
j×

×
MHn−l[n− l]q!× (eL)|α|(n− l + 1)|α|

(R− ρ)Ln

]

≤
MHn

δ(R− ρ)Ln

[ A

M

( h

H

)n

+A
∑

j+σ|α|≤m

Kj,α(n)(eL)
|α|

∑

pj,α≤l≤n

( h

H

)l]

for any 0 < ρ < R, where

Kj,α(n) =
([n− pj,α]q)

j [n− pj,α]q!(n− pj,α + 1)|α|

(1 + [n]q)m0

.
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In the case 0 ≤ j ≤ m0 we have pj,α = 1 and so

Kj,α(n) =
([n− 1]q)

j

(1 + [n]q)m0

(n− 1 + 1)|α|

[n]q
× [n]q! ≤ c0[n]q!

where c0 is the one in (4.12). In the case m0 < j ≤ m and |α| = 0 we have
pj,α = j −m0 and so

Kj,α(n) ≤ ([n− pj,α]q)
j−m0 [n− pj,α]q!

= ([n− (j −m0)]q)
j−m0 × [n− (j −m0)]q! ≤ [n]q! ≤ c0[n]q!.

In the case m0 < j ≤ m and |α| > 0 we have pj,α = j −m0 + 1 and so

Kj,α(n) ≤ ([n− pj,α]q)
j−m0 [n− pj,α]q!(n− pj,α + 1)|α|

= ([n− (j −m0 + 1)]q)
j−m0 × [n− (j −m0 + 1)]q!

× (n− (j −m0 + 1) + 1)|α|

≤ [n− 1]q!× (n− (j −m0 + 1) + 1)|α|

= [n]q!×
(n− (j −m0 + 1) + 1)|α|

[n]q
≤ c0[n]q!.

Therefore, by applying these estimates to (5.5) we have

‖Xn‖ρ ≤
MHnc0[n]q!

δ(R− ρ)Ln

[ A

M

( h

H

)n

+A
∑

j+σ|α|≤m

(eL)|α|
∑

pj,α≤l≤n

( h

H

)l]

≤
MHnc0[n]q!

δ(R− ρ)Ln

[ A

M

( h

H

)n

+A
∑

j+σ|α|≤m

(eL)|α|
(h/H)pj,α

1− h/H

]

for any 0 < ρ < R. Thus, if the condition H > h and

(5.6)
c0
δ

[ A

M
+A

∑

j+σ|α|≤m

(eL)|α|
(h/H)pj,α

1− h/H

]

≤ 1

hold, we have the result (5.4). By taking M > 0 and H > 0 sufficiently large,
we can get the condition (5.6). This proves Lemma 5.2.

This completes the proof of Proposition 5.1.

Example 5.3. Let us consider

(5.7) (tDq + 1)X =
a

1− z
t+ t(tDq)

2X + bt∂α
z X,

where a > 0, b > 0 and α ∈ N∗. This equation is a particular case of equations
of type (1.1) with m0 = 1 and m = 2. The unique formal solution is given by
X̂(t, z) =

∑

n≥1 Xn(z)t
n with X1(z) = a/(([1]q + 1)(1− z)) and

Xn+1(z) =
([1]q

2
+ b∂α

z ) · · · ([n]q
2
+ b∂α

z )

([1]q + 1)([2]q + 1) · · · ([n+ 1]q + 1)

( a

(1− z)

)

, n ≥ 1.
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It is easy to see that

Xn+1(z) ≫
[n]q!

2n+1[n+ 1]q

a

(1 − z)
≫

[n]q!

2n+1(1 + q)n
a

(1− z)
.

Thus, in the case (5.7), we can see that the estimates in Proposition 5.1 is best
possible.

5.2 Proof of Theorem 2.3

Suppose (A1), (A2), (A3) and (2.2). Let X̂(t, z) =
∑

n≥0 Xn(z)t
n be a formal

solution of (1.1). Let µ ∈ N∗ be sufficiently large and set

X0(t, z) =
∑

n≥µ

X0
n(z)t

n+1 with X0
n(z) = Xn+1(z) (n ≥ µ),

F 0(t, z) = F (t, z)−
∑

j+σ|α|≤m

aj,α(t, z)(tDq)
j∂α

z

∑

0≤n≤µ

Xn(z)t
n.

Then, X0(t, z) is a formal solution of the equation

(5.8)
∑

j+σ|α|≤m

aj,α(t, z)(tDq)
j∂α

z X
0 = F 0(t, z).

5.2.1 Some formulas

First, let us show

Lemma 5.4. (1) For n ∈ N∗ we have

tn(tDq) =
1

qn
(tDq − [n]q)t

n.

(2) For n ∈ N
∗ and 1 ≤ i < n we have

(t2Dq)t
n−i = qn−itn−i(t2Dq) + [n− i]qt

n−i+1.

(3) For n ∈ N∗ we have

tn(tDq)
n =

1

qn(n−1)/2

n
∑

i=1

Hn,it
n−i(t2Dq)

i,

where Hn,n = 1 (n ≥ 1) and Hn,i (1 ≤ i < n) are constants determined by the

recurrence formula:

Hn,i = qn−iHn−1,i−1 + ([n− 1− i]q − [n− 1]q)Hn−1,i.
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Proof. We know that Dq(f(t)g(t)) = Dq(f(t))g(t)+f(qt)Dq(g(t)) holds. Hence,
we have

(tDq)(t
nf(t)) = t([n]qt

n−1f(t) + (qt)nDq(f(t)))

= [n]qt
nf(t) + qntn(tDq)(f(t)),

that is, (tDq)t
n = [n]qt

n + qntn(tDq). This leads us to (1). The result (2) is
verified in the same way.

Let us show (3). The case n = 1 is clear. Let us show the general case by
induction on n. Suppose that (3) is already proved. Then, by (1) and (2) we
have

tn+1(tDq)
n+1 = t(tn(tDq))(tDq)

n = t
( 1

qn
(tDq − [n]q)t

n
)

(tDq)
n

=
1

qn
(t2Dq − [n]qt)×

1

qn(n−1)/2

n
∑

i=1

Hn,it
n−i(t2Dq)

i

=
1

qn(n+1)/2

[ n
∑

i=1

Hn,i

(

qn−itn−i(t2Dq) + [n− i]qt
n−i+1

)

(t2Dq)
i

−
n
∑

i=1

[n]qHn,it
n−i+1(t2Dq)

i

]

.

This shows (3) with n replaced by n+ 1.

5.2.2 A reduction

We set bj,0(t, z) = aj,0(t, z) (for 0 ≤ j < m0), bj,0(t, z) = t−(j−m0)aj,0(t, z) (for
m0 ≤ j ≤ m), bj,α(t, z) = t−1aj,α(t, z) (for 0 ≤ j < m0 and |α| > 0), and
bj,α(t, z) = t−(j−m0+2)aj,α(t, z) (for m0 ≤ j < m and |α| > 0). Then, by (2.1)
and (2.2) we see that bj,α(t, z) (j + σ|α| ≤ m) are holomorphic functions in a
neighborhood of (0, 0) ∈ Ct × Cd

z .
By multiplying (5.8) by tm0 we have

∑

0≤j<m0

tm0−jbj,0(t, z)t
j(tDq)

jX0 +
∑

m0≤j≤m

bj,0(t, z)t
j(tDq)

jX0

+
∑

0≤j<m0,|α|>0

tm0−j+1bj,α(t, z)t
j(tDq)

j∂α
z X

0

+
∑

m0≤j<m,|α|>0

t2bj,α(t, z)t
j(tDq)

j∂α
z X

0

= tm0F 0(t, z).

Therefore, by setting b∗j,0(t, z) = tm0−jbj,0(t, z) (for 0 ≤ j < m0), b
∗
j,0(t, z) =

bj,0(t, z) (for m0 ≤ j ≤ m), b∗j,α(t, z) = tm0−j+1bj,α(t, z) (for 0 ≤ j < m0 and

|α| > 0), and b∗j,α(t, z) = t2bj,α(t, z) (for m0 ≤ j < m and |α| > 0) we have

(5.9)
∑

j+σ|α|≤m

b∗j,α(t, z)t
j(tDq)

j∂α
z X

0 = tm0F 0(t, z).
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Hence, by (3) of Lemma 5.4 we have

∑

j+σ|α|≤m

b∗j,α(t, z)
1

qj(j−1)/2

j
∑

i=1

Hj,it
j−i(t2Dq)

i∂α
z X

0 = tm0F 0(t, z).

This shows

Lemma 5.5. The equation (5.9) can be expressed in the form

(5.10)
∑

i+σ|α|≤m

Ai,α(t, z)(t
2Dq)

i∂α
z X

0 = tm0F 0(t, z)

for some holomorphic functions Ai,α(t, z) (i + σ|α| ≤ m) in a neighborhood of

(0, 0) ∈ Ct × Cd
z. In addition, we have ordt(Ai,0) ≥ m0 − i (for 0 ≤ i < m0),

ordt(Ai,0) ≥ 0 (for m0 ≤ i ≤ m), ordt(Ai,α) ≥ m0 − i + 1 (for 0 ≤ i < m0

and |α| > 0), ordt(Ai,α) ≥ 2 (for m0 ≤ i < m and |α| > 0), and Ai,0(0, z) =
bi,0(0, z)/q

i(i−1)/2 (for m0 ≤ i ≤ m).

5.2.3 q-Convolution equation

By Lemma 5.5 we see that the equation (5.10) is written in the form

∑

0≤i<m0

tm0−iA0
i,0(t, z)(t

2Dq)
iX0

+
∑

m0≤i≤m

Ai,0(0, z)(t
2Dq)

iX0 +
∑

m0≤i≤m

tA0
i,0(t, z)(t

2Dq)
iX0

+
∑

0≤i<m0,|α|>0

tm0−i+1A0
i,α(t, z)(t

2Dq)
i∂α

z X
0

+
∑

m0≤i<m,|α|>0

t2A0
i,α(t, z)(t

2Dq)
i∂α

z X
0 = tm0F 0(t, z)

for some holomorphic functions A0
i,α(t, z) (i + σ|α| ≤ m) in a neighborhood of

(0, 0) ∈ Ct × Cd
z . We set

u(ξ, z) = B̂q[X
0](ξ, z) =

∑

n≥µ

X0
n(z)

[n]q!
ξn.

By Proposition 5.1 we know that u(ξ, z) is a holomorphic function in a neigh-

borhood of (0, 0) ∈ Cξ × Cd
z . By applying q-formal Borel transform B̂q to the

25



above equation and by using (3.9) and (3-4-4) we have
∑

0≤i<m0

Bq[t
m0−iA0

i,0(t, z)] ∗q (ξ
iu)

+
∑

m0≤i≤m

Ai,0(0, z)(ξ
iu) +

∑

m0≤i≤m

Bq[tA
0
i,0(t, z)] ∗q (ξ

iu)

+
∑

0≤i<m0,|α|>0

Bq[t
m0−iA0

i,α(t, z)] ∗q (1 ∗q (ξ
i∂α

z u))

+
∑

m0≤i<m,|α|>0

Bq[tA
0
i,α(t, z)] ∗q (1 ∗q (ξ

i∂α
z u))

= Bq[t
m0F 0(t, z)].

Thus, by setting

ci,α(ξ, z) = Bq[t
m0−iA0

i,α(t, z)] (for 0 ≤ i < m0),

ci,α(ξ, z) = Bq[tA
0
i,α(t, z)] (for m0 ≤ i ≤ m),

P (ξ, z) =
∑

m0≤i≤m

Ai,0(0, z)ξ
i,

f(ξ, z) = Bq[t
m0F 0(t, z)]

we have a q-convolution partial differential equation

P (ξ, z)u+
∑

0≤i≤m

ci,0(ξ, z) ∗q (ξ
iu)(5.11)

+
∑

i+σ|α|≤m,|α|>0

ci,α(ξ, z) ∗q (1 ∗q (ξ
i∂α

z u)) = f(t, z).

By the definition of ci,α(ξ, z) and f(ξ, z) we see that they are holomorphic
functions on Cξ ×DR for some R > 0 and we have

|f(ξ, z)| ≤ CφN (|ξ|;h) on C×DR (with N = m0 + µ),

ci,α(ξ, z) ≪ Ci,αφm0−i−1(ξ;h0) for any z ∈ DR (0 ≤ i < m0),

ci,α(ξ, z) ≪ Ci,αφ0(ξ;h0) for any z ∈ DR (m0 ≤ i ≤ m)

for some C > 0, h > h0 > 0 and Ci,α > 0 (i+ σ|α| ≤ m). We note:

P (ξ, z) =
∑

m0≤i≤m

Ai,0(0, z)ξ
i =

∑

m0≤i≤m

bi,0(0, z)

qi(i−1)/2
ξi = ξm0P0(ξ, z)

where P0(ξ, z) is the one appearing in Lemma 2.2.

5.2.4 Holomorphic extension of u(ξ, z)

Take any λ ∈ C\({0}∪S). By Lemm 2.2 we have a δ > 0, an interval I = (θ1, θ2)
with θ1 < argλ < θ2 and an R > 0 such that

|P (ξ, z)| ≥ δ|ξ|m0(1 + |ξ|)m−m0 on SI ×DR.
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Since µ is taken sufficiently large, we may suppose that N = m0 + µ satisfies

1

[N ]q

∑

0≤i<m0

Ci,0

δ(1− h0/h)
< 1.

Thus, we can apply Proposition 4.1 to the equation (5.11). This shows that
u(ξ, z) has an analytic extension u∗(ξ, z) to the domain SI × DR1

(for some
R1 > 0) as a solution of (5.11), and we have the estimate

(5.12) |u∗(ξ, z)| ≤
M1

|ξ|m0(1 + |ξ|)m−m0

φN (|ξ|;h1) on SI(r) ×DR1

for some M1 > 0 and h1 > 0.

5.2.5 Completion of the proof of Theorem 2.3

To complete the proof of Theorem 2.3 it is enough to show Lemma 5.6 given
below. If this is true, by setting

W (t, z) =
∑

0≤n≤µ

Xn(z)t
n + L

λ
q [u

∗](t, z)

we have a true solution of (1.1) desired in Theorem 2.3.

Lemma 5.6. There are C > 0, h > 0, A > 0 and 0 < B < q such that

|u∗(λqn, z)| ≤ Chn[n]q! on DR1
for n = 0, 1, 2, . . .,(5.13)

|u∗(λq−m, z)| ≤ ABm on DR1
for m = 1, 2, . . ..(5.14)

Proof. Since u∗(ξ, z) is a holomorphic function in a neighborhood of (0, 0) ∈
Cξ × Cd

z , by setting B = 1 we have the condition (5.14) for a sufficiently large
A > 0. By (5.12) and Lemma 4.3 we have

|u∗(ξ, z)| ≤
M1

|ξ|m0(1 + |ξ|)m−m0

|ξ|N

[N ]q!
expq(h1|ξ|)

≤
M1|ξ|N−m0

[N ]q!
×

×K1 exp
((log(h1|ξ|))2

2 log q
+
(

−
1

2
+

log(q − 1)

log q

)

log(h1|ξ|)
)

≤ M2 exp
((log |ξ|)2

2 log q
+ α log |ξ|

)

on SI ×DR1

for some K1 > 0, M2 > 0 and α ∈ R. Hence, we obtain

|u∗(λqn, z)| ≤ M2(|λ|q
α)nqn

2/2 exp
( (log |λ|)2

2 log q
+ α log |λ|

)

on DR1

for n = 0, 1, 2, . . .. Since qn(n−1)/2 ≤ [n]q! holds, we have the result (5.13).
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6 The case without (2.2)

In Theorem 2.3, we have shown the Gq-summability of thr formal solution (1.2)
under the additional assumption (2.2). Let us consider here the case without
the assumption (2.2). We note:

Lemma 6.1. Let f(t) be a function in t, and let n ∈ N∗. We set F (τ) = f(t)
with t = τn; then we have

(6.1) tDq(f)(t) =
1

[n]q1/n
τDq1/n(F )(τ).

Proof. By the definition we have

tDq(f)(t) = t×
f(qt)− f(t)

(q − 1)t
= τn ×

f(qτn)− f(τn)

(q − 1)τn

= τn ×
F (q1/nτ) − F (τ)

(q − 1)τn

=
q1/n − 1

(q1/n)n − 1
× τ ×

F (q1/nτ) − F (τ)

(q1/n − 1)τ
=

1

[n]q1/n
τDq1/n(F )(τ).

Lemma 6.2. Let n ∈ N∗: we have

(6.2) tDqn =
q − 1

qn − 1

n−1
∑

i=0

(

(q − 1)tDq + 1
)i
(tDq).

Note that Dqn in the left-hand side is qn-derivative and Dq in the right-hand

side is q-derivative.

Proof. By the definition we have

tDqn(f)(t) = t×
f(qnt)− f(t)

(qn − 1)t

= t×
q − 1

qn − 1
×

(f(qnt)− f(qn−1t)) + · · ·+ (f(qt)− f(t))

(q − 1)t

=
q − 1

qn − 1

(

qn−1tDq(f)(q
n−1t) + · · ·+ qtDq(f)(qt) + tDq(f)(t)

)

.

Therefore, by using the operator σq defined by σq(f(t)) = f(qt) we have

tDqn(f)(t) =
q − 1

qn − 1

(

σn−1
q + · · ·+ σq + 1

)

(tDq)(f)(t).

Since σq = (q − 1)tDq + 1 holds, we have (6.2).
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Corollary 6.3. For any m ∈ N∗ and n ∈ N we have

(6.3) [m]qn =
1

[n]q

n−1
∑

i=0

(

(q − 1)[m]q + 1
)i
[m]q.

Proof. By applying (6.2) to tm we have this result.

Discussion in the case without (2.2). We set t = τ2 and q1 = q1/4. Then,
by applying Lemmas 6.1 and 6.2 we can see that our equation (1.1) is written
in the form

(6.4)
∑

j+σ|α|≤m

Aj,α(τ, z)

(

1

[4]q1

(

(q1 − 1)(τDq1)
2 + 2(τDq1)

)

)j

∂α
z Y = G(τ, z)

where

Aj,α(τ, z) = aj,α(τ
2, z) (j + σ|α| ≤ m),

Y (τ, z) = X(τ2, z) =
∑

n≥0

Xn(z)τ
2n,

G(τ, z) = F (τ2, z).

In this case, the t-Newton polygon Nt(6.4) of (6.4) is

Nt(6.4) = {(x, y) ∈ R
2 ; x ≤ 2m, y ≥ max{0, x− 2m0}},

and we have

ordt(Aj,α) ≥

{

max{0, 2j − 2m0}, if |α| = 0,
max{2, 2j − 2m0 + 2}, if |α| > 0.

Therefore, the condition corresponding to (2.2) is satisfied. Thus, we can apply
Theorem 2.3 to the q1-difference equation (6.4) and we have Gq1 -summability
of the formal solution Y (τ, z).
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