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Abstract. In this paper we introduce a way to estimate a level of close-
ness of Cayley automatic groups to the class of automatic groups us-
ing a certain numerical characteristic. We characterize Cayley automatic
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1 Introduction

Cayley automatic groups had been introduced by Kharlampovich, Khoussainov
and Miasnikov as a generalization of automatic groups [12]. They are all finitely
generated groups for which their directed labeled Cayley graphs are finite au-
tomata presentable structures (automatic structures) [13,14,15,16]; see, e.g., also
[6,7,18,19,20,22,23]. In particular, Cayley automatic groups include all automatic
groups in the sense of Thurston and others [10]. Cayley automatic groups inherit
the key algorithmic properties of automatic groups: the first order theory for a
directed labeled Cayley graph of a Cayley automatic groups is decidable, the
word problem in a Cayley automatic group is decidable in quadratic time [12].
The set of Cayley automatic groups comprise all finitely generated nilpotent
groups of nilpotency class at most two [12], the Baumslag–Solitar groups [2],
higher rank lamplighter groups [4] and all fundamental groups of 3–dimensional
manifolds. This shows that Cayley automatic groups include important classes
of groups.

In this paper we introduce the classes of Cayley automatic groups Bf defined
by non–decreasing and non–negative functions f . Informally speaking, for any
given group G ∈ Bf , the function f shows an upper bound for a level of closeness
of the group G to the class of automatic groups. In particular, if f is identically
equal to zero, then G must be automatic. So, similarly to a growth function, one
can consider f as a numerical characteristic of the group G. Studying numerical
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characteristics of groups and relations between them is an important topic in
group theory [24]. In this paper we initiate study of this numerical characteris-
tic. We first characterize non–automatic groups in terms of this characteristic.
Then we study this characteristic for some non–automatic groups, namely, the
lamplighter group Z2 ≀Z, the Baumslag–Solitar groups BS(p, q), with 1 6 p < q,
and the Heisenberg group H3(Z). Another motivation to introduce this numeri-
cal characteristic is to address the problem of finding characterization for Cayley
automatic groups by studying classes Bf for some functions f .

The paper is organized as follows. In Section 2 we recall the definitions of
automatic and Cayley automatic groups. Then we give the definition of the
classes of Cayley automatic groups Bf and show that it does not depend on the
choice of generators. In Section 3 we give a characterization of non–automatic
groups by showing that if G ∈ Bf is non–automatic, then f must be unbounded.
In Sections 4 and 5 we show that the Baumslag–Solitar groups BS(p, q), with
1 6 p < q, and the lamplighter group Z2 ≀ Z are in the class Bi, where i is
the identity function: i(n) = n. Moreover, we show that these groups cannot
be elements of any class Bf , if the function f is less than i in coarse sense (see
Definition 4). In Section 6 we show that the Heisenberg group H3(Z) is in the
class Be, where e is the exponential function: e(n) = exp(n). We then show that
H3(Z) cannot be an element of any class Bf , if f is less than the cubic root
function 3

√
n in coarse sense. Section 7 concludes the paper.

2 Preliminaries

Let G be a finitely generated infinite group. Let A ⊆ G be a finite generating
set of the group G. We denote by S the set S = A ∪ A−1, where A−1 is the
set of the inverses of elements of A. For given elements g1, g1 ∈ G, we denote
by dA(g1, g2) the distance between the elements g1 and g2 in the Cayley graph
Γ (G,A). Similarly, we denote by dA(g) = dA(e, g) the word length of g with
respect the generating set A. We denote by π : S∗ → G the canonical mapping
which sends every word w ∈ S∗ to the corresponding group element π(w) = w ∈
G.

We assume that the reader is familiar with the notion of finite automata and
regular languages. For a given finite alphabet Σ we put Σ⋄ = Σ ∪ {⋄}, where
⋄ /∈ Σ is a padding symbol. The convolution of n words w1, . . . , wn ∈ Σ∗ is the
string w1 ⊗ · · ·⊗wn of length max{|w1|, . . . , |wn|} over the alphabet Σn

⋄ defined
as follows. The kth symbol of the string is (σ1, . . . , σn)

⊤, where σi, i = 1, . . . , n
is the kth symbol of wi if k 6 |wi| and ⋄ otherwise. The convolution ⊗R of a
n–ary relation R ⊆ Σ∗n is defined as ⊗R = {w1 ⊗ · · · ⊗ wn|(w1, . . . , wn) ∈ R}.
We recall that a n–tape synchronous finite automaton is a finite automaton over
the alphabet Σn

⋄ \ {(⋄, . . . , ⋄)}. We say that a n–ary relation R ⊆ Σ∗n is regular
if ⊗R is accepted by a n–tape synchronous finite automaton.

Below we give a definition of automatic groups in the sense of Thurston and
others [10].
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Definition 1. We say that G is automatic if there exists a regular language
L ⊆ S∗ such that ϕ = π|L : L→ G is a bijection and for every a ∈ A the binary
relation Ra = {(ϕ−1(g), ϕ−1(ga)) | g ∈ G} ⊆ L× L is regular.

Remark 2. In Definition 1 we required ϕ to be bijective while in the original
definition [10, Definition 2.3.1] ϕ = π|L : L→ G is surjective but it is additionally
required that the equality relation Re = {(u, v) ∈ L×L |π(u) = π(v)} is regular.
It can be seen that these two definitions are equivalent. Clearly, if a group G
is automatic in the sense of Definition 1, then it is automatic in the sense of
[10, Definition 2.3.1]. Now, suppose that G is automatic in the sense of [10,
Definition 2.3.1]. Then there is a regular language L ⊆ S∗ for which the map
ϕ = π|L : L→ G is surjective and the relations Ra, a ∈ A and Re are regular. Let
L′ = {w ∈ L | (∀u <llex w) π(u) 6= π(w)}, where llex is a length–lexicographical
order. Then ϕ′ = π|L′ : L′ → G is bijective and for every a ∈ A the binary
relation R′

a = {
(
ϕ′−1(g), ϕ′−1(ga)

)
| g ∈ G} ⊆ L′ × L′ is regular. That is, G is

automatic in the sense of Definition 1.

Definition 3. We say that G is Cayley automatic if there exist a regular lan-
guage L ⊆ S∗ and a bijection ψ : L → G such that for every a ∈ A the binary
relation Ra = {(ψ−1(g), ψ−1(ga))|g ∈ G} ⊆ L×L is regular. We call ψ : L→ G
a Cayley automatic representation of G.

We denote by A and C the classes of all automatic and Cayley automatic
groups, respectively. Clearly, A ⊆ C. However, A is a proper subset of C: for
example, the lamplighter group, the Baumslag–Solitar groups and the Heisenberg
group H3(Z) are Cayley automatic, but not automatic. We will refer to N as the
set of all positive integers. We denote by R

+ the set of all non–negative real
numbers. Let F be the following set of non–decreasing functions:

F = {f : [Q,+∞) → R
+|[Q,+∞) ⊆ N ∧ ∀n(n ∈ dom f =⇒ f(n) 6 f(n+ 1))}.

Definition 4. Let f, h ∈ F. We say that h � f if there exist positive integers
K,M and N such that [N,+∞) ⊆ domh∩dom f and h(n) 6 Kf(Mn) for every
integer n > N . We say that h ≍ f if h � f and f � h. We say that h ≺ f if
h � f and h 6≍ f .

Let G ∈ C be a Cayley automatic group and f ∈ F. Let us choose some finite
generating set A ⊆ G. For a given language L ⊆ S∗ and n ∈ N we denote by
L6n the set of all words of length less than or equal to n from the language L,
i.e., L6n = {w ∈ L | |w| 6 n}.
Definition 5. We say that G ∈ Bf if there exist a regular language L ⊆ S∗ and
a Cayley automatic representation ψ : L → G such that for the function h ∈ F,
defined by the equation

h(n) = max{dA(π(w), ψ(w))|w ∈ L6n}, (1)

the inequality h � f holds.
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We denote by Bf the class of all Cayley automatic groups G for which G ∈ Bf .
Proposition 6 below shows that Definition 5 does not depend on the choice of
generating set A.

Proposition 6. Definition 5 does not depend on the choice of generating set.

Proof. Let A′ ⊆ G be another generating set of G ∈ Bf . We put S′ = A′ ∪A′−1.
In order to simplify an exposition of our proof, we will assume that e ∈ A′.
Let us represent every element g ∈ S by a word wg ∈ S′∗, i.e., π(wg) = g, for
which the lengths of the words |wg| are the same for all g ∈ S. In order to make
the lengths wg, g ∈ S equal, one can use e ∈ S′ as a padding symbol. Let us
canonically extend the mapping g 7→ wg, g ∈ S to the monoid homomorphism
ξ : S∗ → S′∗.

We remark that the definition of ξ ensures that π(ξ(w)) = π(w) for w ∈ S∗.
For a given Cayley automatic representation ψ : L → G for which h � f , we
construct a new Cayley automatic representation ψ′ : L′ → G as follows. We
put L′ = ξ(L) ⊆ S′∗ and define a bijection ψ′ : L′ → G as ψ′ = ψ ◦ τ , where
τ = (ξ|L)−1. It can be seen that ψ′ is a Cayley automatic representation of G.
Furthermore, for the function h′ ∈ F defined by (1) with respect to ψ′ we obtain
that h′ � h which implies that h′ � f . This proof can be generalized for the case
when e /∈ A′. ⊓⊔

We denote by z ∈ F the zero function: z(n) = 0 for all n ∈ N. By Definition 5,
we have that Bz = A. Proposition 7 below shows some elementary properties of
the classes Bf .

Proposition 7. If f � g, then A ⊆ Bf ⊆ Bg ⊆ C. If f ≍ g, then Bf = Bg.

Proof. By definition, every group of the class Bg is Cayley automatic, i.e., Bg ⊆ C.
The inclusion A ⊆ Bf follows from the fact that z � f for every f ∈ F. The
transitivity of the relation � on F implies that if f � g, then Bf ⊆ Bg. The fact
that f ≍ g implies Bf = Bg is straightforward. ⊓⊔

3 Characterizing Non–Automatic Groups

Let G be a Cayley automatic group, A ⊆ G be a finite generating set and
S = A∪A−1. Given a word w ∈ S∗, for a non–negative integer t we put w(t) to
be the prefix of w of a length t, if t 6 |w|, and w(t) = w, if t > |w|. Following
the notation from [10], we denote by ŵ : [0,∞) → Γ (G,A) the corresponding
path in the Cayley graph Γ (G,A) defined as follows. If t > 0 is an integer, then
ŵ(t) = π(w(t)), and ŵ is extended to non–integer values of t by moving along
the respective edges with unit speed. Given words w1, w2 ∈ S∗ and a constant
C0 > 0, we say that the paths ŵ1 and ŵ2 are a uniform distance less than or
equal to C0 apart if dA(ŵ1(t), ŵ2(t)) 6 C0 for all non–negative integers t.

Theorem 8 below is a simplified modification of the theorem characterizing
automatic groups due to Epstein et al. [10, Theorem 2.3.5]. This theorem follows
from the existence of standard automata [10, Definition 2.3.3] for all elements of
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A. For the existence of standard automata it is enough to assume the solvability
of the word problem in G. We recall that for Cayley automatic the word problem
in G is decidable [12, Theorem 8.1].

Theorem 8. ([10, Theorem 2.3.5]) Let L ⊆ S∗ be a regular language such that
π : L → G is surjective. Assume that there is a constant C0 such that for every
w1, w2 ∈ L and a ∈ A for which π(w1)a = π(w2), the paths ŵ1 and ŵ2 are a
uniform distance less than or equal to C0 apart. Then G is an automatic group.

Let d ∈ F be any bounded function which is not identically equal to the zero
function z. Although z ≺ d, the theorem below shows that the class Bd does not
contain any non–automatic group.

Theorem 9. The class Bd = A. In particular, if for any function f ∈ F the
class Bf contains a non–automatic group, then f must be unbounded.

Proof. Let us show that Bd = A. By Proposition 7, we only need to show that
Bd ⊆ A. Assume that G ∈ Bd. By Definition 5, there exists a Cayley automatic
representation ψ0 : L0 → G for some L0 ⊆ S∗ such that, for the function h0(n) =

max{dA(π(w), ψ0(w))|w ∈ L6n
0 }, h0 � d. This implies that dA(ψ0(w), π(w)) is

bounded from above by some constant K0 for all w ∈ L0.
We put L1 = S∗6K0 . Let L = L0L1 be the concatenation of L0 and L1. The

language L is regular. For any given g ∈ G, dA(π(ψ
−1
0 (g)), g) 6 K0. This implies

that there is a word u ∈ L1 such that, for the concatenation w = ψ−1
0 (g)u,

π(w) = g. Therefore, the map π : L→ G is surjective.
Let w1, w2 ∈ L be some words for which π(w1)a = π(w2), a ∈ A. There exist

words v1, v2 ∈ L0 and u1, u2 ∈ L1 for which w1 = v1u1 and w2 = v2u2. We
obtain that dA(ψ0(v1), ψ0(v2)) 6 dA(π0(v1), π0(v2))+2K0 6 dA(π(w1), π(w2))+
2K0 + 2K0 6 4K0 + 1. That is, there exists g ∈ G, for which dA(g) 6 4K0 + 1,
such that ψ0(v1)g = ψ0(v2). The pair (v1, v2) is accepted by some two–tape
synchronous automaton Mg.

Let Ng be the number of states of Mg. Given a non–negative integer t, there
exist words p1, p2 ∈ S∗, for which the lengths |p1|, |p2| are bounded from above
by Ng, such that the pair (v1(t)p1, v2(t)p2) is accepted by Mg; in particular,
v1(t)p1, v2(t)p2 ∈ L0. We obtain that:

dA(π(v1(t)), π(v2(t))) 6 dA(π(v1(t)p1), π(v2(t)p2)) + |p1|+ |p2| 6
dA(ψ0(v1(t)p1), ψ0(v2(t)p2)) + 2K0 + 2Ng 6

dA(g) + 2K0 + 2Ng 6 6K0 + 2Ng + 1.

Therefore,

dA(ŵ1(t), ŵ2(t)) = dA(π(w1(t)), π(w2(t))) 6 dA(π(v1(t)), π(v2(t))) + 2K0 6

8K0 + 2Ng + 1.

There are only finitely many g for which dA(g) 6 4K0 + 1, so Ng can be
bound by some constant N0. Thus, for C0 = 8K0 + 2N0 + 1, we obtain that
dA(ŵ1(t), ŵ2(t)) 6 C0, that is, the paths ŵ1 and ŵ2 are a uniform distance C0

apart. By Theorem 8, the group G is automatic. The second statement of the
theorem is straightforward. ⊓⊔
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4 The Baumslag–Solitar Groups

Let us consider the Baumslag–Solitar groups BS(p, q) = 〈a, t|tapt−1 = aq〉 with
1 6 p < q. These groups are not automatic, see Epstein et al. [10, Section 7.4],
but they are Cayley automatic [2, Theorem 3]. The Cayley automatic represen-
tations of the Baumslag–Solitar groups constructed in [2, Theorem 3] use the
normal form obtained from representing these groups as the HNN extensions [2,
Corollary 2]. This normal form is shown in the following proposition.

Proposition 10. Any element g ∈ BS(p, q) for 1 6 p < q can be written
uniquely as g = w̃(a, t)ak, where

w̃(a, t) ∈ {t, at, . . . , aq−1t, t−1, at−1, . . . , ap−1t−1}∗

is freely reduced and k ∈ Z.

Let us now describe a modification of the Cayley automatic representation
of BS(p, q) constructed in [2, Theorem 3.2] which is compatible with Defini-
tion 3. We put a1 = a, . . . , aq−1 = aq−1. Let A = {a0, a1, . . . , aq−1, t} and
S = A ∪ A−1 = {e, a1, a2, . . . , aq−1, a

−1
1 , . . . , a−1

q−1, t, t
−1}. Given an element

g = w̃(a, t)ak ∈ BS(p, q), we construct the word w = uv which is the con-
catenation of two words u, v ∈ S∗ defined as follows.

The word u ∈ {t, t−1, a1, . . . , aq−1}∗ is obtained from the corresponding word
w̃(a, t) by changing the subwords atǫ, . . . , aq−1tǫ to the subwords a1t

ǫ, . . . , aq−1t
ǫ,

respectively, where ǫ = +1 or ǫ = −1. The word v is obtained from the q–ary
representation of |k| by changing the 0 to e and 1, . . . , q − 1 to a1, . . . , aq−1 and
a−1
1 , . . . , a−1

q−1, if k > 0 and k < 0, respectively. The set of all such words w
is a regular language L ⊆ S∗. Thus, we have constructed a bijection ψ : L →
BS(p, q).

By [2, Theorem 3.2], ψ provides a Cayley automatic representation ofBS(p, q).
It is worth noting that if g ∈ BS(p, q) is an element for which k = 0, then for

w = ψ−1(g) we obtain that ψ(w) = π(w). Let Ã = {a, t}. We have the following
metric estimates for the groups BS(p, q).

Theorem 11. ([8, Theorem 3.2]) There exist constants C1, C2, D1, D2 > 0 such
that for every element g ∈ BS(p, q) for 1 6 p < q written as w̃(a, t)ak, we have:
C1(|w̃|+ log(|k|+ 1))−D1 6 d

Ã
(g) 6 C2(|w̃|+ log(|k|+ 1)) +D2.

Remark 12. The normal form for the elements of BS(p, q) used in [8] is almost
the same as in Proposition 10 modulo the choice for the range of powers of a.
Namely, any element g ∈ BS(p, q) for 1 6 p < q can also be written uniquely as
g = w(a, t)ak such that

w(a, t) ∈ {t, at, a2t, . . . , aαt, a−1t, a−2t, . . . , a−βt, t−1, at−1, a2t−1, . . . ,

aγt−1, t−1, a−1t−1, a−2t−1, . . . , a−δt−1}∗

is freely reduced, where α = ⌊ q
2⌋, β = ⌊ q−1

2 ⌋, γ = ⌊p
2⌋ and δ = ⌊p−1

2 ⌋, see
[8, Lemma 3.1]. It can be seen that the metric estimates obtained in [8] for
the normal form w(a, t)ak remain valid for the normal form w̃(a, t)ak modulo
changing the constants C1 and C2.
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It follows from Theorem 11 that there exist constants C′
1, C

′
2, D

′
1, D

′
2 > 0 such

that for every element g ∈ BS(p, q) and for the corresponding word ψ−1(g) = uv
we have

C′
1(|u|+ |v|) −D′

1 6 dA(g) 6 C′
2(|u|+ |v|) +D′

2. (2)

Theorem 13. Given p and q for which 1 6 p < q, the Baumslag–Solitar group
BS(p, q) ∈ Bi. Moreover, for any f ≺ i, BS(p, q) /∈ Bf .

Proof. For given p and q for which 1 6 p < q let us consider the Cayley automatic
representation ψ : L→ BS(p, q) constructed above. Let h be the function given
by (1) with respect to this Cayley automatic representation. We will show that
h � i (in fact one can verify that h ≍ i). Let w = uv ∈ L6n and g = ψ(w) be
the corresponding group element of BS(p, q). By (2), there exists a constant C
such that dA(g) 6 C(|u|+ |v|) = C|w|. Therefore, dA(π(w), ψ(w)) 6 n+dA(g) 6
(C + 1)n. Therefore, h � i which implies that BS(p, q) ∈ Bi.

Let us show now the second statement of the theorem. Suppose thatBS(p, q) ∈
Bf for some f ≺ i. Then there exists a Cayley automatic representation ψ′ :
L′ → BS(p, q) for which h′ � f , where h′ is given by (1). We have h′ ≺ i.
We recall that for a group 〈X |R〉 given by a set of generators X and a set
of relators R the Dehn function is given by D(n) = maxu∈Un

{area(u)}, where
Un = {u ∈ (X ∪X−1)∗|π(u) = e ∧ |u| 6 n} is the set of words of the length at
most n representing the identity of the group 〈X |R〉 and area(u) is the combina-

torial area of u which is the minimal k for which u =
∏k

i=1 vir
±1
i v−1

i in the free
group F (X), where ri ∈ R.

Let w ∈ {a, a−1, t, t−1}∗ be a word representing the identity in BS(p, q) for
which |w| 6 n. The word w corresponds to a loop in the Cayley graph BS(p, q)
with respect to the generators a, t. Similarly to the argument in the proof of [10,
Theorem 2.3.12], it can be seen that the loop w can be subdivided into at most
K0n

2 loops of length at most ℓ(n) = 4h′(K0n)+K1 for some integer constantsK0

and K1. Therefore, D(n) 6 K0n
2D(ℓ(n)) which implies that D(n) � n2D(ℓ(n)).

For the group BS(p, q) the Dehn function is at most exponential (see [10,
§ 7.4]), i.e., D(n) 6 λn for some constant λ. Therefore, D(n) � n2λℓ(n). Clearly,
ℓ � h′ which implies that ℓ ≺ i. Let us show that n2λℓ(n) ≺ e. It can be seen
that n2λℓ(n) � e. Assume that e � n2λℓ(n). Then, for all sufficiently large n
and some constants K and M we have: exp(n) 6 Kn2λℓ(Mn). This implies
that n − 2 lnn − lnK 6 (lnλ)ℓ(Mn). Clearly, n

2 6 n − 2 lnn − lnK for all
sufficiently large n, and, therefore, n 6 (2 lnλ)ℓ(Mn). This implies that i � ℓ
which contradicts to the inequality ℓ ≺ i. Thus, D(n) � n2λℓ(n) ≺ e which
implies that D(n) ≺ e. The last inequality contradicts to the fact that for the
group BS(p, q) the Dehn function is at least exponential, i.e., D(n) > µn for
some constant µ (see [10, § 7.4]) which implies that e � D(n). ⊓⊔

5 The Lamplighter Group

The lamplighter group is the wreath product Z2 ≀ Z of the cyclic group Z2 and
the infinite cyclic group Z. For the definition of the wreath product of groups
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we refer the reader to [11]. Let t be a generator of the cyclic group Z = 〈t〉
and a be the nontirival element of the group Z2. The canonical embeddings of
the groups Z2 and Z into the wreath product Z2 ≀ Z enable us to consider Z2

and Z as the subgroups of Z2 ≀ Z. With respect to the generators a and t, the
lamplighter group has the presentation 〈a, t | [tiat−i, tjat−j ], a2〉. The lamplighter
group is not finitely presented [1], and, therefore, it is not automatic due to [10,
Theorem 2.3.12].

The elements of the lamplighter group have the following geometric inter-
pretation. Every element of the lamplighter group corresponds to a bi–infinite
string of lamps, indexed by integers i ∈ Z, each of which is either lit or unlit,
such that only finite number of lamps are lit, and the lamplighter pointing at the
current lamp i = m. The identity of the lamplighter group corresponds to the
configuration when all lamps are unlit and the lamplighter points at the lamp
positioned at the origin m = 0.

The right multiplication by a changes the state of the current lamp. The
right multiplication by t (or t−1) moves the lamplighter to the right m 7→ m+1
(or to the left m 7→ m − 1). The elements of the subgroup Z 6 Z2 ≀ Z are the
configurations for which all lamps are unlit. For the elements of the subgroup
Z2 6 Z2 ≀ Z all lamps, apart from the one at the origin, are unlit and the
lamplighter points at the lamp positioned at the origin, which can be either lit
or unlit.

For any given integer i ∈ Z we put ai = tiat−i. The group element ai
corresponds to the configuration when the lamp at the position i is lit, all other
lamps are unlit and the lamplighter points at the origin m = 0. Let g be an
element of the lamplighter group. The ’right–first’ and the ’left–first’ normal
forms of g are defined as follows:

rf(g) = ai1ai2 . . . aika−j1a−j2 . . . a−jlt
m,

lf(g) = a−j1a−j2 . . . a−jlai1ai2 . . . aik t
m,

where ik > · · · > i2 > i1 > 0, jl > · · · > j1 > 0 and the lamplighter points
at the position m (see [9]). For the element g the lit lamps are at the positions
−jl, . . . ,−j1, i1, . . . , ik and the lamplighter points at the position m. In ’right–
first’ normal form the lamplighter moves to the right illuminating the appropriate
lamps until it reaches the lamp at the position ik. Then it moves back to the
origin, and then further to the left illuminating the appropriate lamps until it
reaches the lamp at the position −jl. After that the lamplighter moves to the
position m. Let A = {a, t} and S = {a, a−1, t, t−1}.
Proposition 14. ([9, Proposition 3.2]) The word length of the element g with
respect to the generating set A is given by

dA(g) = k + l +min{2ik + jl + |m+ jl|, 2jl + ik + |m− ik|}.

Some Cayley automatic representations of Z2 ≀ Z had been obtained in [12,2,3].
Let us now construct a new Cayley automatic representation of Z2 ≀ Z using
the ’right–first’ normal form which is compatible with Definition 3. For a given
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element g of the lamplighter group we construct the word w = u′v′ which is the
concatenation of two words u′, v′ ∈ S∗. The words u′ and v′ are obtained from
the words u and v, defined below, by canceling adjacent opposite powers of t.
Assume first that m > 0.

– Suppose that {i1, . . . , ik} = ∅ or {i1, . . . , ik} 6= ∅ and m > ik. We put
u = ti1at−i1 . . . tikat−iktmaa. We put v = t−j1atj1 . . . t−jla.

– Suppose that {i1, . . . , ik} 6= ∅ and m 6 ik. If m = in for some n = 1, . . . , k,
then we put u = ti1at−i1 . . . tinaaat−in . . . tika. Otherwise, either m < i1
or there exists q = 1, . . . , k − 1 for which iq < m < iq+1. In the first
case we put u = tmaat−mti1at−i1 . . . tika. In the latter case we put u =
ti1at−i1 . . . tiqat−iq tmaat−mtiq+1at−iq+1 . . . tika. The word v is the same as
above.

Assume now that m < 0.

– Suppose that {j1, . . . , jl} = ∅ or {j1, . . . , jl} 6= ∅ and m < −jl. We put
v = t−j1atj1 . . . t−jlatjl tmaa. We put u = ti1at−i1 . . . tika.

– Suppose that {j1, . . . , jl} 6= ∅ and m > −jl. If m = −jn for some n =
1, . . . , l, then we put v = t−j1atj1 . . . t−jnaaatjn . . . t−jla. Otherwise, either
m > −j1 or there exists q = 1, . . . , l − 1 for which −jq > m > −jq+1. In
the first case we put v = tmaat−mt−j1atj1 . . . t−jlatjl . In the latter case we
put v = t−j1atj1 . . . t−jqatjq tmaat−mt−jq+1atjq+1 . . . t−jla. The word u is the
same as above.

Let us show two simple examples. Suppose first that the lit lamps are at the
positions −1, 0, 2 and the lamplighter is at the position m = 1. Then, for the
corresponding group element, the word w is ataatat−1a. Suppose now that the
lit lamps are at the positions −1, 1 and the lamplighter is at the positionm = −1.
Then, for the corresponding group element, the word w is tat−1aaa. The set of
all such words w forms some language L ⊆ S∗. Thus, we have constructed the
bijection ψ : L→ Z2 ≀ Z.

It can be verified that L is a regular language and ψ provides a Cayley
automatic representation of the lamplighter group in the sense of Definition 3.
We note that in the Cayley automatic representation ψ : L→ Z2 ≀Z constructed
above we use the subwords aa and aaa to specify the lamplighter position. We
use aa and aaa if the lamp, the lamplighter is pointing at, is unlit and lit,
respectively. It is worth noting that if g ∈ Z2 ≀ Z is an element for which all
lamps at negative positions j < 0 are unlit and m > ik, then for w = ψ−1(g) we
obtain that π(w) = ψ(w). That is, on a certain infinite subset of L the maps π
and ψ coincide.

Theorem 15. The lamplighter group Z2 ≀ Z ∈ Bi. Moreover, for any f ≺ i,
Z2 ≀ Z /∈ Bf .

Proof. Let us consider the Cayley automatic representation ψ : L → Z2 ≀ Z
constructed above. Let h be the function given by (1) with respect to the Cayley
automatic representation ψ. We will show that h � i (in fact one can verify that
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h ≍ i). For a given n let w ∈ L6n be a word and g = ψ(w) be the corresponding
group element of Z2 ≀ Z. Clearly, we have that dA(π(w), ψ(w)) 6 n + dA(g).
Therefore, it suffices to show that dA(g) 6 Cn for some constant C.

It follows from the construction of w = ψ−1(g) that if m > 0, then |w| =
k+l+max{m, ik}+jl+2, and ifm < 0, then |w| = k+l+max{−m, jl}+ik+2. By
Proposition 14, we obtain that dA(g) 6 3|w| 6 3n. Therefore, h � i which implies
that Z2 ≀ Z ∈ Bi. Let us show the second statement of the theorem. For a given
m > 0, let Rm be the following set of relations Rm = {a2} ∪ {[tiat−i, tjat−j] | −
m 6 i < j 6 m}. We first notice that for any loop w ∈ S∗, |w| 6 l in the
lamplighter group Z2 ≀Z the word w can be represented as a product of conjugates
of the relations from Rl, i.e., the identity w =

∏k
i=1 vir

±1
i v−1

i holds in the free
group F (A) for some vi ∈ S∗ and ri ∈ Rl, i = 1, . . . , k.

Suppose now that Z2 ≀ Z ∈ Bf for some f ≺ i. Similarly to Theorem 13,
we obtain that then there exists a function ℓ ≺ i such that any loop w of the
length less than or equal to n can be subdivided into loops of the length at
most ℓ(n). Therefore, for any loop given by a word w ∈ S∗, |w| 6 n, the identity

w =
∏k

i=1 vir
±1
i v−1

i holds in the free group F (A) for some vi ∈ S∗ and ri ∈ Rℓ(n),
i = 1, . . . , k. In particular, every relation from Rn can be expressed as a product
of conjugates of the relations from Rℓ(8n+4) (the longest relation from Rn is
[t−natn, tnat−n] which has the length 8n+4). However, not every relation from
Rn can be expressed as a product of conjugates of the relations from Rn−1 ⊂ Rn

because the groups Gn = 〈a, t|Rn〉 and Gn−1 = 〈a, t|Rn−1〉 are not isomorphic.
This implies the inequality ℓ(8n+ 4) > n leading to a contradiction with ℓ ≺ i.
The fact that Gn = 〈a, t|Rn〉 and Gn−1 = 〈a, t|Rn−1〉 are not isomorphic can be
shown as follows.

The group Gn can be represented as Gn = 〈a−n, . . . , a0, . . . , an|a20; ai−1 =
t−1ait, i = −(n−1), . . . , n; [ai, aj ], i, j = −n, . . . , n〉, so Gn is the HNN extension
of the base group

⊕n
i=−n Z2 = 〈a−n, . . . , an|a2i , [ai, aj ]〉 relative to the isomor-

phism ϕn between the subgroups An, Bn 6 Gn generated by a−(n−1), . . . , an
and a−n, . . . , an−1, respectively, for which ϕn : ai 7→ ai−1, i = −(n − 1), . . . , n.
As a consequence of Britton’s lemma [17], we have the property that every finite
subgroup of an HNN extension is conjugate to a finite subgroup of its base group.
Assuming that Gn+1 and Gn are isomorphic, we obtain that

⊕n+1
i=−(n+1) Z2 can

be embedded into
⊕n

i=−n Z2 which leads to a contradiction. ⊓⊔

6 The Heisenberg Group

The Heisenberg group H3(Z) is the group of all matrices of the form:




1 x z
0 1 y
0 0 1


 ,

where x, y and z are integers. Every element g ∈ H3(Z) corresponds to a triple
(x, y, z). Let s be a group element of H3 corresponding to the triple (1, 0, 0),
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p corresponding to (0, 1, 0), and q corresponding to (0, 0, 1). If g corresponds
to a triple (x, y, z), then gs, gp and gq correspond to the triples (x + 1, y, z),
(x, y+1, x+ z) and (x, y, z +1), respectively. The observation that H3 is not an
automatic group but its Cayley graph is automatic was first made by Sénizergues.

The Heisenberg group H3 is isomorphic to the group 〈s, p, q|s−1p−1sp =
q, sq = qs, pq = qp〉, and it can be generated by the elements s and p. The
exact distance formula on H3(Z) for the generating set {s, p} is obtained in
[5, Theorem 2.2]. However, for our purposes it is enough to have the metric
estimates which the reader can find in [21, Proposition 1.38]. Let A = {e, s, p, q}
and S = A ∪A−1 = {e, s, p, q, s−1, p−1, q−1}.

Proposition 16. ([21, Proposition 1.38]) There exist constants C1 and C2 such
that for an element g ∈ H3 corresponding to a triple (x, y, z) we have

C1(|x| + |y|+
√
|z|) 6 dA(g) 6 C2(|x|+ |y|+

√
|z|).

Proof. We first get an upper bound. Every group element g ∈ H3 can be rep-
resented as snpmql corresponding to the triple (x, y, z) = (n,m, nm + l). It

can be verified that skpks−kp−k = qk
2

. Therefore, the length of ql is at most
6
√
|l| 6 6

√
|z| + 3|n| + 3|m|. For C2 = 6 we obtain the required upper bound.

Let us prove now a lower bound. If dA(g) = r for an element g corresponding
to a triple (x, y, z), then |x|, |y| 6 r and |z| 6 r + r2. For C1 = 1

4 we obtain the
required lower bound. ⊓⊔

Let us construct a Cayley automatic representation of the Heisenberg group
H3 which is compatible with Definition 3. For a given g ∈ H3 corresponding to
a triple (x, y, z) we construct the word w = uv which is the concatenation of
two words u, v ∈ S∗ constructed as follows. We put u = py. Let bx and bz be the
binary representations of the integers |x| and |z| (with the least significant digits
first). We put b to be bx⊗ bz with the padding symbol ⋄ changed to 0. The word
b is a word over the alphabet consisting of the symbols

(
0

0

)
,

(
0

1

)
,

(
1

0

)
,

(
1

1

)
.

Replacing the symbols
(

0

0

)
,

(
0

1

)
,

(
1

0

)
,

(
1

1

)
in b by the words ee, eq, se and sq we

obtain a word b′ ∈ {e, s, q}∗. If x > 0 and z > 0, then we put v = b′. If x < 0 or
z < 0, then v is obtained from b′ by replacing the symbols s and q to the symbols
s−1 and q−1, respectively. For example, the triple (3,−3,−4) is represented by
the word p−1p−1p−1seseeq−1. The set of all such words w is a regular language
L ⊆ S∗. Thus, we have constructed the bijection ψ : L→ H3. It can be verified
that ψ provides a Cayley automatic representation of the Heisenberg group H3.

It is worth noting that if g ∈ H3 corresponds to a triple (0, y, 0), then for the
word w = ψ−1(g) we have ψ(w) = π(w). That is, the maps π and ψ coincide if
restricted on the cyclic subgroup 〈p〉 6 H3.

Theorem 17. The Heisenberg group H3 ∈ Be. Moreover, for any f ≺ 3
√
n,

H3 /∈ Bf .

Proof. Let h be the function given by (1) with respect to the Cayley automatic
representation ψ : L→ H3 constructed above.We will show that h ≍ e. Although



12 D. Berdinsky and P. Trakuldit

for the first statement of the theorem it is enough to show that h � e, the
inequality e � h guarantees that we cannot get a better result using just the
representation ψ. Let w = uv ∈ L6n and g = ψ(w) be the group element of H3

corresponding to a triple (x, y, z). By Proposition 16, there exists a constant C2

such that dA(g) 6 C2(|x| + |y|+
√
|z|) 6 C2(2

|v| + |u|+
√
2|v|) 6 2C22

|u|+|v| 6

2C2 exp (|w|) 6 2C2 exp (n). Therefore, h � e which implies that H3 ∈ Be.
Let us show now that e � h. Let gi = si, i > 2. The length of the cor-

responding word wi = ψ−1(gi) is equal to the doubled length of the binary
representation of i. We have dA(π(wi), ψ(wi)) = dA(π(wi)

−1si) = dA(s
ni) for

some positive integer ni. Clearly, there exists a constant C such that ni > Ci.
The group element sni corresponds to the triple (ni, 0, 0). By Proposition 16,
we have dA(s

ni) > C1ni. Therefore, there exists a constant C′ > 0 such that

dA(s
ni) > C′2

|wi|

2 for all i > 2. This implies that e � h. Therefore, h ≍ e.
Let us show now the second statement of the theorem. Repeating exactly

the same argument as used in Theorem 13, we conclude that there exists a
function ℓ(n) ≺ 3

√
n for which the inequality D(n) � n2D(ℓ(n)) holds, where

D(n) is the Dehn function of H3. For the group H3 the Dehn function is at most
cubic; specifically for the presentation H3 = 〈s, p, q|s−1p−1sp = q, sq = qs, pq =
qp〉, D(n) 6 n3 (see [10, § 8.1]). Therefore, D(n) � n2ℓ(n)3. Let us show that
n2ℓ(n)3 ≺ n3. It can be seen that n2ℓ(n)3 � n3. Assume that n3 � n2ℓ(n)3.
Then, for all sufficiently large n and some constants K and M we have: n3 6

Kn2ℓ(Mn)3. This implies that 3
√
n 6

3
√
Kℓ(Mn). Therefore, 3

√
n � ℓ(n) which

contradicts to the inequality ℓ(n) ≺ 3
√
n. Thus, D(n) � n2ℓ(n)3 ≺ n3 which

implies that D(n) ≺ n3. The last inequality contradicts to the fact that the
Dehn function is at least cubic (see [10, § 8.1]) which implies that n3 � D(n).

⊓⊔

7 Discussion

In this paper we proposed a way to measure closeness of Cayley automatic groups
to the class of automatic groups. We did this by introducing the classes of Cayley
automatic groups Bf for the functions f ∈ F. In Theorem 9 we characterized
non–automatic groups by showing that for any such group G in some class Bf

the function f must be unbounded. We studied then the cases of the Baumslag–
Solitar groups BS(p, q), 1 6 p < q, the lamplighter group and the Heisenberg
group H3. In Theorems 13 and 15 we proved that the Baumslag–Solitar groups
and the lamplighter group are in the class Bi and they cannot belong to any
class Bf for which f ≺ i. For the Heisenberg group H3 in Theorem 17 we proved
that H3 ∈ Be, but we could only prove that it cannot belong to any class Bf for
which f ≺ 3

√
n. The following questions are apparent from the results obtained

in this paper.

– Is there any unbounded function f ≺ i for which the class Bf contains a
non–automatic group?

– Is there any function f ≺ e for which H3 ∈ Bf?
– Is there any characterization of a class Bf , where f is an unbounded function?
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