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8 Dual Spaces of Anisotropic Mixed-Norm Hardy Spaces

Long Huang, Jun Liu, Dachun Yang∗ and Wen Yuan

Abstract Let ~a := (a1, . . . , an) ∈ [1,∞)n, ~p := (p1, . . . , pn) ∈ (0,∞)n and H
~p

~a
(Rn) be the

anisotropic mixed-norm Hardy space associated with ~a defined via the non-tangential grand

maximal function. In this article, the authors give the dual space of H
~p

~a
(Rn), which was

asked by Cleanthous et al. in [J. Geom. Anal. 27 (2017), 2758-2787]. More precisely, via

first introducing the anisotropic mixed-norm Campanato space L~a
~p, q, s

(Rn) with q ∈ [1,∞]

and s ∈ Z+ := {0, 1, . . .}, and applying the known atomic and finite atomic characterizations

of H
~p

~a
(Rn), the authors prove that the dual space of H

~p

~a
(Rn) is the space L~a

~p, r′, s
(Rn) with

~p ∈ (0, 1]n, r ∈ (1,∞], 1/r+1/r′ = 1 and s ∈ [⌊ ν
a−

( 1
p−
−1)⌋,∞)∩Z+, where ν := a1 + · · ·+an,

a− := min{a1, . . . , an}, p− := min{p1, . . . , pn} and, for any t ∈ R, ⌊t⌋ denotes the largest integer

not greater than t. This duality result is new even for the isotropic mixed-norm Hardy spaces

on Rn.

1 Introduction

The main purpose of this article is to give the dual space of the anisotropic mixed-norm Hardy

space on Rn. Recall that, as a generalization of the classical Hardy space Hp(Rn), the anisotropic

mixed-norm Hardy space H
~p

~a
(Rn), in which the constant exponent p ∈ (0,∞) is replaced by an

exponent vector ~p ∈ (0,∞)n and the Euclidean norm | · | on Rn by the anisotropic homogeneous

quasi-norm | · |~a with ~a ∈ [1,∞)n (see Definition 2.1 below), was first considered by Cleanthous

et al. in [8]. Cleanthous et al. [8] introduced the anisotropic mixed-norm Hardy space H
~p

~a
(Rn)

with ~a ∈ [1,∞)n and ~p ∈ (0,∞)n via the non-tangential grand maximal function and investigated

its radial or its non-tangential maximal function characterizations. In particular, they mentioned

several natural questions to be studied (see [8, p. 2760]), which include the atomic characteriza-

tions and the duality theory of H
~p

~a
(Rn) as well as the boundedness of anisotropic singular inte-

gral operators on these Hardy-type spaces. To answer these questions and also to complete the

real-variable theory of the anisotropic mixed-norm Hardy space H
~p

~a
(Rn), Huang et al. [15] estab-

lished several equivalent characterizations of H
~p

~a
(Rn), respectively, in terms of the atom, the finite

atom, the Lusin area function, the Littlewood-Paley g-function or g∗λ-function and also obtained
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the boundedness of anisotropic Calderón-Zygmund operators on H
~p

~a
(Rn). However, the afore-

mentioned question on duality theory of H
~p

~a
(Rn) is still missing so far. In addition, the theory of

anisotropic or mixed-norm function spaces was developed well in recent years; see, for example,

[6, 7, 9, 14, 18].

It is well known that the duality theory of classical Hardy spaces on the Euclidean space

R
n plays an important role in many branches of analysis such as harmonic analysis and partial

differential equations, and has been systematically considered and developed; see, for example,

[13, 24, 28]. In 1969, Duren et al. [11] first showed that the dual space of the Hardy space Hp(D)

of holomorphic functions is the Lipshitz space, where p ∈ (0, 1) and the symbol D denotes the unit

disc of Rn. Later on, Walsh [31] further extended this duality result to the Hardy space on the up-

per half-plane Rn+1
+ with p ∈ (0, 1). Moreover, the prominent duality theory, namely, the bounded

mean oscillation function space BMO(Rn) is the dual space of the Hardy space H1(Rn) is due to

Fefferman and Stein [13]. It is worth to point out that the complete duality theory of the classical

Hardy space Hp(Rn), with p ∈ (0, 1], is given by Taibleson and Weiss [30], in which the dual space

of Hp(Rn) was proved to be the Campanato space introduced by Campanato [5]. We should also

point out that, nowadays, the theory related to Campanato spaces has been developed well and

proved useful in many areas of analysis; see, for example, [16, 19, 20, 22, 25, 32, 33]. In addition,

based on the duality results of the classical Hardy spaces mentioned as above (see [11, 13, 31])

as well as the celebrated work of Calderón and Torchinsky [3] on the parabolic Hardy space,

Calderón and Torchinsky [4] further studied the duality theory of the parabolic Hardy space. For

more developments of the duality theory of function spaces and their applications in harmonic

analysis and partial differential equations, we refer the reader to [2, 10, 21, 23, 25, 32, 33, 34].

Notice that, when ~a ∈ [1,∞)n and ~p := (p1, . . . , pn) ∈ (1,∞)n, by [8, Theorem 6.1], we know

that H
~p

~a
(Rn) = L~p(Rn) with equivalent quasi-norms, which, together with the known fact that the

dual of L~p(Rn) is L~p
′

(Rn) (see [1, p. 304, Theorem 1.a)]), where ~p′ := (p′
1
, . . . , p′n) and, for any

i ∈ {1, . . . , n}, 1/pi + 1/p′
i
= 1, implies that, for any ~p ∈ (1,∞)n, L~p

′

(Rn) is the dual space of

H
~p

~a
(Rn). In this article, we further complete the duality theory of H

~p

~a
(Rn), which partly answers

the aforementioned question of Cleanthous et al. in [8, p. 2760] on the duality theory. Precisely,

let ~a := (a1, . . . , an) ∈ [1,∞)n, ~p := (p1, . . . , pn) ∈ (0,∞)n, q ∈ [1,∞] and s ∈ Z+ := {0, 1, . . .},

we first introduce the anisotropic mixed-norm Campanato space L~a
~p, q, s

(Rn). Then, applying the

known atomic and finite atomic characterizations of H
~p

~a
(Rn) obtained in [15] (see Lemmas 3.6 and

3.7 below), we prove that the dual space of H
~p

~a
(Rn) is the space L~a

~p, r′, s
(Rn) with ~p ∈ (0, 1]n, r ∈

(1,∞], 1/r+1/r′ = 1 and s ∈ [⌊ ν
a−

( 1
p−
−1)⌋,∞)∩Z+, where ν := a1+· · ·+an, a− := min{a1, . . . , an},

p− := min{p1, . . . , pn} and, for any t ∈ R, the symbol ⌊t⌋ denotes the largest integer not greater

than t. This duality result is new even for the isotropic mixed-norm Hardy spaces on Rn. We

should point out that, when ~p := (p1, . . . , pn) ∈ (0,∞)n with pi0 ∈ (0, 1] and p j0 ∈ (1,∞) for some

i0, j0 ∈ {1, . . . , n}, the dual space of H
~p

~a
(Rn) is still unknown so far.

Concretely, this article is organized as follows.

In Section 2, we first recall some notions and notation appearing in this article, including

the anisotropic homogeneous quasi-norm, the anisotropic bracket and the mixed-norm Lebesgue

space. Then we present the definition of the anisotropic mixed-norm Hardy spaces H
~p

~a
(Rn) via the

non-tangential grand maximal functions from [8] (see Definition 2.7 below).
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Section 3 is devoted to establishing the duality theory of H
~p

~a
(Rn) with ~a ∈ [1,∞)n and ~p ∈

(0, 1]n. To this end, we first introduce the anisotropic mixed-norm Campanato space L~a
~p, q, s

(Rn)

(see Definition 3.1 below), which includes the space BMO(Rn) of John and Nirenberg [17] as well

as the classical Campanato spaces of Campanato [5] as special cases [see Remark 3.2(ii) below].

Then, via borrowing some ideas from [22, Theorem 3.5] and [2, p. 51, Theorem 8.3], we prove

that the dual space of H
~p

~a
(Rn) is the space L~a

~p, r′, s
(Rn) with r ∈ (1,∞], 1/r + 1/r′ = 1 and s be-

ing as in (3.1) below (see Theorem 3.10 below). To be precise, by the known atomic and finite

atomic characterizations of H
~p

~a
(Rn) (see Lemmas 3.6 and 3.7 below) as well as an argument simi-

lar to that used in the proof of [22, Theorem 3.5] (see also [32, Theorem 5.2.1]), we show that the

anisotropic mixed-norm Campanato space L~a
~p, r′, s

(Rn) is continuously embedded into [H
~p

~a
(Rn)]∗

with r and s as in Theorem 3.10 below, where the symbol [H
~p

~a
(Rn)]∗ denotes the dual space of

H
~p

~a
(Rn). Conversely, to prove [H

~p

~a
(Rn)]∗ ⊂ L~a

~p, r′, s
(Rn) and the inclusion is continuous, motivated

by [34, Lemma 5.9] and [2, p. 51, Lemma 8.2], we first establish two useful estimates (see, respec-

tively, Lemmas 3.8 and 3.9 below), which play a key role in the proof of Theorem 3.10 and are

also of independent interest. Via these two lemmas, the atomic characterizations of H
~p

~a
(Rn) again

and the Hahn-Banach theorem (see, for example, [26, Theorem 3.6]) as well as a proof similar

to that of [2, p. 51, Theorem 8.3], we then show that [H
~p

~a
(Rn)]∗ is continuously embedded into

L~a
~p, r′, s

(Rn), which then completes the proof of Theorem 3.10.

Finally, we make some conventions on notation. We always let N := {1, 2, . . .}, Z+ := {0} ∪ N

and ~0n be the origin of Rn. For any multi-index α := (α1, . . . , αn) ∈ (Z+)n =: Zn
+, let |α| :=

α1+ · · ·+αn and ∂α := ( ∂∂x1
)α1 · · · ( ∂∂xn

)αn . We denote by C a positive constant which is independent

of the main parameters, but may vary from line to line. If f ≤ Cg, then we write f . g for

simplicity, and the symbol f ∼ g means f . g . f . For any r ∈ [1,∞], the notation r′ denotes its

conjugate index, namely, 1/r + 1/r′ = 1. Moreover, if ~r := (r1, . . . , rn) ∈ [1,∞]n, we denote by

~r′ := (r′
1
, . . . , r′n) its conjugate index, namely, for any i ∈ {1, . . . , n}, 1/ri + 1/r′

i
= 1. In addition,

for any set F ⊂ Rn, we denote by F∁ the set Rn \ F, by χF its characteristic function and by |F|

its n-dimensional Lebesgue measure. For any t ∈ R, the symbol ⌊t⌋ denotes the largest integer

not greater than t. In what follows, we denote by C∞(Rn) the set of all infinitely differentiable

functions on Rn.

2 Preliminaries

In this section, we recall the definition of the anisotropic mixed-norm Hardy spaces from [8].

For this purpose, we first present the notions of both anisotropic homogeneous quasi-norms and

mixed-norm Lebesgue spaces.

For any α := (α1, . . . , αn), x := (x1, . . . , xn) ∈ Rn and t ∈ [0,∞), let tαx := (tα1 x1, . . . , t
αn xn).

The following notion of anisotropic homogeneous quasi-norms is from [12] (see also [29]).

Definition 2.1. Let ~a := (a1, . . . , an) ∈ [1,∞)n. The anisotropic homogeneous quasi-norm | · |~a,

associated with ~a, is a non-negative measurable function on Rn defined by setting |~0n|~a := 0 and,
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for any x ∈ Rn \{~0n}, |x|~a := t0, where t0 is the unique positive number such that |t−~a
0

x| = 1, namely,

x2
1

t
2a1

0

+ · · · +
x2

n

t
2an

0

= 1.

Remark 2.2. Let ~a ∈ [1,∞)n. From [15, Lemma 2.5(i) and (ii)], it follows that, for any t ∈ [0,∞)

and x, y ∈ Rn,

|x + y|~a ≤ |x|~a + |y|~a and
∣∣∣∣t~ax

∣∣∣∣
~a
= t|x|~a,(2.1)

which implies that | · |~a is a norm if and only if ~a := (

n times︷  ︸︸  ︷
1, . . . , 1) and, in this case, the homogeneous

quasi-norm | · |~a becomes the Euclidean norm | · |.

Now we recall the notions of the anisotropic bracket and the homogeneous dimension from

[29], which play a key role in the study on anisotropic function spaces.

Definition 2.3. Let ~a := (a1, . . . , an) ∈ [1,∞)n. The anisotropic bracket, associated with ~a, is

defined by setting, for any x ∈ Rn,

〈x〉~a := |(1, x)|(1,~a).

Furthermore, the homogeneous dimension ν is defined as

ν := |~a| := a1 + · · · + an.

For any ~a := (a1, . . . , an) ∈ [1,∞)n, let

a− := min{a1, . . . , an} and a+ := max{a1, . . . , an}.(2.2)

For any ~a ∈ [1,∞)n, r ∈ (0,∞) and x ∈ Rn, the anisotropic ball B~a(x, r), with center x and radius

r, is defined as B~a(x, r) := {y ∈ Rn : |y− x|~a < r}. Then (2.1) implies that B~a(x, r) = x+ r~aB~a(~0n, 1)

and |B~a(x, r)| = νnrν, where νn := |B~a(~0n, 1)| (see [8, (2.12)]). Moreover, by [15, Lemma 2.4(ii)],

we know that B0 := B~a(~0n, 1) = B(~0n, 1), where B(~0n, 1) denotes the unit ball of Rn, namely,

B(~0n, 1) := {y ∈ Rn : |y| < 1}. For any t ∈ (0,∞), let

B(t) := t~aB0 = B~a(~0n, t).(2.3)

Throughout this article, the symbol B always denotes the set of all anisotropic balls, namely,

B :=
{
x + B(t) : x ∈ Rn, t ∈ (0,∞)

}
.(2.4)

Recall that, for any r ∈ (0,∞] and measurable set E ⊂ Rn, the Lebesgue space Lr(E) is defined

to be the set of all measurable functions f such that

‖ f ‖Lr(E) :=

[∫

E

| f (x)|r dx

]1/r

< ∞

with the usual modification made when r = ∞. Then we present the following notion of mixed-

norm Lebesgue spaces from [1].
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Definition 2.4. Let ~p := (p1, . . . , pn) ∈ (0,∞]n. The mixed-norm Lebesgue space L~p(Rn) is

defined to be the set of all measurable functions f such that

‖ f ‖L~p(Rn) :=



∫

R

· · ·


∫

R

{∫

R

| f (x1, . . . , xn)|p1 dx1

} p2
p1

dx2



p3
p2

· · · dxn



1
pn

< ∞

with the usual modifications made when pi = ∞ for some i ∈ {1, . . . , n}.

Remark 2.5. For any ~p ∈ (0,∞]n, (L~p(Rn), ‖ · ‖L~p(Rn)) is a quasi-Banach space and, for any ~p ∈

[1,∞]n, (L~p(Rn), ‖·‖L~p(Rn)) becomes a Banach space (see [1, p. 304, Theorem 1]). Obviously, when

~p := (

n times︷   ︸︸   ︷
p, . . . , p) with p ∈ (0,∞]n, L~p(Rn) coincides with the classical Lebesgue space Lp(Rn).

For any ~p := (p1, . . . , pn) ∈ (0,∞)n, let

p− := min{p1, . . . , pn}, p+ := max{p1, . . . , pn} and p := min{p−, 1}.(2.5)

A C∞(Rn) function ϕ is called a Schwartz function if, for any N ∈ Z+ and multi-index α ∈ Zn
+,

‖ϕ‖N,α := sup
x∈Rn

{
(1 + |x|)N |∂αϕ(x)|

}
< ∞.

Denote by S(Rn) the set of all Schwartz functions, equipped with the topology determined by

{‖ · ‖N,α}N∈Z+,α∈Zn
+
, and S′(Rn) its dual space, equipped with the weak-∗ topology. For any N ∈ Z+,

let

SN(Rn) :=

ϕ ∈ S(Rn) : ‖ϕ‖SN (Rn) := sup
x∈Rn

〈x〉N~a sup
|α|≤N

|∂αϕ(x)|

 ≤ 1

 .

In what follows, for any ϕ ∈ S(Rn) and t ∈ (0,∞), let ϕt(·) := t−νϕ(t−~a·).

Definition 2.6. Let φ ∈ S(Rn) and f ∈ S′(Rn). The non-tangential maximal function Mφ( f ), with

respect to φ, is defined by setting, for any x ∈ Rn,

Mφ( f )(x) := sup
y∈B~a(x,t),t∈(0,∞)

| f ∗ φt(y)|.

Moreover, for any given N ∈ N, the non-tangential grand maximal function MN( f ) of f ∈ S′(Rn)

is defined by setting, for any x ∈ Rn,

MN( f )(x) := sup
φ∈SN (Rn)

Mφ( f )(x).

The following anisotropic mixed-norm Hardy space was first introduced in [8, Definition 3.3].

Definition 2.7. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, N~p := ⌊ν a+
a−

( 1
p
+ 1) + ν + 2a+⌋ + 1 and

N ∈ N ∩
[
N~p,∞

)
,(2.6)

where a−, a+ are as in (2.2) and p is as in (2.5). The anisotropic mixed-norm Hardy space H
~p

~a
(Rn)

is defined by setting

H
~p

~a
(Rn) :=

{
f ∈ S′(Rn) : MN( f ) ∈ L~p(Rn)

}

and, for any f ∈ H
~p

~a
(Rn), let ‖ f ‖

H
~p

~a
(Rn)

:= ‖MN( f )‖L~p(Rn).
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Remark 2.8. (i) When ~a := (

n times︷  ︸︸  ︷
1, . . . , 1) and ~p := (

n times︷   ︸︸   ︷
p, . . . , p), where p ∈ (0,∞), then, by Remark

2.5, we know that H
~p

~a
(Rn) coincides with the classical isotropic Hardy space Hp(Rn) of

Fefferman and Stein [13].

(ii) The quasi-norm of H
~p

~a
(Rn) in Definition 2.7 depends on N, however, the space H

~p

~a
(Rn) is

independent of the choice of N as long as N is as in (2.6) (see [15, Remark 2.12]).

3 Dual space of H
~p

~a
(Rn)

Let ~a ∈ [1,∞)n and ~p ∈ (0, 1]n. In this section, we prove that the dual space of H
~p

~a
(Rn) is

the anisotropic mixed-norm Campanato space L~a
~p, r′, s

(Rn) with r ∈ (1,∞] and s as in (3.1) below.

To this end, we first introduce the anisotropic mixed-norm Campanato space L~a
~p, q, s

(Rn). In what

follows, for any given s ∈ Z+, the symbol Ps(R
n) denotes the linear space of all polynomials on

R
n with degree not greater than s.

Definition 3.1. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞]n, q ∈ [1,∞] and s ∈ Z+. The anisotropic mixed-norm

Campanato space L~a
~p, q, s

(Rn) is defined to be the set of all measurable functions g such that, when

q ∈ [1,∞),

‖g‖
L~a
~p, q, s

(Rn) := sup
B∈B

inf
P∈Ps(Rn)

|B|

‖χB‖L~p(Rn)

[
1

|B|

∫

B

|g(x) − P(x)|q dx

]1/q

< ∞

and

‖g‖
L~a
~p,∞, s

(Rn) := sup
B∈B

inf
P∈Ps(Rn)

|B|

‖χB‖L~p(Rn)

‖g − P‖L∞(B) < ∞,

where B is as in (2.4).

Remark 3.2. (i) It is easy to see that ‖ · ‖
L~a
~p, q, s

(Rn) is a seminorm and Ps(R
n) ⊂ L~a

~p, q, s
(Rn).

Indeed, ‖g‖
L~a
~p, q, s

(Rn) = 0 if and only if g ∈ Ps(R
n). Thus, if we identify g1 with g2 when

g1 − g2 ∈ Ps(R
n), then L~a

~p, q, s
(Rn) becomes a Banach space. Throughout this article, we

identify g ∈ L~a
~p, q, s

(Rn) with {g + P : P ∈ Ps(R
n)}.

(ii) When ~a := (

n times︷  ︸︸  ︷
1, . . . , 1) and ~p := (

n times︷   ︸︸   ︷
p, . . . , p) with some p ∈ (0, 1], for any B ∈ B, ‖χB‖L~p(Rn) =

|B|1/p. In this case, the space L~a
~p, q, s

(Rn) is just the classical Campanato space L 1
p
−1, q, s(R

n)

introduced by Campanato in [5], which includes the classical space BMO(Rn) of John and

Nirenberg [17] as a special case.

The following definitions of anisotropic mixed-norm (~p, r, s)-atoms, anisotropic mixed-norm

atomic Hardy spaces and anisotropic mixed-norm finite atomic Hardy spaces are just [15, Defini-

tions 3.1, 3.2 and 5.1], respectively.
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Definition 3.3. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (1,∞] and

s ∈

[⌊
ν

a−

(
1

p−
− 1

)⌋
,∞

)
∩ Z+,(3.1)

where a− and p− are, respectively, as in (2.2) and (2.5). An anisotropic mixed-norm (~p, r, s)-atom

a is a measurable function on Rn satisfying

(i) supp a ⊂ B, where B ∈ B with B as in (2.4);

(ii) ‖a‖Lr(Rn) ≤
|B|1/r

‖χB‖L~p(Rn)

;

(iii)
∫
Rn a(x)xα dx = 0 for any α ∈ Zn

+ with |α| ≤ s.

Definition 3.4. Let ~a, ~p, r and s be as in Definition 3.3. The anisotropic mixed-norm atomic Hardy

space H
~p, r, s

~a
(Rn) is defined to be the set of all f ∈ S′(Rn) satisfying that there exist {λi}i∈N ⊂ C

and a sequence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, on {Bi}i∈N ⊂ B such that

f =
∑

i∈N

λiai in S′(Rn).(3.2)

Moreover, for any f ∈ H
~p, r, s

~a
(Rn), let

‖ f ‖
H
~p, r, s

~a
(Rn)

:= inf

∥∥∥∥∥∥∥∥


∑

i∈N


|λi|χBi

‖χBi
‖L~p(Rn)


p


1/p
∥∥∥∥∥∥∥∥

L~p(Rn)

,

where p is as in (2.5) and the infimum is taken over all decompositions of f as in (3.2).

Definition 3.5. Let ~a, ~p, r and s be as in Definition 3.3. The anisotropic mixed-norm finite atomic

Hardy space H
~p, r, s

~a, fin
(Rn) is defined to be the set of all f ∈ S′(Rn) satisfying that there exist I ∈ N,

{λi}i∈[1,I]∩N ⊂ C and a finite sequence of (~p, r, s)-atoms, {ai}i∈[1,I]∩N, supported, respectively, on

{Bi}i∈[1,I]∩N ⊂ B such that

f =

I∑

i=1

λiai in S′(Rn).(3.3)

Moreover, for any f ∈ H
~p, r, s

~a, fin
(Rn), let

‖ f ‖
H
~p, r, s

~a,fin
(Rn)

:= inf

∥∥∥∥∥∥∥∥


I∑

i=1


|λi|χBi

‖χBi
‖L~p(Rn)


p


1/p
∥∥∥∥∥∥∥∥

L~p(Rn)

,

where p is as in (2.5) and the infimum is taken over all decompositions of f as in (3.3).

To establish the duality theory of H
~p

~a
(Rn), we need the following atomic and finite atomic

characterizations of H
~p

~a
(Rn), which are just [15, Theorems 3.15 and 5.9], respectively.
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Lemma 3.6. Let ~a, ~p and s be as in Definition 3.3, r ∈ (max{p+, 1},∞] with p+ as in (2.5) and N

be as in (2.6). Then H
~p

~a
(Rn) = H

~p, r, s

~a
(Rn) with equivalent quasi-norms.

Lemma 3.7. Let ~a, ~p, r and s be as in Lemma 3.6 and C(Rn) denote the set of all continuous

functions on Rn.

(i) If r ∈ (max{p+, 1},∞), then ‖ · ‖
H
~p, r, s

~a,fin
(Rn)

and ‖ · ‖
H
~p

~a
(Rn)

are equivalent quasi-norms on

H
~p, r, s

~a, fin
(Rn);

(ii) ‖ · ‖
H
~p,∞, s

~a,fin
(Rn)

and ‖ · ‖
H
~p

~a
(Rn)

are equivalent quasi-norms on H
~p,∞, s

~a, fin
(Rn) ∩C(Rn).

Via borrowing some ideas from the proofs of [34, Lemma 5.9] and [2, p. 51, Lemma 8.2],

respectively, we obtain the following two lemmas.

Lemma 3.8. Let ~p ∈ (0, 1]n. Then, for any {λi}i∈N ⊂ C and {Bi}i∈N ⊂ B,

∑

i∈N

|λi| ≤

∥∥∥∥∥∥∥∥


∑

i∈N


|λi|χBi

‖χBi
‖L~p(Rn)


p


1/p
∥∥∥∥∥∥∥∥

L~p(Rn)

,

where p is as in (2.5).

Proof. Let λ :=
∑

i∈N |λi|. Notice that, for any {λi}i∈N ⊂ C and θ ∈ (0, 1],


∑

i∈N

|λi|


θ

≤
∑

i∈N

|λi|
θ.

By the fact that ~p ∈ (0, 1]n and (2.5), we find that

∥∥∥∥∥∥∥∥


∑

i∈N


|λi|χBi

λ‖χBi
‖L~p(Rn)


p


1/p
∥∥∥∥∥∥∥∥

L~p(Rn)

≥

∥∥∥∥∥∥∥
∑

i∈N

|λi|χBi

λ‖χBi
‖L~p(Rn)

∥∥∥∥∥∥∥
L~p(Rn)

≥
∑

i∈N

|λi|

λ

∥∥∥∥∥∥
χBi

‖χBi
‖L~p(Rn)

∥∥∥∥∥∥
L~p(Rn)

= 1,

which implies the desired conclusion and hence completes the proof of Lemma 3.8. �

Lemma 3.9. Let ~p ∈ (0, 1]n and ~a, r and s be as in Definition 3.3. Then, for any continuous linear

functional L on H
~p

~a
(Rn) = H

~p, r, s

~a
(Rn),

‖L‖
[H
~p, r, s

~a
(Rn)]∗

:= sup

{
|L( f )| : ‖ f ‖

H
~p, r, s

~a
(Rn)
≤ 1

}
= sup

{
|L(a)| : a is any (~p, r, s)-atom

}
,(3.4)

here and hereafter, [H
~p, r, s

~a
(Rn)]∗ denotes the dual space of H

~p, r, s

~a
(Rn).

Proof. For any (~p, r, s)-atom a, we easily know that ‖a‖
H
~p, r, s

~a
(Rn)
≤ 1. Thus,

sup
{
|L(a)| : a is any (~p, r, s)-atom

}
≤ sup

{
|L( f )| : ‖ f ‖

H
~p, r, s

~a
(Rn)
≤ 1

}
.(3.5)
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Conversely, let f ∈ H
~p

~a
(Rn) and ‖ f ‖

H
~p, r, s

~a
(Rn)
≤ 1. Then, for any ε ∈ (0,∞), by an argument

similar to that used in the proof of [15, Theorem 3.15], we conclude that there exist {λi}i∈N ⊂ C

and a sequence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, on {Bi}i∈N ⊂ B such that

f =
∑

i∈N

λiai in H
~p

~a
(Rn) and

∥∥∥∥∥∥∥∥


∑

i∈N


|λi|χBi

‖χBi
‖L~p(Rn)


p


1/p
∥∥∥∥∥∥∥∥

L~p(Rn)

≤ 1 + ε.

From this, the continuity of L and Lemma 3.8, we further deduce that

|L( f )| ≤
∑

i∈N

|λi||L(ai)| ≤


∑

i∈N

|λi|

 sup
{
|L(a)| : a is any (~p, r, s)-atom

}

≤ (1 + ε) sup
{
|L(a)| : a is any (~p, r, s)-atom

}
,

which, combined with the arbitrariness of ε ∈ (0,∞) and (3.5), implies that (3.4) holds true. This

finishes the proof of Lemma 3.9. �

The main result of this section is stated as follows.

Theorem 3.10. Let ~a, ~p, r and s be as in Lemma 3.9. Then the dual space of H
~p

~a
(Rn), denoted by

[H
~p

~a
(Rn)]∗, is L~a

~p, r′, s
(Rn) in the following sense:

(i) Suppose that g ∈ L~a
~p, r′, s

(Rn). Then the linear functional

Lg : f 7−→ Lg( f ) :=

∫

Rn

f (x)g(x) dx,

initially defined for any f ∈ H
~p, r, s

~a, fin
(Rn) has a bounded extension to H

~p

~a
(Rn).

(ii) Conversely, any continuous linear functional on H
~p

~a
(Rn) arises as in (i) with a unique g ∈

L~a
~p, r′, s

(Rn).

Moreover, ‖g‖
L~a
~p, r′ , s

(Rn) ∼ ‖Lg‖[H~p
~a

(Rn)]∗
, where the implicit equivalent positive constants are inde-

pendent of g.

Remark 3.11. (i) When ~a and ~p are as in Remark 3.2(ii), H
~p

~a
(Rn) and L~a

~p, r′, s
(Rn) become,

respectively, the classical Hardy space Hp(Rn) and Campanato space L 1
p
−1, r′, s(R

n) (see [5]).

In this case, Theorem 3.10 was proved by Taibleson and Weiss [30], which includes the

famous duality result of Fefferman and Stein [13], namely, [H1(Rn)]∗ = BMO(Rn), as a

special case.

(ii) We should point out that, when ~a is as in Remark 3.2(ii), the space H
~p

~a
(Rn) is just the

isotropic mixed-norm Hardy space. Even in this case, Theorem 3.10 is also new.
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(iii) When ~p ∈ (1,∞)n, it was proved in [8, Theorem 6.1] that H
~p

~a
(Rn) = L~p(Rn) with equivalent

quasi-norms. This, together with [1, p. 304, Theorem 1.a)], implies that, for any ~p ∈ (1,∞)n,

L~p
′

(Rn) is the dual space of H
~p

~a
(Rn). However, when ~p := (p1, . . . , pn) ∈ (0,∞)n with

pi0 ∈ (0, 1] and p j0 ∈ (1,∞) for some i0, j0 ∈ {1, . . . , n}, the dual space of H
~p

~a
(Rn) is still

unknown so far.

As an immediate corollary of Theorem 3.10, we have the following equivalence of the spaces

L~a
~p, q, s

(Rn), the details being omitted.

Corollary 3.12. Let ~a, ~p and s be as in Theorem 3.10 and q ∈ [1,∞). Then L~a
~p, 1, s

(Rn) =

L~a
~p, q, s

(Rn) with equivalent quasi-norms.

Now we prove Theorem 3.10.

Proof of Theorem 3.10. By Lemma 3.6, to prove L~a
~p, r′, s

(Rn) ⊂ [H
~p

~a
(Rn)]∗, it suffices to show

L~a
~p, r′, s

(Rn) ⊂ [H
~p, r, s

~a
(Rn)]∗.

To this end, let g ∈ L~a
~p, r′, s

(Rn) and a be a (~p, r, s)-atom supported on B ⊂ B. Then, from Definition

3.3, the Hölder inequality and Definition 3.1, it follows that
∣∣∣∣∣
∫

Rn

a(x)g(x) dx

∣∣∣∣∣ = inf
P∈Ps(Rn)

∣∣∣∣∣
∫

Rn

a(x)
[
g(x) − P(x)

]
dx

∣∣∣∣∣

≤ ‖a‖Lr(Rn) inf
P∈Ps(Rn)

[∫

Rn

|g(x) − P(x)|r
′

dx

]1/r′

≤
|B|1/r

‖χB‖L~p(Rn)

inf
P∈Ps(Rn)

[∫

Rn

|g(x) − P(x)|r
′

dx

]1/r′

≤ ‖g‖
L~a
~p, r′ , s

(Rn).

By this and Lemma 3.8, we find that, for any m ∈ N, {λi}
m
i=1
⊂ C, a sequence {ai}

m
i=1

of (~p, r, s)-

atoms supported, respectively, on {Bi}
m
i=1
⊂ B and f =

∑m
i=1 λiai ∈ H

~p, r, s

~a, fin
(Rn),

∣∣∣Lg( f )
∣∣∣ =

∣∣∣∣∣
∫

Rn

f (x)g(x) dx

∣∣∣∣∣ ≤
m∑

i=1

|λi|

∫

Rn

|ai(x)g(x)| dx

≤

m∑

i=1

|λi|‖g‖L~a
~p, r′ , s

(Rn) ≤ ‖ f ‖H~p, r, s
~a,fin

(Rn)
‖g‖
L~a
~p, r′ , s

(Rn),

which, together with the fact that H
~p, r, s

~a,fin
(Rn) is dense in H

~p, r, s

~a
(Rn) and Lemma 3.7, implies that

(i) holds true.

Conversely, for any B ∈ B, let

ΠB : L1(B) −→ Ps(R
n)

be the natural projection satisfying, for any f ∈ L1(B) and q ∈ Ps(R
n),

∫

B

ΠB( f )(x)q(x) dx =

∫

B

f (x)q(x) dx.(3.6)
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Then there exists a positive constant C(s), depending on s, such that, for any B ∈ B and f ∈ L1(B),

sup
x∈B

|ΠB( f )(x)| ≤ C(s)
1

|B|

∫

B

| f (y)| dy.(3.7)

Indeed, if B := B0, then one may find an orthonormal basis {qα}|α|≤s of Ps(R
n) with respect to the

L2(B0) norm. By (3.6), we know that, for any f ∈ L1(B0),

ΠB0
( f ) =

∑

|α|≤s

[∫

B0

ΠB0
( f )(y)qα(y) dy

]
qα =

∑

|α|≤s

[∫

B0

f (y)qα(y) dy

]
qα.

Thus, there exists some α0 ∈ Z
n
+ with |α0| ≤ s, such that

sup
x∈B0

∣∣∣ΠB0
( f )(x)

∣∣∣ . sup
x∈B0

{[∫

B0

| f (y)||qα0
(y)| dy

]
|qα0

(x)|

}
.

1

|B0|

∫

B0

| f (y)| dy,(3.8)

which implies that (3.7) holds true for B := B0. In addition, for any ℓ ∈ (0,∞) and f ∈ L1(Rn), let

Dℓ~a( f )(·) := ℓν f (ℓ~a·). Then, from (3.6), we deduce that, for any ℓ ∈ (0,∞), f ∈ L1(B(ℓ)) with B(ℓ)

as in (2.3) and q ∈ Ps(R
n),

∫

B(ℓ)

(
Dℓ−~a ◦ ΠB0

◦ Dℓ~a
)

( f )(x)q(x) dx = ℓ−ν
∫

B(ℓ)

ΠB0

(
Dℓ~a( f )

)
(ℓ−~ax)q(x) dx

=

∫

B0

Dℓ~a( f )(y)q(ℓ~ay) dy =

∫

B(ℓ)

f (x)q(x) dx,

which implies that ΠB(ℓ)( f ) = (Dℓ−~a ◦ ΠB0
◦ Dℓ~a)( f ). Therefore, by (3.8), we find that, for any

ℓ ∈ (0,∞) and f ∈ L1(B(ℓ)),

sup
x∈B(ℓ)

∣∣∣ΠB(ℓ)( f )(x)
∣∣∣ = ℓ−ν sup

x∈B(ℓ)

∣∣∣∣ΠB0

(
Dℓ~a( f )

)
(ℓ−~ax)

∣∣∣∣

. ℓ−ν
1

|B0|

∫

B0

∣∣∣Dℓ~a( f )(y)
∣∣∣ dy ∼

1

|B(ℓ)|

∫

B(ℓ)

| f (y)| dy.

Thus, for any ℓ ∈ (0,∞), (3.7) holds true for B := B(ℓ). Similarly, since, for any ℓ ∈ (0,∞), z ∈ Rn

and f ∈ L1(z + B(ℓ)), Πz+B(ℓ)( f ) = (τz ◦ ΠB(ℓ) ◦ τ−z)( f ), where τz( f )(·) := f (· − z), it follows that

(3.7) holds true for any z + B(ℓ) with z ∈ Rn and ℓ ∈ (0,∞). This proves (3.7).

For any r ∈ (1,∞] and B ∈ B, let Lr
0
(B) := { f ∈ Lr(B) : ΠB( f ) = 0}. Then Lr

0
(B) is a closed

subspace of Lr(B), where one should identify Lr(B) with all the Lr(Rn) functions vanishing outside

B. With this identification, for any f ∈ Lr
0
(B),

a :=
|B|1/r

‖χB‖L~p(Rn)

‖ f ‖−1
Lr(B) f

is a (~p, r, s)-atom. By this and Lemma 3.9, we easily know that, for any L ∈ [H
~p

~a
(Rn)]∗ =

[H
~p, r, s

~a
(Rn)]∗ and f ∈ Lr

0
(B),

|L( f )| ≤
‖χB‖L~p(Rn)

|B|1/r
‖L‖

[H
~p, r, s

~a
(Rn)]∗
‖ f ‖Lr(B).(3.9)
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Therefore, L is a bounded linear functional on Lr
0
(B) which, by the Hahn-Banach theorem (see,

for example, [26, Theorem 3.6]), can be extended to the space Lr(B) without increasing its norm.

When r ∈ (1,∞), by the duality [Lr(B)]∗ = Lr′(B), where 1/r+1/r′ = 1, we know that there exists

an h ∈ Lr′(B) such that, for any f ∈ Lr
0
(B),

L( f ) =

∫

B

f (x)h(x) dx.(3.10)

When r = ∞, from the fact that L∞
0

(B) ⊂ Lr̃(B) with r̃ ∈ [1,∞) and the Hahn-Banach theorem

again, we deduce that the bounded linear functional L on L∞
0

(B) can be extended to Lr̃(B) without

increasing its norm. By this and (3.10), we further conclude that there exists some h ∈ Lr̃′(B) ⊂

L1(B) such that, for any f ∈ L∞
0

(B), (3.10) also holds true. Thus, for any r ∈ (1,∞], there exists

an h ∈ Lr′(B) such that, for any f ∈ Lr
0
(B), (3.10) holds true.

Let r ∈ (1,∞]. Next we show that, if there exists another function h̃ ∈ Lr′(B) such that, for

any f ∈ Lr
0
(B), L( f ) =

∫
B

f (x)̃h(x) dx, then h − h̃ ∈ Ps(B), where Ps(B) denotes all the Ps(R
n)

elements vanishing outside B. To this end, it suffices to show that, if h, h̃ ∈ L1(B) such that, for

any f ∈ L∞
0

(B),
∫

B
f (x)h(x) dx =

∫
B

f (x)̃h(x) dx, then h − h̃ ∈ Ps(B). Indeed, for any f ∈ L∞
0

(B),

we have

0 =

∫

B

[
f (x) − ΠB( f )(x)

] [
h(x) − h̃(x)

]
dx(3.11)

=

∫

B

f (x)
[
h(x) − h̃(x)

]
dx −

∫

B

ΠB( f )(x)ΠB

(
h − h̃

)
(x) dx

=

∫

B

f (x)
[
h(x) − h̃(x)

]
dx −

∫

B

f (x)ΠB

(
h − h̃

)
(x) dx

=

∫

B

f (x)
[
h(x) − h̃(x) − ΠB

(
h − h̃

)
(x)

]
dx.

In addition, we claim that, for any B ∈ B,

L∞0 (B) = L∞(B)/Ps(B).(3.12)

Actually, applying [27, Theorem 1.1] with X := L1(B) and V := Ps(B) and the fact that Ps(B) ⊂

L1(B) ⊂ [L∞(B)]∗, we easily obtain (3.12). By this, we find that, for any g ∈ L∞(B), {g + P : P ∈

Ps(B)} ∈ L∞
0

(B). Thus, by (3.11) and (3.6), we conclude that, for any g ∈ L∞(B),

∫

B

g(x)
[
h(x) − h̃(x) − ΠB

(
h − h̃

)
(x)

]
dx = 0,

which implies that, for almost every x ∈ B, h(x) − h̃(x) = ΠB(h − h̃)(x) and hence h − h̃ ∈ Ps(B).

Therefore, for any r ∈ (1,∞] and f ∈ Lr
0
(B), there exists a unique h ∈ Lr′(B)/Ps(B) such that

(3.10) holds true.

Assume r ∈ (1,∞]. For any k ∈ N and f ∈ Lr
0
(B(k)), let gk ∈ Lr′(B(k))/Ps(B

(k)) be the unique

element such that

L( f ) =

∫

B(k)

f (x)gk(x) dx,
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where, for any k ∈ N, B(k) is as in (2.3). Then it easy to see that, for any i, k ∈ N with i < k,

gk |B(i) = gi. From this and the fact that, for any f ∈ H
~p, r, s

~a,fin
(Rn), there exists some k0 ∈ N such that

f ∈ Lr
0
(B(k0)), it follows that, for any f ∈ H

~p, r, s

~a, fin
(Rn),

L( f ) =

∫

Rn

f (x)g(x) dx,(3.13)

where g(x) := gk(x) for any x ∈ B(k) with k ∈ N.

Thus, to completes the proof of Theorem 3.10(ii), it remains to prove that g ∈ L~a
~p, r′, s

(Rn).

Indeed, by (3.13) and (3.9), it is easy to see that, for any r ∈ (1,∞] and B ∈ B,

‖g‖[Lr
0
(B)]∗ ≤

‖χB‖L~p(Rn)

|B|1/r
‖L‖

[H
~p, r, s

~a
(Rn)]∗
.(3.14)

In addition, by an argument similar to that used in the proof of [2, p. 52, (8.12)], we conclude that,

for any r ∈ (1,∞] and B ∈ B,

‖g‖[Lr
0
(B)]∗ = inf

P∈Ps(Rn)
‖g − P‖Lr′ (B),

which, combined with Definition 3.1 and (3.14), further implies that, for any r ∈ (1,∞],

‖g‖
L~a
~p, r′ , s

(Rn) = sup
B∈B

|B|1/r

‖χB‖L~p(Rn)

inf
P∈Ps(Rn)

‖g − P‖Lr′ (B) = sup
B∈B

|B|1/r

‖χB‖L~p(Rn)

‖g‖[Lr
0
(B)]∗ ≤ ‖L‖[H~p, r, s

~a
(Rn)]∗
.

This finishes the proof of Theorem 3.10(ii) and hence of Theorem 3.10. �
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