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SIMPLE CURRENT EXTENSIONS OF TENSOR PRODUCTS OF

VERTEX OPERATOR ALGEBRAS

HIROMICHI YAMADA AND HIROSHI YAMAUCHI

Abstract. We study simple current extensions of tensor products of two vertex oper-
ator algebras satisfying certain conditions. We establish the relationship between the
fusion rule for the simple current extension and the fusion rule for a tensor factor. In
a special case, we construct a chain of simple current extensions. We discuss certain
irreducible twisted modules for the simple current extension as well.

1. Introduction

Simple current extensions of vertex operator algebras have been studied extensively,
see [8, 9, 19, 33] and the references therein. Extensions of vertex operator algebras in
more general settings were also investigated, see for example [10, 25, 28]. In this paper,
we consider simple current extensions of tensor products of two vertex operator algebras
with suitable properties.

We argue under the following setting (Hypothesis 3.1). Let W and V be simple, self-
dual, rational, and C2-cofinite vertex operator algebras of CFT-type. Assume that all
irreducible V -modules are simple currents. This means that the set of equivalence classes
Irr(V ) of irreducible V -modules is a C-graded set {V α | α ∈ C} of simple current V -
modules for a finite abelian group C with V 0 = V and V α

⊠V V
β = V α+β for α, β ∈ C.

Let D be a subgroup of C and {W β | β ∈ D} a D-graded set of simple currentW -modules
with W 0 = W and W α

⊠WW β = W α+β for α, β ∈ D. Assume further that the conformal
weight of W β ⊗ V β is an integer for β ∈ D and that the direct sum U =

⊕
β∈DW

β ⊗ V β

has a structure of a simple vertex operator algebra which extends the W ⊗ V -module
structure on U . The vertex operator algebra U is simple, self-dual, rational, C2-cofinite,
and of CFT type.

Such a triple (U, V,W ) appears when we consider the commutant of a subalgebra in a
vertex operator algebra. In fact, the commutant of V in U is W , and the commutant of
W in U is V in our setting.

One of the important examples is the parafermion vertex operator algebra K(g, k)
associated with a finite dimensional simple Lie algebra g and a positive integer k. Let
Lĝ(k, 0) be a simple affine vertex operator algebra for the affine Kac-Moody Lie algebra
ĝ at level k, and let QL be the sublattice of the root lattice of g spanned by the long
roots. Then Lĝ(k, 0) contains a lattice vertex operator algebra V√kQL

, and K(g, k) is
the commutant of V√kQL

in Lĝ(k, 0). Moreover, Lĝ(k, 0) is a simple current extension of
K(g, k) ⊗ V√kQL

. Thus W = K(g, k), V = V√kQL
, and U = Lĝ(k, 0) satisfy the above

conditions. As to the properties of parafermion vertex operator algebras, see for example
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2 H. YAMADA AND H. YAMAUCHI

[4, 6, 7, 17]. Another important example of such a triple (U, V,W ) is known in a certain
W-algebras, see for example [5, 11].

The representation theory of simple current extensions was developed in [33]. Since any
irreducible U -module is a direct sum of inequivalent irreducible W ⊗ V -modules by our
assumption on the vertex operator algebrasW and V , the argument for the representations
of U is much simpler than that for a general one.

In this paper, we classify the irreducible U -modules (Theorem 3.7), and establish the
relationship between the fusion rules for U andW (Theorem 3.13) under the above setting.
The relationship between the fusion algebras of U andW is considered as well, see Section
3.3. The argument for the classification of irreducible U -modules is standard [33]. Our
treatment of the relationship between the fusion rules for U and W is slightly different
from the proofs of [4, Theorem 5.2] and [18, Theorem 4.2]. In fact, the quantum dimension
in the sense of [12] plays a role in those papers, whereas we use a braided tensor functor
[10, Theorem 2.67], see Theorem 2.12 below.

One of the features of aD-graded simple current extension is that an irreducible twisted
module associated with an automorphism induced by an element of the character group
D∗ of D is constructed explicitly [33, Theorem 3.2]. We are concerned with not only
irreducible U -modules but also those irreducible twisted U -modules (Theorem 3.7).

In Section 3.3, we discuss a duality between the fusion algebras of U and W . Since
Irr(V ) = {V α | α ∈ C} is a C-graded set of simple current V -modules, the group C has a
structure of a quadratic space with a quadratic form qV and its associated bilinear form
bV [19, Theorem 3.4], see Proposition 2.5 below. The bilinear form bV is non-degenerate
[19, Proposition 3.5]. It turns out that U has a D⊥-graded set {Uγ | γ ∈ D⊥} of simple
current U -modules, where D⊥ = {α ∈ C | bV (α,D) = 0}. We consider an action of D on
Irr(W ) (resp. D⊥ on Irr(U)) defined by X 7→ W β

⊠W X for β ∈ D, X ∈ Irr(W ) (resp.
X 7→ Uγ

⊠U X for γ ∈ D⊥, X ∈ Irr(U)). We show that the set of D-orbits in Irr(W ) and
the set of D⊥-orbits in Irr(U) are in one to one correspondence. The fusion algebras of
W and U are related to each other through the correspondence.

In the case W = K(g, k), V = V√kQL
, and U = Lĝ(k, 0), Corollary 3.10 and Theorem

3.13 correspond to [4, Theorem 5.1] and [4, Theorem 5.2], respectively. Furthermore,
Remark 3.16 is related to [17, Theorem 4.7].

This paper is organized as follows. Section 2 is devoted to preliminaries. We recall
basic properties of fusion rules for vertex operator algebras. We also review simple current
extensions of vertex operator algebras. Moreover, we introduce a chain of simple current
extensions of special type. In Section 3, we study a simple current extension U of a tensor
product W ⊗V of vertex operator algebras W and V in the above-mentioned setting. We
discuss irreducible U -modules as well as irreducible twisted U -modules. We establish the
relationship between the fusion rules for U and W and discuss the fusion algebras of U
and W .

Our notations for vertex operator algebras and their modules are standard [20, 30]. We
write ⊠V for the P (z)-tensor product ⊠P (z) of [26] for a vertex operator algebra V with
z = 1, and call it the fusion product. We use ⊗ to denote the tensor product of vertex
operator algebras and their modules as in [20].
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2. Preliminaries

In this section, we collect some basic properties of fusion rules and simple currents
of vertex operator algebras. Moreover, we review simple current extensions of vertex
operator algebras and their representations, including irreducible twisted modules. We
consider a chain of simple current extensions as well. We assume that the vertex operator
algebras discussed in this paper satisfy the following hypothesis, unless otherwise specified.

Hypothesis 2.1. V is a simple, self-dual, rational, and C2-cofinite vertex operator algebra
of CFT-type.

2.1. Fusion rules. Let V be a vertex operator algebra satisfying Hypothesis 2.1. Then for

V -modulesM i, i = 1, 2, 3, the set IV
(

M3

M1 M2

)
of intertwining operators of type

(
M3

M1 M2

)
is a

finite dimensional vector space [1, Corollary 5.10]. The dimension NM3

M1,M2 = N(V )M3

M1,M2

of IV
(

M3

M1 M2

)
is called the fusion rule. A fusion productM⊠V N over V of any V -modules

M and N exists [27, 31]. The fusion product is commutative and associative [22, Theorem
3.7]. Denote by Irr(V ) the set of equivalence classes of irreducible V -modules. Then

M1
⊠V M

2 =
∑

M3∈Irr(V )

NM3

M1,M2M
3 (2.1)

forM1,M2 ∈ Irr(V ). A vector space R(V ) with basis Irr(V ) equipped with multiplication
⊠V is called the fusion algebra of V .

An irreducible V -module A is called a simple current if A ⊠V X is an irreducible V -
module for any X ∈ Irr(V ). We denote by Irr(V )sc the set of equivalence classes of simple
current V -modules. A set {Aα | α ∈ D} of simple current V -modules indexed by an
abelian group D is said to be D-graded if Aα, α ∈ D, are inequivalent to each other with
A0 = V and Aα ⊠V A

β = Aα+β for α, β ∈ D. It was shown in [29, Corollary 1] that
Irr(V )sc is graded by a finite abelian group. The inverse of A ∈ Irr(V )sc with respect to
the fusion product is its contragredient module A′.

Lemma 2.2. Let V be a vertex operator algebra satisfying Hypothesis 2.1. Then

dim IV

(
A⊠V M

3

A⊠V M1 M2

)
= dim IV

(
A⊠V M

3

M1 A⊠V M2

)
= dim IV

(
M3

M1 M2

)

for A ∈ Irr(V )sc and M
1, M2, M3 ∈ Irr(V ).

Proof. Since the fusion product is commutative and associative, we have

(A⊠V M
1)⊠V M

2 =M1
⊠V (A⊠V M

2) =
∑

M3∈Irr(V )

NM3

M1,M2A⊠V M
3

by (2.1). Thus the assertion holds. �

The following proposition will be used later.

Proposition 2.3. ([2, Theorem 2.10]) Let V 1 and V 2 be rational and C2-cofinite vertex
operator algebras, and let M i and N i, i = 1, 2, 3, be modules for V 1 and V 2, respectively.
Then

IV 1⊗V 2

(
M3 ⊗N3

M1 ⊗N1 M2 ⊗N2

)
∼= IV 1

(
M3

M1 M2

)
⊗ IV 2

(
N3

N1 N2

)

as vector spaces.
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2.2. Simple currents. Let V be a vertex operator algebra satisfying Hypothesis 2.1.
We denote by CV the category of V -modules. It is known that CV is a modular tensor
category [24], see also [21, 22, 23, 27] and references therein. In fact, let

cX,Y = CP (1) : X ⊠V Y → Y ⊠V X (2.2)

be as in [24, Section 1], and let

θX = e2π
√
−1L(0) : X → X (2.3)

be as in [24, Section 4], where L(0) is the Virasoro zero-mode. Recall also that X ′ is the
contragredient module of a V -module X .

Theorem 2.4. ([24, Theorem 4.5]) Let V be a vertex operator algebra satisfying Hypoth-
esis 2.1. Then the category CV of V -modules is a modular tensor category with the tensor
product ⊠V , the dual X ′, the braiding c, the twist θ, and the unit object being the ajoint
module V .

The twist θ is a family θX : X → X of natural isomorphisms such that

θX⊠V Y = (θX ⊠V θY ) ◦ cY,X ◦ cX,Y .
By the naturality of cX,Y , we have

θX⊠V Y = cY,X ◦ (θY ⊠V θX) ◦ cX,Y = cY,X ◦ cX,Y ◦ (θX ⊠V θY ).

Let MX,Y = cY,X ◦ cX,Y : X ⊠V Y → X ⊠V Y be the monodromy isomorphism. Then

θX⊠V Y =MX,Y ◦ (θX ⊠V θY ). (2.4)

For a V -module X , we denote its conformal weight by h(X). It was shown in [14,
Theorem 11.3] that h(X) is a rational number. We define Q/Z-valued maps on Irr(V )
and Irr(V )sc × Irr(V ) by

qV (X) = h(X) + Z,

bV (A,X) = h(A⊠V X)− h(A)− h(X) + Z
(2.5)

for A ∈ Irr(V )sc and X ∈ Irr(V ). Then

bV (A,X) = qV (A⊠V X)− qV (A)− qV (X). (2.6)

The maps qV and bV were introduced in [19, Section 3] in the case where Irr(V )sc = Irr(V ),
see also [32, Section 2].

It follows from (2.3) that

θX = e2π
√
−1h(X) idX ,

if X ∈ Irr(V ). Moreover, we have

MA,X = e2π
√
−1bV (A,X) idA⊠VX (2.7)

for A ∈ Irr(V )sc and X ∈ Irr(V ) by (2.4).

Proposition 2.5. Let V be a vertex operator algebra satisfying Hypothesis 2.1. Then for
A, B ∈ Irr(V )sc and X ∈ Irr(V ), the following assertions hold.

(1) bV (A⊠V B,X) = bV (A,X) + bV (B,X).
(2) bV (A,B ⊠V X) = bV (A,B) + bV (A,X).
(3) qV (A

⊠n) = n2qV (A) for n ∈ Z.
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Proof. Let aX,Y,Z : (X ⊠V Y )⊠V Z → X ⊠V (Y ⊠V Z) be the associativity isomorphism.
For simplicity, we write ⊠ for the fusion product ⊠V . By the hexagon axioms for the
braided tensor category structure on CV , we have

aB,X,A ◦ cA,B⊠X ◦ aA,B,X = (idB ⊠cA,X) ◦ aB,A,X ◦ (cA,B ⊠ idX), (2.8)

a−1
X,A,B ◦ cA⊠B,X ◦ a−1

A,B,X = (cA,X ⊠ idB) ◦ a−1
A,X,B ◦ (idA⊠cB,X). (2.9)

Replace A, B, and X with X , A, and B, repectively in (2.8). Then

aA,B,X ◦ cX,A⊠B ◦ aX,A,B = (idA⊠cX,B) ◦ aA,X,B ◦ (cX,A ⊠ idB). (2.10)

Similarly, replace A, B, and X with B, X , and A, respectively in (2.9). Then

a−1
A,B,X ◦ cB⊠X,A ◦ a−1

B,X,A = (cB,A ⊠ idX) ◦ a−1
B,A,X ◦ (idB ⊠cX,A). (2.11)

The composition of the left hand side of (2.9) and the left hand side of (2.10) is

aA,B,X ◦ cX,A⊠B ◦ aX,A,B ◦ a−1
X,A,B ◦ cA⊠B,X ◦ a−1

A,B,X

= aA,B,X ◦MA⊠B,X ◦ a−1
A,B,X

= e2π
√
−1bV (A⊠B,X) idA⊠(B⊠X) .

The composition of the right hand side of (2.9) and the right hand side of (2.10) is

(idA⊠cX,B) ◦ aA,X,B ◦ (cX,A ⊠ idB) ◦ (cA,X ⊠ idB) ◦ a−1
A,X,B ◦ (idA⊠cB,X)

= (idA⊠cX,B) ◦ aA,X,B ◦ (MA,X ⊠ idB) ◦ a−1
A,X,B ◦ (idA⊠cB,X)

= e2π
√
−1bV (A,X)(idA⊠cX,B) ◦ (idA⊠cB,X)

= e2π
√
−1bV (A,X)(idA⊠MB,X)

= e2π
√
−1(bV (A,X)+bV (B,X)) idA⊠(B⊠X) .

Thus the assertion (1) holds.
The composition of the left hand side of (2.8) and the left hand side of (2.11) is

a−1
A,B,X ◦ cB⊠X,A ◦ a−1

B,X,A ◦ aB,X,A ◦ cA,B⊠X ◦ aA,B,X
= a−1

A,B,X ◦MA,B⊠X ◦ aA,B,X
= e2π

√
−1bV (A,B⊠X) id(A⊠B)⊠X .

The composition of the right hand side of (2.8) and the right hand side of (2.11) is

(cB,A ⊠ idX) ◦ a−1
B,A,X ◦ (idB ⊠cX,A) ◦ (idB ⊠cA,X) ◦ aB,A,X ◦ (cA,B ⊠ idX)

= (cB,A ⊠ idX) ◦ a−1
B,A,X ◦ (idB ⊠MA,X) ◦ aB,A,X ◦ (cA,B ⊠ idX)

= e2π
√
−1bV (A,X)(cB,A ⊠ idX) ◦ (cA,B ⊠ idX)

= e2π
√
−1bV (A,X)(MA,B ⊠ idX)

= e2π
√
−1(bV (A,B)+bV (A,X)) id(A⊠B)⊠X .

Thus the assertion (2) holds.
The above results imply that the restriction of bV to Irr(V )sc × Irr(V )sc is a symmetric

Z-bilinear form. Since qV (V ) = 0, and since qV (A
⊠(−n)) = qV (A

⊠n) as the contragredient
module of A⊠n is A⊠(−n), the assertion (3) holds for all n ∈ Z by (2.6). �
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The assertion (3) of the above proposition implies the following corollary, see [19, The-
orem 3.4].

Corollary 2.6. Irr(V )sc carries a structure of a finite quadratic space with quadratic form
qV and associated bilinear form bV .

We also have the next proposition.

Proposition 2.7. Let V be a vertex operator algebra satisfying Hypothesis 2.1. If A ∈
Irr(V )sc satisfies the condition that bV (A,X) = bV (V,X) for all X ∈ Irr(V ), then A = V .

Proof. Consider the categorical trace trCV (MA,X) ofMA,X associated with the twist θ. We
have

trCV (MA,X) = e2π
√
−1bV (A,X) trCV (idA) trCV (idX)

by (2.7). Since the category CV of V -modules is a modular tensor category by Theorem
2.4, the S-matrix S = (sXY )X,Y ∈Irr(V ) with sXY = trCV (MX,Y ) is non-degenerate. If
bV (A,X) = bV (V,X) for all X ∈ Irr(V ), then the A-th row of S is a constant multiple of
the V -th row of S. Hence A = V . �

In the case Irr(V )sc = Irr(V ), we have the following corollary, see [19, Proposition 3.5].

Corollary 2.8. The map bV is a non-degenerate symmetric Z-bilinear form on Irr(V ) if
Irr(V )sc = Irr(V ).

Suppose Irr(V )sc = {V α | α ∈ C} is graded by a finite abelian group C with V = V 0

and V α
⊠V V

β = V α+β for α, β ∈ C. We regard qV as a quadratic form on C by setting
qV (α) = qV (V

α). Likewise, we set bV (α, β) = bV (V
α, V β). For any subgroup D of C, we

obtain a D-graded set {V α | α ∈ D} of simple current V -modules. Set

D⊥ = {α ∈ C | bV (α,D) = 0}.
Then D⊥ is a subgroup of C. We say that α ∈ C is isotropic if qV (α) = 0, and that

D is totally isotropic if qV (D) = 0. Note that D ⊂ D⊥ if D is totally isotropic, but the
converse is not generally true as bV (α, α) = 2qV (α). If Irr(V )sc = Irr(V ), then we have
|C| = |D||D⊥| as bV is non-degenerate by Corollary 2.8.

Let D be a totally isotropic subgroup of C. Then the direct sum

VD =
⊕

α∈D

V α

is closed under the fusion product, and VD is of integral weight. The algebraic structure
of VD has been studied for many years, see for example [8, 9, 10, 19, 33] and references
therein. Here we cite [9, Theorem 3.12], see also [9, Theorem 3.9].

Theorem 2.9. ([9, Theorem 3.12]) Let V be a vertex operator algebra satisfying Hy-
pothesis 2.1. Suppose Irr(V )sc = {V α | α ∈ C} is graded by a finite abelian group
C. Let VD =

⊕
α∈D V

α for a totally isotropic subgroup D of C. Then the direct sum
VD =

⊕
α∈D V

α has either a simple vertex operator algebra structure or a simple vertex
operator superalgebra structure, which extends the V -module structure on VD.

Remark 2.10. Let V be a vertex operator algebra satisfying Hypothesis 2.1. Assume
further that the conformal weight of any irreducible V -module is positive except for the
adjoint module V . Then for any irreducible V -module X, the categorical dimension
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dimCV X = trCV (idX) of X coincides with the quantum dimension qdimX of X in the
sense of [12, Definition 3.1] by [12, Eq. (4.1)], see also [15, Proposition 3.11]. This in
particular implies that dimCV X ≥ 1. In this case, the direct sum VD =

⊕
α∈D V

α has a
vertex operator algebra structure, which extends the V -module structure on VD, see also
[8, Theorem 3.2.12] and [19, Theorem 4.2].

If the direct sum VD =
⊕

α∈D V
α associated with a totally isotropic subgroup D of C

has a structure of a vertex operator algebra which extends the V -module structure on
VD, then such a vertex operator algebra structure on VD is unique [16, Proposition 5.3].
The vertex operator algebra VD is called a D-graded simple current extension of V = V 0.
It is known that VD also satisfies Hypothesis 2.1, see [33, Theorem 2.14]. Indeed, since
the contragredient V -module (V α)′ of V α is V −α, the contragredient VD-module of the
adjoint module VD is

⊕
α∈D V

−α = VD by the uniqueness of simple current extension.
Thus VD is self-dual.

The character group D∗ = Hom(D,C×) of D naturally acts on VD =
⊕

α∈D V
α. In

fact, for χ ∈ D∗ a scalar multiplication by χ(α) on V α, α ∈ D, is an automorphism of the
vertex oerator algebra VD. Thus we can regard D∗ as a subgroup of Aut(VD). The fixed
point subalgebra of VD by D∗ is (VD)

D∗

= V . If an automorphism g of VD acts trivially
on V , then g agrees with some χ ∈ D∗.

The group D acts on the set Irr(V ) by X 7→ V α
⊠V X for α ∈ D and X ∈ Irr(V ). Let

O ⊂ Irr(V ) be a D-orbit, and take X ∈ O. It follows from (1) of Proposition 2.5 that the
map

ξX : D → Q/Z; α 7→ bV (V
α, X)

is a group homomorphism. Since D ⊂ D⊥, it follows from (2) of Proposition 2.5 that this
map is independent of the choice of X ∈ O, and we can denote ξX by ξO.

By exponentiation we obtain a linear character

ξ̂X(α) = exp(2π
√
−1 ξX(α)) ∈ C×

of D. Therefore, each X ∈ Irr(V ), as well as a D-orbit O in Irr(V ), defines an automor-

phism ξ̂X = ξ̂O of the vertex operator algebra VD. If D acts on O freely, it is known that
the D-orbit O uniquely defines an irreducible twisted VD-module by [33, Theorem 3.3].
In fact, the following theorem holds.

Theorem 2.11. Let V be a vertex operator algebra satisfying Hypothesis 2.1, and let
Irr(V )sc = {V α | α ∈ C} be the set of equivalence classes of simple current V -modules
graded by C. Let VD be a simple current extension of V associated with a totally isotropic
subgroup D of C. Let X ∈ Irr(V ), and let O = {V α

⊠V X | α ∈ D} be its D-orbit in
Irr(V ). Suppose D acts on O freely. Then there exists a unique structure of an irreducible

ξ̂X-twisted VD-module on the direct sum VD ⊠V X =
⊕

α∈D V
α
⊠V X of irreducible V -

modules which extends the V -module structure on X.

As to the notion of a g-twisted module for a vertex operator algebra with respect to its
automorphism g, we adopt the definition in [14]. Thus a g-twisted module in [33] means
a g−1-twisted module in this paper.

The theory of vertex operator algebra extensions has been developed in more general
contexts than here, see for exmple [9, 10, 25, 28]. We apply the general theory of vertex
operator algebra extensions to our case as follows: V is a vertex operator algebra satisfying
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Hypothesis 2.1, C = CV is the category of V -modules, A = Ve is the simple current
extension VD of V associated with a totally isotropic subgroup D of C, and Rep0 VD is
the category of VD-modules, see [9, Section 3], [10, Section 3], [25, Section 3], and [28,
Section 5].

Indeed, the simple current extension VD of V is a commutative associative algebra
A = Ve defined as in [28, Definition 1.1] (see also [10, Definition 2.2], [25, Definition
3.1]) in the braided tensor category CV of V -modules [25, Theorem 3.2, Remark 3.3]. A
category RepA = RepVD is introduced in [28, Definition 1.2], which a C-linear abelian
monoidal category [28, Lemma 1.4, Theorem 1.5], see also [10, Theorems 2.9 and 2.53 ].
A functor

F : CV → RepVD; X 7→ VD ⊠V X

is defined, and it is shown that F is a tensor functor [28, Theorem 1.6], see also [10,
Theorem 2.59]. A full subcategory Rep0A of RepA is introduced in [28, Definition 1.8].
Its properties in the general theory are studied in [10, 28]. In our case Rep0A = Rep0 VD
is the braided tensor category of VD-modules in CV [25, Theorem 3.4].

As in [10, Definition 2.66], we denote by C0
V the full subcategory of CV consisting of

the objects X of CV such that F (X) is an object of Rep0 VD. A necessary and sufficient
condition on an object X of CV for which F (X) is an object of Rep0 VD can be found in
[10, Proposition 2.65]. We will use [10, Theorem 2.67] in the following form later.

Theorem 2.12. ([10, Theorem 2.67]) The category C0
V is a C-linear additive braided

monoidal category with structures induced from CV , and the restriction F : C0
V → Rep0 VD

of the functor F to C0
V is a braided tensor functor.

A stronger assertion in a more general context can be found in [10, Theorem 3.68].

2.3. A chain of simple current extensions. Let k,m ∈ Z>0, and let Zγ be a rank
one lattice spanned by an element γ with square norm 〈γ, γ〉 = 2km. Let W be a vertex
operator algebra satisfying Hypothesis 2.1, and let {W j | j ∈ Zk} be a Zk-graded set
of simple current W -modules with W 0 = W . We also recall the fusion rule for VZγ [13,

Chapter 12]. Assume that U =
⊕k−1

j=0 W
j ⊗ VZγ−jγ/k is a vertex operator algebra which is

a Zk-graded simple current extension of W ⊗ VZγ .
Let s ∈ Z with m + sk > 0, and let γ′ be an element with square norm 〈γ′, γ′〉 =

2k(m + sk). Then both the conformal weight of VZγ−jγ/k and the conformal weight of
VZγ′−jγ′/k are congruent to j2m/k modulo Z. Thus W j ⊗ VZγ′−jγ′/k, 0 ≤ j < k, are of

integral weight, and the direct sum Ũ =
⊕k−1

j=0 W
j⊗VZγ′−jγ′/k has a unique vertex operator

algebra structure as an extension of W ⊗ VZγ′ . Hence the following theorem holds.

Theorem 2.13. Let k,m ∈ Z>0, and let γ be an element with 〈γ, γ〉 = 2km. Let W
be a vertex operator algebra satisfying Hypothesis 2.1, and let {W j | j ∈ Zk} be a Zk-

graded set of simple current W -modules with W 0 = W . If U =
⊕k−1

j=0 W
j ⊗ VZγ−jγ/k is

a Zk-graded simple current extension of W ⊗ VZγ, then for s ∈ Z with m + sk > 0 and
an element γ′ with 〈γ′, γ′〉 = 2k(m + sk), we have a Zk-graded simple current extension

Ũ =
⊕k−1

j=0 W
j⊗VZγ′−jγ′/k of W ⊗VZγ′ . The vertex operator algebra Ũ satisfies Hypothesis

2.1.
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An important example is that W is the parafermion vertex operator algebra K(sl2, k)
with m = 1 and U = L

ŝl2
(k, 0) is the simple affine vertex operator algebra at level k. In

this case, Ũ was studied in [3] and [10, Section 4.4].

3. Irreducible U-modules and fusion rules for W and U

In this section, we assume the following hypothesis.

Hypothesis 3.1. (1) W and V are vertex operator algebras satisfying Hypothesis 2.1.
(2) All the irreducible V -modules are simple currents, and Irr(V ) = {V α | α ∈ C} is

C-graded by a finite abelian group C with V 0 = V and V α
⊠V V

β = V α+β for α, β ∈ C.
(3) D is a subgroup of C, and {W α | α ∈ D} is a D-graded set of simple current

W -modules with W 0 = W and W α
⊠V W

β =W α+β for α, β ∈ D.
(4) The direct sum

U =
⊕

β∈D

W β ⊗ V β

has a structure of a simple vertex operator algebra which extends the W ⊗ V -module
structure on U .

We discuss representations of U , and establish the relationship between the fusion rules
for U and W under Hypothesis 3.1. Note that the tensor product W ⊗ V also satisfies
Hypothesis 2.1. Condition (2) of Hypothesis 3.1 implies that bV is a non-degenerate
symmetric Z-bilinear form on C by Corollary 2.8 with bV (α, β) = bV (V

α, V β) for α,
β ∈ C. Let

D⊥ = {α ∈ C | bV (α,D) = 0}.
Then |C| = |D||D⊥| as bV is non-degenerate.

The following lemma is a direct consequence of Hypothesis 3.1.

Lemma 3.2. The commutant of W in U is V , and the commutant of V in U is W .

3.1. Irr(W ) and Irr(U). The group D acts on the set Irr(W ) by

X 7→ W β
⊠W X (3.1)

for β ∈ D and X ∈ Irr(W ). Let

Irr(W ) =
⋃

i∈I
Oi
W (3.2)

be the D-orbit decomposition. For i ∈ I, let

Di = {β ∈ D |W β
⊠W X ∼= X for X ∈ Oi

W}.
Since D is abelian, Di is the stabilizer of X for any X ∈ Oi

W . Therefore, the length of
the orbit Oi

W is [D : Di].

Lemma 3.3. Di ⊂ D⊥ for i ∈ I.

Proof. Let γ ∈ Di, β ∈ D, and X ∈ Oi
W . Then by (2) of Proposition 2.5,

bW (W β, X) = bW (W β,W γ
⊠W X) = bW (W β,W γ) + bW (W β, X),

so bW (W β,W γ) = 0. Since qW⊗V (W
β ⊗ V β) = 0 for β ∈ D by Hypothesis 3.1, we have

qW (W β) = −qV (V β). Thus bW (W β,W γ) = −bV (β, γ). Hence γ ∈ D⊥. �



10 H. YAMADA AND H. YAMAUCHI

For each i ∈ I, we pick W i,0 ∈ Oi
W and fix it. Here we assume that 0 ∈ I, and assign

W 0,0 =W so that O0
W = {W β | β ∈ D}. We set

W i,β =W β
⊠V W

i,0 (3.3)

for i ∈ I and β ∈ D. Then Oi
W = {W i,β | β ∈ D}. The next lemma holds.

Lemma 3.4. Let i, i′ ∈ I and β, β ′ ∈ D. Then W i,β ∼= W i′,β′

as W -modules if and only
if i = i′ and β ≡ β ′ (mod Di).

For i, i′ ∈ I and β, β ′ ∈ D, we write

(i, β) ∼ (i′, β ′) (3.4)

if W i,β ∼= W i′,β′

as W -modules. This is an equivalence relation on I × D, and every
element of Irr(W ) is uniquely indexed by an element of I ×D/∼ as W i,β.

Irr(W ) = {W i,β | (i, β) ∈ (I ×D)/∼}. (3.5)

Here and further we identify (i, β) ∈ I × D with its equivalence class in (I × D)/∼ by
abuse of notation.

We define an action of D on Irr(W ⊗ V ) by

X 7→ (W β ⊗ V β)⊠W⊗V X (3.6)

for β ∈ D and X ∈ Irr(W ⊗ V ).

Lemma 3.5. D acts on Irr(W ⊗ V ) freely by (3.6).

Proof. Let β ∈ D and X ∈ Irr(W ⊗ V ). By (3.5), X is isomorphic to W i,γ ⊗ V α for some
(i, γ) ∈ I ×D and α ∈ C. Then

(W β ⊗ V β)⊠W⊗V X ∼= (W β
⊠W W i,γ)⊗ (V β

⊠V V
α) ∼= W i,γ+β ⊗ V α+β .

Since V α ∼= V α+β as V -modules if and only if β = 0, the group action in (3.6) is free. �

By Theorem 2.11, every irreducible W ⊗ V -module can be uniquely extended to an
irreducible χ-twisted U -module for some χ ∈ D∗. To describe irreducible twisted U -
modules precisely, we introduce two Q/Z-valued maps on D by

ηα(β) = bV (V
β, V α),

ξi,α(β) = bW⊗V (W
β ⊗ V β,W i,0 ⊗ V α) = bW (W β,W i,0) + ηα(β)

(3.7)

for i ∈ I, α ∈ C, and β ∈ D, where bW and bV are defined as in (2.5). It follows
from Proposition 2.5 that ηα and ξi,α are Z-linear maps on D. Thus we can define linear

characters η̂α and ξ̂i,α of D by

η̂α(β) = exp(2π
√
−1 ηα(β)), ξ̂i,α(β) = exp(2π

√
−1 ξi,α(β)) (3.8)

for β ∈ D.

Lemma 3.6. Let i ∈ I.
(1) The map η̂ : C → D∗; α 7→ η̂α is an epimorphism with kernel D⊥.

(2) ξi,α+δ = ξi,α + ηδ and ξ̂i,α+δ = ξ̂i,α η̂δ for α, δ ∈ C.

(3) ξ̂i,α = ξ̂i,α′ if and only if α ≡ α′ (mod D⊥).
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Proof. The assertion (1) holds by Corollary 2.8. The assertion (2) is clear by the definitions
in (3.7) and (3.8). The assertion (3) follows from (1) and (2). �

Let
U i,α = U ⊠W⊗V (W i,0 ⊗ V α) =

⊕

β∈D

W i,β ⊗ V α+β (3.9)

for i ∈ I and α ∈ C. The index α of U i,α depends on the choice of a representative W i,0

of the D-orbit Oi
W . In fact, U ⊠W⊗V (W i,β ⊗ V α) = U i,α−β .

Theorem 3.7. (1) U i,α is an irreducible ξ̂i,α-twisted U-module for (i, α) ∈ I × C.
(2) For (i, α), (i′, α′) ∈ I × C, we have U i,α ∼= U i′,α′

as χ-twisted U-modules for some
χ ∈ D∗ if and only if i = i′ and α ≡ α′ (mod Di).

(3) For χ ∈ D∗ and i ∈ I, there exists α ∈ C such that U i,α is an irreducible χ-twisted
U-module.

(4) Let χ ∈ D∗. Then any irreducible χ-twisted U-module is isomorphic to U i,α for
some (i, α) ∈ I × C.

Proof. Since U is a D-graded simple current extension of W ⊗V , the assertion (1) follows
from Lemma 3.5 and Theorem 2.11.

The uniqueness in Theorem 2.11 implies that U i,α ∼= U i′,α′

as χ-twisted U -modules for
some χ ∈ D∗ if and only if U i,α ∼= U i′,α′

as W ⊗ V -modules. Hence U i,α and U i′,α′

are
isomorphic χ-twisted U -modules if and only if W i,0 ⊗ V α and W i′,0 ⊗ V α′

belong to the
same D-orbit. Thus the assertion (2) holds.

As for (3), let χ ∈ D∗ and i ∈ I. By Lemma 3.6, there exists α ∈ C such that χ = ξ̂i,α.
Then U i,α is an irreducible χ-twisted U -module by (1).

Let χ ∈ D∗ and let M be an irreducible χ-twisted U -module. Since W ⊗ V is rational,
we can take an irreducible W ⊗V -submodule X ∼= W i,γ⊗V α ofM for some i ∈ I, γ ∈ D,
and α ∈ C by (3.5). Since the action (3.6) of D on Irr(W ⊗V ) is free, theW ⊗V -modules
(W β ⊗ V β) ⊠W⊗V X , β ∈ D, are all inequivalent. Therefore, by the irreducibility, M is
isomorphic to

U ⊠W⊗V X =
⊕

β∈D

W i,γ+β ⊗ V α+β = U i,α−γ

as W ⊗ V -modules. Then the uniqueness in Theorem 2.11 implies that M ∼= U i,α−γ as
χ-twisted U -modules. This completes the proof of the assertion (4). �

For i ∈ I and χ ∈ D∗, we set

C(i, χ) = {α ∈ C | ξ̂i,α = χ}.
Lemma 3.8. (1) C(i, χ) is a coset of D⊥ in C for i ∈ I and χ ∈ D∗. In particular,
C(0, 1) = D⊥, where 1 is the principal character of D.

(2) C(i, η̂α) = α + C(i, 1) for α ∈ C.

Proof. Let i ∈ I. By (1) and (2) of Lemma 3.6, we see that D∗ = {ξ̂i,α | α ∈ C}. Then
the assertion (1) follows from (3) of Lemma 3.6. The assertion (2) follows from (2) of
Lemma 3.6. �

For χ ∈ D∗, let
R(χ) = {(i, α) | i ∈ I, α ∈ C(i, χ)}. (3.10)
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Then any irreducible χ-twisted U -module is isomorphic to U i,α for some (i, α) ∈ R(χ) by
Theorem 3.7. For (i, α), (i′, α′) ∈ R(χ), we write

(i, α) ≈ (i′, α′) (3.11)

if U i,α ∼= U i′,α′

as χ-twisted U -modules. We have (i, α) ≈ (i′, α′) if and only if i = i′ and
α ≡ α′ (mod Di) by Theorem 3.7. The relation (i, α) ≈ (i′, α′) is an equivalence relation
on R(χ), and the equivalence classes of irreducible χ-twisted U -modules are indexed by
R(χ)/≈. In particular,

Irr(U) = {U i,α | (i, α) ∈ R(1)/≈}.
Theorem 3.9. For χ ∈ D∗, the number of inequivalent irreducible χ-twisted U-modules
is |C||Irr(W )|/|D|2.
Proof. The number of inequivalent irreducible χ-twisted U -modules is |R(χ)/≈|, which is
equal to

∑

i∈I
[D⊥ : Di] =

|D⊥|
|D|

∑

i∈I
[D : Di] =

[C : D]

|D|
∑

i∈I
|Oi

W | = |C|
|D|2 |Irr(W )|

by Lemmas 3.3 and 3.8, and (3.2). �

Corollary 3.10. |Irr(U)| = |C||Irr(W )|/|D|2.
Remark 3.11. Since every irreducible U-module is χ-stable for χ ∈ D∗, one can also
show Corollary 3.10 by using the modular invariance of twisted modules [14, Theorem
10.2].

3.2. Fusion rules. We consider the relationship between the fusion rule of W -modules
and that of U -modules. For χ ∈ D∗, let

T (χ) = {(i, α, β) | i ∈ I, α ∈ C(i, χ), β ∈ D},
that is, T (χ) = R(χ)×D by (3.10). For (i, α, β), (i′, α′, β ′) ∈ T (χ), we write

(i, α, β) ∼ (i′, α′, β ′)

if W i,β ⊗ V α+β ∼= W i′,β′ ⊗ V α′+β′

as W ⊗ V -modules. We have (i, α, β) ∼ (i′, α′, β ′) if
and only if i = i′, β ≡ β ′ (mod Di), and α + β = α′ + β ′ by Lemma 3.4. The relation
(i, α, β) ∼ (i′, α′, β ′) is an equivalence relation on T (χ), and Irr(W ⊗ V ) is indexed by
T (χ)/∼, χ ∈ D∗.

Irr(W ⊗ V ) = {W i,β ⊗ V α+β | (i, α, β) ∈ T (χ)/∼, χ ∈ D∗}.
For (i, α, β) ∈ T (χ), we have U ⊠W⊗V (W i,β ⊗ V α+β) = U i,α is an irreducible χ-twisted

U -module. Hence for (i′, α′, β ′) ∈ T (χ), we see that

U ⊠W⊗V (W i,β ⊗ V α+β) ∼= U ⊠W⊗V (W i′,β′ ⊗ V α′+β′

)

as χ-twisted U -modules if and only if (i, α) ≈ (i′, α′). Note also that (i, α, β) ∼ (i′, α′, β ′)
implies (i, α) ≈ (i′, α′).

Now, recall the notation in Section 2.2. Let CW⊗V be the category of W ⊗ V -modules.
We denote by C0

W⊗V the full subcategory of CW⊗V consisting of the objects X of CW⊗V
such that U ⊠W⊗V X is an ordinary U -module, see [10, Definition 2.66]. Let

Irr0(W ⊗ V ) = {W i,β ⊗ V α+β | (i, α, β) ∈ T (1)/∼},
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which constitutes the simple objects of C0
W⊗V , see also [10, Proposition 2.65]. Let CU be

the category of U -modules. Then Theorem 2.12 implies the following theorem.

Theorem 3.12. The category C0
W⊗V is a C-linear additive braided monoidal category with

structures induced from CW⊗V , and the functor F : C0
W⊗V → CU ; X 7→ U ⊠W⊗V X is a

braided tensor functor.

Since the category C0
W⊗V is closed under the fusion product ⊠W⊗V , we have

(W i1,β1 ⊗ V α1+β1)⊠W⊗V (W i2,β2 ⊗ V α2+β2)

=
∑

(i3,α3,β3)∈T (1)/∼

n(i3, α3, β3)W
i3,β3 ⊗ V α3+β3

for (i1, α1, β1), (i2, α2, β2) ∈ T (1), where

n(i3, α3, β3) = dim IW⊗V

(
W i3,β3 ⊗ V α3+β3

W i1,β1 ⊗ V α1+β1 W i2,β2 ⊗ V α2+β2

)
.

Since V α1+β1 ⊠V V
α2+β2 = V α1+β1+α2+β2, we actually have

(W i1,β1 ⊗ V α1+β1)⊠W⊗V (W i2,β2 ⊗ V α2+β2)

=
∑

(i3,α3,β3)∈T (1)/∼
α3+β3=α1+β1+α2+β2

n(i3, α3, β3)W
i3,β3 ⊗ V α3+β3. (3.12)

In fact,

IW⊗V

(
W i3,β3 ⊗ V α3+β3

W i1,β1 ⊗ V α1+β1 W i2,β2 ⊗ V α2+β2

)

∼= IW

(
W i3,β3

W i1,β1 W i2,β2

)
⊗ IV

(
V α3+β3

V α1+β1 V α2+β2

)

by Proposition 2.3. Let

n(i3, β3) = dim IW

(
W i3,β3

W i1,β1 W i2,β2

)

Then n(i3, α3, β3) = n(i3, β3) if α3+β3 = α1+β1+α2+β2, and n(i3, α3, β3) = 0 otherwise.
We fix (i1, α1, β1), (i2, α2, β2) ∈ T (1). For given i3 ∈ I and β3 ∈ D, there exists an

element α3 ∈ C(i3, 1) which satisfies the conditions

(i3, α3, β3) ∈ T (1)/∼ and α3 + β3 = α1 + β1 + α2 + β2 (3.13)

if and only if α1 + β1 + α2 + β2 − β3 ∈ C(i3, 1). Set

P = {(i3, β3) ∈ I ×D | α1 + β1 + α2 + β2 − β3 ∈ C(i3, 1)}. (3.14)

Since C(i3, 1) = α3+D
⊥ by Lemma 3.8, the condition α1+β1+α2+β2−β3 ∈ C(i3, 1)

is equivalent to the condition α1 + β1 + α2 + β2 − α3 − β3 ∈ D⊥. Since Di3 ⊂ D⊥ by
Lemma 3.3, P is a union of equivalence classes with respect to the equivalence relation ∼
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defined in (3.4). We also note that (i, α, β) ∼ (i′, α′, β ′) in T (1) implies (i, β) ∼ (i′, β ′) in
I ×D. Therefore, (3.12) can be written as

(W i1,β1 ⊗ V α1+β1)⊠W⊗V (W i2,β2 ⊗ V α2+β2)

=
∑

(i3,β3)∈P/∼

n(i3, β3)W
i3,β3 ⊗ V α1+β1+α2+β2 ,

which implies that

W i1,β1 ⊠W W i2,β2 =
∑

(i3,β3)∈P/∼

dim IW

(
W i3,β3

W i1,β1 W i2,β2

)
W i3,β3. (3.15)

Since U ⊠W⊗V (W i,β ⊗ V α+β) = U i,α, it follows from Theorem 3.12 and (3.12) that

U i1,α1 ⊠U U
i2,α2 =

∑

(i3,α3,β3)∈T (1)/∼
α3+β3=α1+β1+α2+β2

n(i3, α3, β3)U
i3,α3. (3.16)

For given i3 ∈ I and α3 ∈ C(i3, 1), there exists an element β3 ∈ D which satisfies the
conditions (3.13) if and only if α1 + α2 − α3 ∈ D. Set

Q = {(i3, α3) ∈ I × C | α3 ∈ C(i3, 1), α1 + α2 − α3 ∈ D}. (3.17)

Then Q is a union of equivalence classes of the equivalence relation ≈ defined in (3.11).
Since (i, α, β) ∼ (i′, α′, β ′) in T (1) implies (i, α) ≈ (i′, α′) in R(1), we can write (3.16) as

U i1,α1 ⊠U U
i2,α2 =

∑

(i3,α3)∈Q/≈

n(i3, α1 + β1 + α2 + β2 − α3)U
i3,α3 . (3.18)

For fixed (i1, α1, β1), (i2, α2, β2) ∈ T (1), define a map ψ by

ψ : P → Q; (i3, β3) 7→ (i3, α1 + β1 + α2 + β2 − β3). (3.19)

The map ψ is a bijection, and its inverse is

ψ−1 : Q→ P ; (i3, α3) 7→ (i3, α1 + β1 + α2 + β2 − α3). (3.20)

Since (i, β) ∼ (i′, β ′) if and only if ψ(i, β) ≈ ψ(i′, β ′) for (i, β), (i′, β ′) ∈ P , the map ψ
induces a bijection between P/∼ and Q/≈. Then we see from (3.18) that

U i1,α1 ⊠U U
i2,α2 =

∑

(i3,α3)∈Q/≈

dim IU

(
U i3,α3

U i1,α1 U i2,α2

)
U i3,α3 (3.21)

with

dim IU

(
U i3,α3

U i1,α1 U i2,α2

)
= dim IW

(
W ψ−1(i3,α3)

W i1,β1 W i2,β2

)
(3.22)

for (i3, α3) ∈ Q/≈. Using the bijection ψ, we also have

dim IW

(
W i3,β3

W i1,β1 W i2,β2

)
= dim IU

(
Uψ(i3,β3)

U i1,α1 U i2,α2

)
(3.23)

for (i3, β3) ∈ P/∼. Therefore, we obtain the following theorem from (3.15) and (3.21) by
the bijection ψ between P/∼ and Q/≈.
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Theorem 3.13. Let (i1, α1, β1), (i2, α2, β2) ∈ T (1). Then the fusion product W i1,β1 ⊠W

W i2,β2 and the fusion product U i1,α1 ⊠U U
i2,α2 are related as follows.

W i1,β1 ⊠W W i2,β2 =
∑

(i3,α3)∈Q/≈

dim IU

(
U i3,α3

U i1,α1 U i2,α2

)
W ψ−1(i3,α3),

U i1,α1 ⊠U U
i2,α2 =

∑

(i3,β3)∈P/∼

dim IW

(
W i3,β3

W i1,β1 W i2,β2

)
Uψ(i3,β3),

where P , Q, ψ, and ψ−1 are defined as in (3.14), (3.17), (3.19) and (3.20), respectively.

Corollary 3.14. Let Isc = {i ∈ I | W i,0 ∈ Irr(W )sc}. Then

Irr(U)sc = {U i,α | i ∈ Isc, α ∈ C(i, 1)},
and |Irr(U)sc| = |C||Irr(W )sc|/|D|2.

Proof. Any simple current W -module is isomorphic to W i,β for some i ∈ Isc and β ∈ D.
Thus any simple current U -module is isomorphic to U i,α for some i ∈ Isc and α ∈ C(i, 1)
by Theorem 3.13. We have Di = 0 for i ∈ Isc. Therefore, |Irr(W )sc| = |Isc||D| and
|Irr(U)sc| = |Isc||D⊥|. Thus the assertion holds. �

Let

Uγ = U0,γ =
⊕

β∈D

W β ⊗ V γ+β (3.24)

for γ ∈ D⊥ = C(0, 1).

Corollary 3.15. {Uγ | γ ∈ D⊥} is a D⊥-graded set of simple current U-modules. Fur-
thermore, Uγ

⊠U U
i,α = U i,α+γ for i ∈ I and α ∈ C(i, 1).

Proof. All Uγ , γ ∈ D⊥ are inequivalent simple current U -modules by Corollary 3.14. Since
W β

⊠W W i,δ =W i,δ+β , the assertion holds by Theorem 3.13. �

Remark 3.16. Let X ∈ Irr(W ) and M , N ∈ Irr(U). Suppose X ⊂ M . Then it follows
from Corollary 3.15 that N contains an irreducible W -submodule isomorphic to X if and
only if N ∼= Uγ

⊠U M for some γ ∈ D⊥.

The next lemma follows from Lemma 2.2, (3.3), and Corollary 3.15.

Lemma 3.17. Let ip ∈ I, p = 1, 2, 3.
(1) For βp, δp ∈ D, p = 1, 2, 3, we have

dim IW

(
W i3,β3+δ3

W i1,β1+δ1 W i2,β2+δ2

)
= dim IW

(
W i3,β3−δ1−δ2+δ3

W i1,β1 W i2,β2

)
.

(2) For αp ∈ C(ip, 1) and γp ∈ D⊥, p = 1, 2, 3, we have

dim IU

(
U i3,α3+γ3

U i1,α1+γ1 U i2,α2+γ2

)
= dim IU

(
U i3,α3−γ1−γ2+γ3

U i1,α1 U i2,α2

)
.

For later use, we rewrite (3.22) and (3.23) in the following form.
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Theorem 3.18. Let Xp ∈ Irr(W ) and Mp ∈ Irr(U), and suppose Xp ⊗ V αp ⊂ Mp for
some αp ∈ C, p = 1, 2, 3. Let γ = α1 + α2 − α3.

(1) If γ ∈ D then

dim IU

(
M3

M1 M2

)
= dim IW

(
W γ

⊠W X3

X1 X2

)
,

and otherwise

dim IU

(
M3

M1 M2

)
= 0.

(2) If γ ∈ D⊥ then

dim IW

(
X3

X1 X2

)
= dim IU

(
Uγ

⊠U M
3

M1 M2

)
,

and otherwise

dim IW

(
X3

X1 X2

)
= 0.

Indeed, since W i,0 is an arbitrary chosen representative of the D-orbit Oi
W in Irr(W ),

we may take Xp = W ip,0 for some ip ∈ I. Then Mp = U ip,αp, p = 1, 2, 3. Apply (3.22)
and (3.23) with β1 = β2 = β3 = 0. Then Theorem 3.18 follows from (3.3), Corollary 3.15,
and Lemma 3.17.

3.3. R(U) versus R(W ). In this subsection, we discuss the relationship between the
fusion algebras R(U) and R(W ). In view of Corollary 3.15 we define an action of D⊥ on
Irr(U) by

M 7→ Uγ
⊠U M (3.25)

for γ ∈ D⊥ and M ∈ Irr(U). Then for each i ∈ I, the set

Oi
U = {U i,α | α ∈ C(i, 1)} (3.26)

forms a D⊥-orbit by Lemma 3.8, and we obtain the D⊥-orbit decomposition

Irr(U) =
⋃

i∈I
Oi
U . (3.27)

That is, we can use the same index set I as in the D-orbit decomposition (3.2) of Irr(W ).
Note that O0

U = {Uγ | γ ∈ D⊥} as C(0, 1) = D⊥.
We consider another description of the D⊥-orbit Oi

U in Irr(U). For each i ∈ I, we pick
M i,0 ∈ Oi

U and fix it, where we choose M0,0 = U . Moreover, we set

M i,γ = Uγ
⊠U M

i,0

for γ ∈ D⊥. Then Oi
U = {M i,γ | γ ∈ D⊥}. Let
(D⊥)i = {γ ∈ D⊥ | Uγ

⊠U M ∼=M for M ∈ Oi
U}.

Since D⊥ is abelian, (D⊥)i is the stabilizer of M for any M ∈ Oi
U . Therefore, the

length of the orbit Oi
U is [D⊥ : (D⊥)i], and

Irr(U) = {M i,γ | i ∈ I, γ ∈ D⊥/(D⊥)i}.
Lemma 3.19. (D⊥)i = Di for i ∈ I.
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Proof. The asserton follows from Lemma 3.3, (2) of Theorem 3.7, Corollary 3.15, and
(3.26). �

Next, we describe Irr(W ). By (3) of Theorem 3.7, any irreducibleW -module appears as
a submodule of an irreducible U -module. Let M i,γ ∈ Oi

U with γ ∈ D⊥. Then M i,γ ∼= U i,α

for some α ∈ C(i, 1), and this α is uniquely determined modulo Di = (D⊥)i. By the
structure (3.9) of irreducible U -modules, there exists a coset λ(i, γ)+D ∈ C/D such that
M i,γ has a decomposition of the form

M i,γ =
⊕

δ∈λ(i,γ)+D

X i,γ,δ ⊗ V δ (3.28)

as a W ⊗ V -module, where X i,γ,δ ∈ Irr(W ) is the multiplicity of V δ in M i,γ . The set
{X i,γ,δ | δ ∈ λ(i, γ) + D} is independent of γ ∈ D⊥, and it coincides with the D-
orbit Oi

W = {W i,β | β ∈ D} in Irr(W ) in (3.2). In other words, the D-orbit Oi
W is

uniquely determined by the D⊥-orbit Oi
U as we mentioned in Remark 3.16. Moreover,

sinceDi = (D⊥)i, we haveX
i,γ,δ ∼= X i,γ,δ′ asW -modules if and only if δ ≡ δ′ (mod (D⊥)i).

Therefore, we obtain another description of Irr(W ) as follows.

Theorem 3.20. Define a D⊥-graded set of simple currents {Uγ | γ ∈ D⊥} ⊂ Irr(U)sc as
in (3.24), and consider the D⊥-orbit decomposition of Irr(U) as in (3.27). PickM i,0 ∈ Oi

U

for each i ∈ I, and collect X i,0,δ ∈ Irr(W ) in the decomposition (3.28) of M i,0. Then
Irr(W ) = {X i,0,δ | i ∈ I, δ ∈ λ(i, 0) +D/(D⊥)i}.

The above theorem and (2) of Theorem 3.18 imply that the structure of R(W ) is
determined by those of R(U) and R(V ).

We summarize the outcomes of Hypothesis 3.1 as follows. Let V , W , C, D, and U be as
in Hypothesis 3.1. We have a D-graded set of simple current W -modules {W β | β ∈ D}
as in Hypothesis 3.1, and a D⊥-graded set of simple current U -modules {Uγ | γ ∈ D⊥}
as in (3.24). Consider an action of D on Irr(W ) and an action of D⊥ on Irr(U) as in
(3.1) and (3.25), respectively. Let OW be the set of D-orbits in Irr(W ), and let OU be
the set of D⊥-orbits in Irr(U), respectively. Then |OW | = |OU | = |I|. We define a map
Φ : OU → OW as follows. Let O ∈ OU and M ∈ O. Define Φ(O) to be the set of
equivalence classes of irreducible W -submodules of M . Then Φ(O) is independent of the
choice of M ∈ O, and the map Φ is well-defined. Moreover, O 7→ Φ(O) is a bijection
between OU and OW .

The inverse Ψ : OW → OU of Φ is described as follows. Let O′ ∈ OW and X ∈ O′. Then
the Q/Z-valued map β 7→ bW (W β, X) is linear on D by Proposition 2.5. Since bV is non-
degenerate on C by Corollary 2.8, we can find λ ∈ C such that bW (W β, X)+bV (V

β, V λ) =
0 for all β ∈ D. Such a λ is unique modulo D⊥. By (1) of Theorem 3.7, U⊠W⊗V (X⊗V α)
is an irreducible untwisted U -module for α ∈ λ +D⊥. We define Ψ(O′) to be the set of
equivalence classes of U ⊠W⊗V (X ⊗V α), α ∈ λ+D⊥. Although λ depends on the choice
of X ∈ O′, the resulting D⊥-orbit Ψ(O′) is independent of the choice of X , and it is
uniquely determined by O′, see the comment just after (3.9) and Remark 3.16. Thus the
map Ψ is well-defined, and O = Ψ(O′) if O′ = Φ(O).

For O ∈ OU and O′ ∈ OW , set

(D⊥)O = {γ ∈ D⊥ | Uγ
⊠U M ∼=M for M ∈ O},

DO′ = {β ∈ D |W β
⊠W X ∼= X for X ∈ O′}.
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Then DΦ(O) = (D⊥)O and (D⊥)Ψ(O′) = DO′ by Lemma 3.19, and we have

|O|
|Φ(O)| =

|Ψ(O′)|
|O′| =

|D⊥|
|D| .

This equation essentially explains Corollary 3.10.
The equivalence classes Irr(U) and Irr(W ) are mutually described by Theorems 3.7

and 3.20, and their fusion rules are mutually described by Theorem 3.18. Thus we can
completely describe the structures of R(U) and R(W ) each other based on the duality
between D and D⊥ in the quadratic space (C, qV ) associated with R(V ).

Remark 3.21. Let Irr(U ;χ) be the set of equivalence classes of irreducible χ-twisted U-
modules for χ ∈ D∗. If χ = ηα for α ∈ C, then by Theorem 3.7 and (2) of Lemma 3.8
there is a bijection between Irr(U) and Irr(U ;χ) given by

Θα : Irr(U) → Irr(U ;χ); Θα(M) =M ⊠W⊗V (W ⊗ V α)

for M ∈ Irr(U). We can similarly consider an action of D⊥ on Irr(U ;χ) and obtain a
D⊥-orbit decomposition of Irr(U ;χ). Then the map Θα induces a bijection between OU

and the set of D⊥-orbits in Irr(U ;χ). Hence we have a bijective correspondence between
OW and the set of D⊥-orbits in Irr(U ;χ) for any χ ∈ D∗ as well.
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