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GREEN FUNCTIONS OF CONORMAL DERIVATIVE PROBLEMS

FOR STATIONARY STOKES SYSTEM

JONGKEUN CHOI, HONGJIE DONG, AND DOYOON KIM

Abstract. We study Green functions for stationary Stokes systems satisfying
the conormal derivative boundary condition. We establish existence, unique-
ness, and various estimates for the Green function under the assumption that
weak solutions of the Stokes system are continuous in the interior of the do-
main. Also, we establish the global pointwise bound for the Green function
under the additional assumption that weak solutions of the conormal derivative
problem for the Stokes system are locally bounded up to the boundary. We
provide some examples satisfying such continuity and boundedness properties.

1. Introduction

In this paper, we are concerned with construction and pointwise estimates for
Green functions for stationary Stokes systems with the conormal derivative bound-
ary condition in a bounded domain Ω ⊂ R

d, d ≥ 3. Let L be a second-order elliptic
operator in divergence form

Lu = Dα(A
αβDβu)

acting on column vector valued functions u = (u1, . . . , ud)⊤. The coefficients Aαβ =

Aαβ(x) are d × d matrix-valued functions on R
d with entries Aαβ

ij satisfying the

strong ellipticity condition; i.e., there is a constant λ ∈ (0, 1] such that

|Aαβ | ≤ λ−1,
d

∑

α,β=1

Aαβξβ · ξα ≥ λ
d

∑

α=1

|ξα|2 (1.1)

for any ξα ∈ R
d, α ∈ {1, . . . , d}. By a Green function with conormal derivative

boundary condition for the Stokes system, we mean a pair (G,Π) = (G(x, y),Π(x, y)),
where G is a d× d matrix-valued function and Π is a 1× d vector-valued function,
which is a solution of the conormal derivative problem



















divG(·, y) = 0 in Ω,

LG(·, y) +∇Π(·, y) = −δyI +
1

|Ω|I in Ω,

BG(·, y) + νΠ(·, y) = 0 on ∂Ω,

2010 Mathematics Subject Classification. 35J08, 35J57, 76N10, 76D07.
Key words and phrases. Green function, Stokes system, measurable coefficients, conormal

derivative problem.
J. Choi was supported by Basic Science Research Program through the National Research

Foundation of Korea (NRF) funded by the Ministry of Education (2017R1A6A3A03005168).
H. Dong was partially supported by the NSF under agreement DMS-1600593.
D. Kim was supported by Basic Science Research Program through the National Research

Foundation of Korea (NRF) funded by the Ministry of Education (2016R1D1A1B03934369).

1

http://arxiv.org/abs/1804.10588v2


2 J. CHOI, H. DONG, AND D. KIM

where ν = (ν1, . . . , νd)
⊤ is the outward unit normal to ∂Ω, BG(·, y) is the conor-

mal derivative of G(·, y) on ∂Ω associated with L, δy is the Dirac delta function
concentrated at y, and I is the d× d identity matrix; see Section 2 for a more pre-
cise definition of the Green function. The conormal derivative boundary condition
arises from the variational principle, and one may consider this type of condition
on the output of the channel where the velocity of the flow is a prior unknown when
describing a flow through a finite channel. See [22, 2] and references therein.

Our focus in this paper is to find minimal regularity assumptions on the coeffi-
cients and on the boundary of the domain for the existence of the Green function
(G,Π) satisfying the pointwise bound

|G(x, y)| ≤ C|x− y|2−d, x 6= y. (1.2)

We prove that if the Poincaré inequality (2.3) holds in Ω and weak solutions of
the Stokes system with bounded data are continuous in the interior of the domain,
then the Green function exists and satisfies the pointwise bound (1.2) away from
the boundary of the domain; see Theorem 2.4. The Green function satisfies the
pointwise bound (1.2) globally if we further assume that weak solutions of the
Stokes system with bounded data are locally bounded up to the boundary; see
Theorem 2.6. For the uniqueness of Green functions, we impose the normalization
condition

∫

Ω

G(x, y) dx = 0, (1.3)

which enables us to construct the Green function in a large class of domains. One
can investigate the Green function with the normalization condition

∫

∂Ω

G(x, y) dx = 0 (1.4)

if the boundary trace of a W 1
2 (Ω) function is well defined. See [6] for the Neumann

Green functions of elliptic and parabolic systems with the normalization condition
(1.3) and [7] for that of elliptic systems with the normalization condition (1.4).

An easy consequence of our results combined with the Lq-estimates for the Stokes
system established in [5] is the following. If Aαβ are merely measurable in one
direction, which may differ depending on the local coordinates, and have small
mean oscillations in the other directions (variably partially BMO) and the domain
is Reifenberg flat, then the Green function exists and satisfies the global pointwise
bound (1.2); see Appendix. We note that Stokes systems with such type of variable
coefficients can be used to describe the motion of inhomogeneous fluids with density
dependent viscosity and two fluids with interfacial boundaries; see [10, 11] and the
references therein. It also can occur when performing a change of coordinates or
when flattening the boundary; see [9].

As such, Stokes systems with variable coefficients were discussed in many papers.
With regard to the Green function of the Dirichlet problem, we refer the recent
papers [8, 9]. In [8], the authors proved the existence and pointwise estimates
of Green functions in a bounded C1 domain when d ≥ 3 and coefficients have
vanishing mean oscillations. The corresponding results for the fundamental solution
and the Green function on a half space were obtained in [9] when coefficients are
merely measurable in one direction and have small mean oscillations in the other
directions (partially BMO). See also [18] for the asymptotic behavior of the Green
function for Stokes system with oscillating periodic coefficients. Regarding the



GREEN FUNCTION 3

regularity theory, we refer the reader to [10, 11, 5] for Stokes system with variably
partially BMO coefficients, and [8, 3] for Stokes system with coefficients having
small mean oscillations in all directions. See also [17] for the homogenization theory
of Stokes system with periodic coefficients. On the other hand, we are unable to
find any literature explicitly dealing with the Green function satisfying the conormal
derivative boundary condition for Stokes system with variable coefficients. With
respect to the classical Stokes system with the Laplace operator

∆u+∇p = f,

the Neumann Green function was studied by Maz’ya-Rossmann. In [25], they ob-
tained estimates for the Green function of a mixed boundary value problem (con-
taining the Neumann boundary value problem) on a polyhedral cone in R

3. See
also [27] for the Green function of the mixed problem in a two dimensional domain.
Regarding the Green function for the Dirichlet problem, we refer the reader to
Maz’ya-Plamensvskĭı [24], where the authors proved the existence and the point-
wise bound for the Green function in three-dimensional domains of polyhedral type.
For this line of research, see [28, 29] and the references therein. We also refer to
[26] for the Green function on a Lipschitz domain in R

2 or R3, and [4, 13] for the
fundamental solution of the Stokes system.

Our argument in establishing the existence of the Green function is based on
techniques used in Grüter-Widman [16] and Hofmann-Kim [19], where the authors
constructed Green functions for elliptic equations and systems with irregular coef-
ficients. The key for obtaining the Green function lies in constructing a sequence
of approximated Green functions, getting uniform estimates for the sequence, and
applying a compactness theorem. In this paper, to establish the existence of the
Green function (G,Π), we refine the techniques for the uniform estimates since the
presence of the pressure term Π makes the argument more involved. For the global
pointwise bound (1.2), we adapt the argument in Kang-Kim [21], where the authors
proved global pointwise bounds of Green functions for elliptic systems.

In a subsequent paper, we will study Green functions (G,Π) for Stokes systems
with measurable coefficients in two dimensional domains. In this case, G should
have a logarithmic growth. As a matter of fact, our method breaks down and is
not applicable in the two dimensional case.

The remainder of this paper is organized as follows. In Section 2, we state our
main results along with some notation, assumptions, and the definition of the Green
function. We provide some auxiliary results in Section 3. In Sections 4 and 5, we
prove the main theorems. Finally we provide some applications of our results in
Appendix.

2. Main results

Throughout the paper, we denote by Ω a bounded domain in the Euclidean space
R

d, d ≥ 3. For any x ∈ Ω and r > 0, we write Ωr(x) = Ω ∩ Br(x), where Br(x) is
the usual Euclidean ball of radius r centered at x. For 1 ≤ q ≤ ∞, we denote by
W 1

q (Ω) the usual Sobolev space. We define

L̃q(Ω) = {u ∈ Lq(Ω) : (u)Ω = 0}, W̃ 1
q (Ω) = {u ∈ W 1

q (Ω) : (u)Ω = 0},
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where (u)Ω is the average of u in Ω, i.e.,

(u)Ω = –

∫

Ω

u dx =
1

|Ω|

∫

Ω

u dx.

Let L be an elliptic operator in divergence form

Lu = Dα(A
αβDβu),

where the coefficients Aαβ satisfy the strong ellipticity condition (1.1). We denote
by Bu = AαβDβuνα the conormal derivative of u on the boundary of Ω associated
with L. The adjoint operator L∗ and the conormal derivative operator B∗ associated
with L∗ are defined by

L∗u = Dα((A
βα)⊤Dβu), B∗u = (Aβα)⊤Dβu να.

For f ∈ L̃2d/(d+2)(Ω)
d and fα ∈ L2(Ω)

d, we say that (u, p) ∈ W 1
2 (Ω)

d × L2(Ω) is a
weak solution of the problem

{Lu+∇p = f +Dαfα in Ω,

Bu+ pν = fανα on ∂Ω,

if
∫

Ω

AαβDβu ·Dαφ dx+

∫

Ω

p div φ dx = −
∫

Ω

f · φ dx+

∫

Ω

fα ·Dαφ dx

holds for any φ ∈ W 1
2 (Ω)

d. Similarly, we say that (u, p) ∈ W 1
2 (Ω)

d × L2(Ω) is a
weak solution of the adjoint problem

{

L∗u+∇p = f +Dαfα in Ω,

B∗u+ pν = fανα on ∂Ω,

if
∫

Ω

AαβDβφ ·Dαu dx+

∫

Ω

p divφ dx = −
∫

Ω

f · φ dx +

∫

Ω

fα ·Dαφ dx

holds for any φ ∈ W 1
2 (Ω)

d. For u ∈ W 1
1 (Ω)

d and g ∈ L1(Ω)
d, by

div u = g in Ω

we mean the equation holds in the almost everywhere sense.
In the definition below, G = G(x, y) is a d × d matrix-valued function with the

entries Gij : Ω× Ω → [−∞,∞], and Π = Π(x, y) is a 1× d vector-valued function
with the entries Πi : Ω× Ω → [−∞,∞].

Definition 2.1 (Green function). We say that (G,Π) is a Green function of L in
a bounded domain Ω if it satisfies the following properties:

(a) For any y ∈ Ω and r > 0,

G(·, y) ∈ W̃ 1
1 (Ω)

d×d ∩W 1
2 (Ω \Br(y))

d×d,

Π(·, y) ∈ L1(Ω)
d ∩ L2(Ω \Br(y))

d.

(b) For any y ∈ Ω, (G(·, y),Π(·, y)) satisfies


















divG(·, y) = 0 in Ω,

LG(·, y) +∇Π(·, y) = −δyI +
1

|Ω|I in Ω,

BG(·, y) + νΠ(·, y) = 0 on ∂Ω,
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in the sense that, for any k ∈ {1, . . . , d} and φ ∈ W 1
∞(Ω)d ∩ C(Ω)d, we have

divG·k(·, y) = 0 in Ω

and
∫

Ω

AαβDβG
·k(·, y) ·Dαφdx+

∫

Ω

Πk(·, y) div φdx = φk(y)− –

∫

Ω

φk dx,

where G·k(·, y) is the k-th column of G(·, y).
(c) Let f ∈ L̃∞(Ω)d and g ∈ L∞(Ω). If (u, p) ∈ W̃ 1

2 (Ω)
d×L2(Ω) is a weak solution

of










div u = g in Ω,

L∗u+∇p = f in Ω,

B∗u+ pν = 0 on ∂Ω,

(2.1)

then for a.e. y ∈ Ω, we have

u(y) = −
∫

Ω

G(x, y)⊤f(x) dx +

∫

Ω

Π(x, y)⊤g(x) dx. (2.2)

We remark that the property (c) in the above definition together with the solv-

ability of the conormal derivative problem in W̃ 1
2 (Ω)

d × L2(Ω) (see Lemma 3.2)

gives the uniqueness of a Green function in the sense that, if (G̃, Π̃) is another
Green function satisfying the above properties, then for each φ ∈ C∞

0 (Ω)d and
ϕ ∈ C∞

0 (Ω), we have
∫

Ω

(

G(x, y)⊤ − G̃(x, y)⊤
)

φ(x) dx =

∫

Ω

(

Π(x, y)⊤ − Π̃(x, y)⊤
)

ϕ(x) dx = 0

for a.e. y ∈ Ω. We also note that the definition of the Green function depends on
the normalization condition. In the above definition, the Green function satisfies
∫

Ω
G(x, y) dx = 0. On the other hand, if Ω is a Lipschitz domain so that the bound-

ary trace of a W 1
2 (Ω) function is well defined, then one may use the normalization

condition
∫

∂Ω
G(x, y) dσx = 0. Under this condition, the Green function (G,Π) can

be defined as a solution of the problem


















divG(·, y) = 0 in Ω,

LG(·, y) +∇Π(·, y) = −δyI in Ω,

BG(·, y) + νΠ(·, y) = − 1

|∂Ω|I on ∂Ω.

We make the following assumptions to construct the Green function for L in Ω.

Assumption 2.2. There exists a constant K0 > 0 satisfying

‖φ‖L2d/(d−2)(Ω) ≤ K0‖Dφ‖L2(Ω) for all φ ∈ W̃ 1
2 (Ω). (2.3)

Remark 2.1. By following the argument in [12, pp. 286–290], one can show that
Assumption 2.2 holds when Ω is an extension domain, in particular, when Ω is a
Reifenberg flat domain as in Assumption 6.1 (ii); see, for instance, [20, 23].

The following assumption holds, for instance, when the coefficients Aαβ are vari-
ably partially BMO; see Appendix.
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Assumption 2.3. There exist constants R0 ∈ (0, 1] and A0 > 0 such that the
following holds: Let x0 ∈ Ω and 0 < R < min{R0, dist(x0, ∂Ω)}. If (u, p) ∈
W 1

2 (BR(x0))
d × L2(BR(x0)) satisfies

{

div u = 0 in BR(x0),

Lu+∇p = f in BR(x0),
(2.4)

where f ∈ L∞(BR(x0))
d, then we have u ∈ C(BR/2(x0))

d (in fact, a version of u

belongs to C(BR/2(x0))
d) with the estimate

‖u‖L∞(BR/2(x0)) ≤ A0

(

R−d/2‖u‖L2(BR(x0)) +R2‖f‖L∞(BR(x0))

)

.

The same statement holds true when L is replaced by L∗.

Theorem 2.4. Let d ≥ 3 and Ω be a bounded domain in R
d. Then under Assump-

tions 2.2 and 2.3, there exist Green functions (G,Π) of L and (G∗,Π∗) of L∗ such
that for any y ∈ Ω, we have

G(·, y), G∗(·, y) ∈ C(Ω \ {y})d×d,

and there exists a measure zero set Ny ⊂ Ω such that

G(x, y) = G∗(y, x)⊤, G(y, x) = G∗(x, y)⊤ for all x ∈ Ω \Ny. (2.5)

Moreover, for any x, y ∈ Ω satisfying

0 < |x− y| < 1

2
min{R0, dist(y, ∂Ω)},

we have

|G(x, y)| ≤ C|x− y|2−d, (2.6)

where C = C(d, λ,K0, A0). Furthermore, the following estimates hold for all y ∈ Ω
and 0 < R < min{R0, dist(y, ∂Ω)}:
i) ‖G(·, y)‖L2d/(d−2)(Ω\BR(y)) + ‖DG(·, y)‖L2(Ω\BR(y)) ≤ CR(2−d)/2.

ii) ‖Π(·, y)‖L2(Ω\BR(y)) ≤ CR(2−d)/2.

iii)
∣

∣{x ∈ Ω : |G(x, y)| > t}
∣

∣ ≤ Ct−d/(d−2) for all t > min{R0, dist(y, ∂Ω)}2−d.

iv)
∣

∣{x ∈ Ω : |DxG(x, y)| > t}
∣

∣ ≤ Ct−d/(d−1) for all t > min{R0, dist(y, ∂Ω)}1−d.

v)
∣

∣{x ∈ Ω : |Π(x, y)| > t}
∣

∣ ≤ Ct−d/(d−1) for all t > min{R0, dist(y, ∂Ω)}1−d.

vi) ‖G(·, y)‖Lq(BR(y)) ≤ CqR
2−d+d/q, where q ∈ [1, d/(d− 2)).

vii) ‖DG(·, y)‖Lq(BR(y)) ≤ CqR
1−d+d/q, where q ∈ [1, d/(d− 1)).

viii) ‖Π(·, y)‖Lq(BR(y)) ≤ CqR
1−d+d/q, where q ∈ [1, d/(d− 1)).

In the above, the constant C depends only on d, λ, K0, and A0, and Cq depends
also on q.

Remark 2.2. In Theorem 2.4, one may prove the existence of the Green functions
without the continuity condition in Assumption 2.3. In this case, the continuity of
the Green functions and the identities in (2.5) are not guaranteed, and the estimate
(2.6) is satisfied in the almost everywhere sense. On the other hand, if one has a
modulus of continuity estimate such as a Hölder estimate for the solution u in
Assumption 2.3, then one can show that (2.5) holds for all x, y ∈ Ω with x 6= y.
For further details, see the end of the proof of Theorem 2.4.
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Remark 2.3. Let (G,Π) and (G∗,Π∗) be Green functions for L and L∗, respectively,

constructed in Theorem 2.4. Assume that (u, p) ∈ W̃ 1
2 (Ω)

d × L2(Ω) is a weak
solution of











div u = g in Ω,

Lu +∇p = f +Dαfα in Ω,

Bu+ pν = fανα on ∂Ω,

where f ∈ L̃∞(Ω)d, fα ∈ L∞(Ω)d, and g ∈ L∞(Ω). Then for a.e. y ∈ Ω, it holds
that

u(y) = −
∫

Ω

G∗(x, y)⊤f(x) dx +

∫

Ω

DαG
∗(x, y)⊤fα(x) dx +

∫

Ω

Π∗(x, y)⊤g(x) dx.

Using this together with (2.5), we have

u(y) = −
∫

Ω

G(y, x)f(x) dx +

∫

Ω

DαG(y, x)fα(x) dx +

∫

Ω

Π∗(x, y)⊤g(x) dx.

To obtain the global pointwise bound for G(x, y), we impose the following as-
sumption. We note that the assumption holds, for instance, when the coefficients
Aαβ of L are variably partially BMO and Ω is a Reifenberg flat domain; see Ap-
pendix.

Assumption 2.5. There exist constants R0 ∈ (0, 1] and A1 > 0 such that the
following holds: Let x0 ∈ ∂Ω and 0 < R < R0. If (u, p) ∈ W 1

2 (ΩR(x0))
d ×

L2(ΩR(x0)) satisfies










div u = 0 in ΩR(x0),

Lu+∇p = f in ΩR(x0),

Bu+ pν = 0 on ∂Ω ∩BR(x0),

(2.7)

where f ∈ L∞(ΩR(x0))
d, then we have

‖u‖L∞(ΩR/2(x0)) ≤ A1

(

R−d/2‖u‖L2(ΩR(x0)) +R2‖f‖L∞(ΩR(x0))

)

.

The same statement holds true when L is replaced by L∗.

Remark 2.4. In the above assumption and throughout the paper, (u, p) is said to
satisfy (2.7) if div u = 0 in ΩR(x0) and

∫

ΩR(x0)

AαβDβu ·Dαφdx+

∫

ΩR(x0)

p div φdx = −
∫

ΩR(x0)

f · φdx

for any φ ∈ W 1
2 (ΩR(x0))

d such that φ = 0 on ∂BR(x0) ∩ Ω.

Theorem 2.6. Let d ≥ 3 and Ω be a bounded domain in R
d with |Ω| ≥ m0 > 0.

Let (G,Π) be the Green function constructed in Theorem 2.4 under Assumptions
2.2 and 2.3. If we assume Assumption 2.5 (in addition to Assumptions 2.2 and
2.3), then we have

|G(x, y)| ≤ C|x− y|2−d for any x, y ∈ Ω with 0 < |x− y| < R0, (2.8)

where C = C(d, λ,m0,K0, A0, A1). If we further assume that there exists a constant
θ > 0 satisfying

|BR(x0) \ Ω| ≥ θRd, ∀x0 ∈ ∂Ω, ∀R ∈ (0, R0), (2.9)

then for any y ∈ Ω and 0 < R < R0, the following estimates hold:

i) ‖G(·, y)‖L2d/(d−2)(Ω\BR(y)) + ‖DG(·, y)‖L2(Ω\BR(y)) ≤ CR(2−d)/2.
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ii) ‖Π(·, y)‖L2(Ω\BR(y)) ≤ CR(2−d)/2.

iii)
∣

∣{x ∈ Ω : |G(x, y)| > t}
∣

∣ ≤ Ct−d/(d−2) for all t > R2−d
0 .

iv)
∣

∣{x ∈ Ω : |DxG(x, y)| > t}
∣

∣ ≤ Ct−d/(d−1) for all t > R1−d
0 .

v)
∣

∣{x ∈ Ω : |Π(x, y)| > t}
∣

∣ ≤ Ct−d/(d−1) for all t > R1−d
0 .

vi) ‖G(·, y)‖Lq(ΩR(y)) ≤ CqR
2−d+d/q, where q ∈ [1, d/(d− 2)).

vii) ‖DG(·, y)‖Lq(ΩR(y)) ≤ CqR
1−d+d/q, where q ∈ [1, d/(d− 1)).

viii) ‖Π(·, y)‖Lq(ΩR(y)) ≤ CqR
1−d+d/q, where q ∈ [1, d/(d− 1)).

In the above, the constant C depends only on d, λ, m0, K0, A0, A1, and θ, and Cq

depends also on q.

Remark 2.5. If |x−y| ≥ R0, then G(x, y) is bounded by a constant depending only
on R0 and the parameters for the constant C in (2.8). See (5.17) for more details.
Thus in (2.8), one can remove the condition |x − y| < R0 if we allow the constant
C to depend also on R0 and diamΩ.

3. Auxiliary results

In this section, we derive some auxiliary results which will be used in the proofs of
the main theorems. We do not impose any regularity assumption on the coefficients
Aαβ of the operator L.
Lemma 3.1. Let Ω be a bounded domain in R

d and g ∈ L2(Ω). Then there exists

a function u ∈ W̃ 1
2 (Ω)

d such that

div u = g in Ω, ‖Du‖L2(Ω) ≤ C‖g‖L2(Ω),

where the constant C depends only on d.

Proof. See [5, Lemma 3.1]. �

The following lemma is regarding theW 1,2-estimate and solvability for the Stokes
system.

Lemma 3.2. Let d ≥ 3 and Ω be a bounded domain in R
d. Then under Assumption

2.2, for any f ∈ L̃2d/(d+2)(Ω)
d, fα ∈ L2(Ω)

d, and g ∈ L2(Ω), there exists a unique

(u, p) ∈ W̃ 1
2 (Ω)

d × L2(Ω) satisfying










div u = g in Ω,

Lu+∇p = f +Dαfα in Ω,

Bu+ pν = fανα on ∂Ω.

Moreover, we have

‖Du‖L2(Ω) + ‖p‖L2(Ω) ≤ C‖f‖L2d/(d+2)(Ω) + C̃
(

‖fα‖L2(Ω) + ‖g‖L2(Ω)

)

,

where C = C(d, λ,K0) and C̃ = C̃(d, λ).

Proof. Notice from (2.3) that W̃ 1
2 (Ω) is a Hilbert space with the inner product

〈u, v〉 =
∫

Ω

Dαu ·Dαv dx.

Then the proof of the lemma is almost the same as that of [8, Lemma 3.2]. We
omit the details. �

We have the following Caccioppoli-type inequalities for the Stokes system.
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Lemma 3.3. (a) Let (u, p) ∈ W 1
2 (BR(x0))

d × L2(BR(x0)) satisfy
{

div u = 0 in BR(x0),

Lu+∇p = f in BR(x0),

where x0 ∈ R
d, R > 0, and f ∈ L∞(BR(x0))

d. Then we have

‖Du‖L2(BR/2(x0)) + ‖p− (p)BR/2(x0)‖L2(BR/2(x0))

≤ C
(

R−1‖u‖L2(BR(x0)) +R(d+2)/2‖f‖L∞(BR(x0))

)

,

where C = C(d, λ).
(b) Let Ω be a bounded domain in R

d. Assume that there exist constants θ > 0 and
0 < R0 ≤ 1 satisfying

|Br(y0) \ Ω| ≥ θrd, ∀y0 ∈ ∂Ω, ∀r ∈ (0, R0).

Let (u, p) ∈ W 1
2 (ΩR(x0))

d × L2(ΩR(x0)) satisfy










div u = 0 in ΩR(x0),

Lu+∇p = f in ΩR(x0),

Bu+ pν = 0 on ∂Ω ∩BR(x0),

(3.1)

where x0 ∈ ∂Ω, 0 < R < R0, and f ∈ L∞(ΩR(x0))
d. Then we have

‖Du‖L2(ΩR/2(x0)) + ‖p‖L2(ΩR/2(x0))

≤ C
(

R−1‖u‖L2(ΩR(x0)) +R(d+2)/2‖f‖L∞(ΩR(x0))

)

,
(3.2)

where C = C(d, λ, θ).

Proof. The proof of the lemma proceeds in a standard manner. See [15] for Cacciop-
poli inequalities for both linear and nonlinear Stokes systems under some technical
assumptions in a ball and a half ball. For the reader’s convenience, we present here
the details of the proof of the assertion (b), where we have a ball intersected with
a domain satisfying an exterior measure condition.

Let (u, p) ∈ W 1
2 (ΩR(x0))

d × L2(ΩR(x0)) satisfy (3.1), where x0 ∈ ∂Ω, 0 < R <
R0, and f ∈ L∞(ΩR(x0))

d. Let r ∈ (0, R] be given. We extend p to Br(x0)
so that (p)Br(x0) = 0 and ‖p‖L2(Br(x0)) is comparable to ‖p‖L2(Ωr(x0)). By the
existence of solutions to the divergence equation (with the homogeneous Dirichlet
boundary condition and the right-hand side having zero mean) in a ball, there exists

φ ∈ W̊ 1
2 (Br(x0))

d satisfying

div φ = p in Br(x0), ‖Dφ‖L2(Br(x0)) ≤ C‖p‖L2(Ωr(x0)),

where C = C(d, θ). We extend φ by zero on Ω \ Br(x0) and apply it as a test
function to (3.1) to get

‖p‖L2(Ωr(x0)) ≤ C
(

‖Du‖L2(Ωr(x0)) + r(d+2)/2‖f‖L∞(Ωr(x0))

)

, (3.3)

where C = C(d, λ, θ).
Let 0 < ρ < r ≤ R and η be a smooth function on R

d satisfying

0 ≤ η ≤ 1, η ≡ 1 on Bρ(x0), supp η ⊂ Br(x0), |∇η| ≤ C(r − ρ)−1.

Applying η2u as a test function to (3.1) and using (3.3), we have

‖Du‖L2(Ωρ(x0)) ≤ ε‖Du‖L2(Ωr(x0))

+ C
(

(r − ρ)−1‖u‖L2(Ωr(x0)) + r(d+2)/2‖f‖L∞(Ωr(x0))

) (3.4)
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for ε ∈ (0, 1), where C = C(d, λ, θ, ε). For k ∈ {0, 1, 2, . . .}, we set

ε =
1

8
, rk =

R

2

(

2− 1

2k

)

so that (3.4) becomes

‖Du‖L2(Ωrk
(x0)) ≤ ε‖Du‖L2(Ωrk+1

(x0))

+ C
(

2kR−1‖u‖L2(ΩR(x0)) +R(d+2)/2‖f‖L∞(ΩR(x0))

)

.

Multiplying εk and summing the estimates, we obtain that

‖Du‖L2(ΩR/2(x0)) ≤ C
(

R−1‖u‖L2(ΩR(x0)) +R(d+2)/2‖f‖L∞(ΩR(x0))

)

.

Therefore, we get the desired estimate (3.2) from (3.3) and the above inequality.
The lemma is proved. �

4. Approximated Green functions

Throughout this section, we assume that the hypotheses of Theorem 2.4 hold.
Under the hypotheses, we shall construct an approximated Green function and
derive its various interior estimates. We mainly follow the arguments in Hofmann-
Kim [19].

Let y ∈ Ω, ε ∈ (0, 1], and k ∈ {1, . . . , d}. We denote by (v, π) = (vε,y,k, πε,y,k)

the solution in W̃ 1
2 (Ω)

d × L2(Ω) of the problem










div v = 0 in Ω,

Lv +∇π = Φε,yek in Ω,

Bv + πν = 0 on ∂Ω,

(4.1)

where ek is the k-th unit vector in R
d and

Φε,y := − 1

|Ωε(y)|
IΩε(y) +

1

|Ω| ∈ L̃∞(Ω). (4.2)

Here, IΩε(y) is the characteristic function. Note that, for each ε ∈ (0, 1] andBR(x) ⊂
Ω with R < R0, (v, π) satisfies

{

div v = 0 in BR(x),

Lv +∇π = Φε,yek in BR(x),

where Φε,yek is a bounded function. Thus, by Assumption 2.3 there exists a version

of v in BR(x) which is continuous on BR/2(x). Then there is a version ṽ of v such
that ṽ = v a.e. in Ω and ṽ is continuous in Ω. We define the approximated Green
function (Gε(·, y),Πε(·, y)) for L by

Gjk
ε (·, y) = ṽj = ṽjε,y,k and Πk

ε (·, y) = π = πε,y,k.

Here, Gε(·, y) is a d× d matrix-valued function and Πε(·, y) is a 1× d vector-valued
function. By Lemma 3.2, we have

‖DGε(·, y)‖L2(Ω) + ‖Πε(·, y)‖L2(Ω) ≤ C
(

|Ωε(y)|(2−d)/(2d) + |Ω|(2−d)/(2d)
)

≤ C|Ωε(y)|(2−d)/(2d), (4.3)

where C = C(d, λ,K0).
In the lemma below, we obtain the pointwise bound for the approximated Green

function.
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Lemma 4.1. For any x, y ∈ Ω satisfying

0 < 2ε <
|x− y|

2
< min

{

R0,
1

3
dist(y, ∂Ω)

}

,

we have

|Gε(x, y)| ≤ C|x− y|2−d,

where C = C(d, λ,K0, A0).

Proof. Let x, y ∈ Ω and k ∈ {1, . . . , d}. Denote

(v, π) = (G·k
ε (·, y),Πk

ε (·, y)), (4.4)

where G·k
ε (·, y) is the k-th column of Gε(·, y). We assume that 0 < 2ε < R <

min{R0, dist(y, ∂Ω)}. Find (u, p) ∈ W̃ 1
2 (Ω)

d × L2(Ω) satisfying










div u = 0 in Ω,

L∗u+∇p = −f + (f)Ω in Ω,

B∗u+ pν = 0 on ∂Ω,

where f = IΩR(x)

(

sgn v1, . . . , sgn vd
)⊤

. Then by Assumptions 2.2 and 2.3, we have

‖u‖L∞(BR/2(y)) ≤ C
(

R1−d/2‖u‖L2d/(d−2)(BR(y)) +R2
)

≤ C
(

R1−d/2‖Du‖L2(Ω) +R2
)

≤ CR2, (4.5)

where the last inequality is due to Lemma 3.2 and C = C(d, λ,K0, A0). Since we
have

∫

ΩR(x)

f · v dz =

∫

Ω

AαβDβv ·Dαu dz = –

∫

Bε(y)

uk dz,

by (4.5) and the fact that ε < R/2, we get

‖v‖L1(ΩR(x)) ≤ CR2 (4.6)

for any x ∈ Ω and 0 < 2ε < R < min{R0, dist(y, ∂Ω)}.
Assume

0 < 2ε < R :=
|x− y|

2
< min

{

R0,
1

3
dist(y, ∂Ω)

}

.

Since BR(x) ⊂ Ω and BR(x) ∩Bε(y) = ∅, we obtain by (4.1) that






div v = 0 in BR(x),

Lv +∇π =
ek
|Ω| in BR(x).

(4.7)

For any z ∈ BR(x) and r ∈ (0, R] with Br(z) ⊂ BR(x), by Assumption 2.3 applied
to (4.7) in Br(z), we have

‖v‖L∞(Br/2(z)) ≤ A0

(

r−d/2‖v‖L2(Br(z)) +
r2

|Ω|

)

≤ C
(

r−d/2‖v‖L2(Br(z)) +R2−d
)

,

where we used the fact that r ≤ R and |Ω| ≥ CRd in the second inequality. Hence
by setting w = |v|+R2−d, we see that

‖w‖L∞(Br/2(z)) ≤ Cr−d/2‖w‖L2(Br(z)).
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Because the above inequality holds for all z ∈ BR(x) and r ∈ (0, R] with Br(z) ⊂
BR(x), by a well known argument (see [14, pp. 80–82]) we have

‖w‖L∞(BR/2(x)) ≤ CR−d‖w‖L1(BR(x)),

which implies

‖v‖L∞(BR/2(x)) ≤ C
(

R−d‖v‖L1(BR(x)) +R2−d
)

. (4.8)

Thus, using (4.6) and the continuity of v, we get

|v(x)| ≤ CR2−d,

where C = C(d, λ,K0, A0). The lemma is proved. �

Lemma 4.2. Let y ∈ Ω, 0 < R < min
{

R0,
4
5 dist(y, ∂Ω)

}

, and 0 < ε < R/4. For
k ∈ {1, . . . , d}, we set

Π̃k
ε (·, y) = Πk

ε (·, y)− (Πk
ε (·, y))BR(y)\BR/2(y).

Then we have

‖Π̃k
ε (·, y)‖L2(BR(y)\BR/2(y)) ≤

C

R
‖G·k

ε (·, y)‖L2(B5R/4(y)\BR/4(y)) + CR(2−d)/2,

where G·k
ε (·, y) is the k-th column of Gε(·, y) and C = C(d, λ).

Proof. Recall the notation (4.4), and set

π̃ = π − (π)BR(y)\BR/2(y).

Since (π̃)BR(y)\BR/2(y) = 0, by the existence of solutions to the divergence equation

(see, for instance, [1]), there exists a function φ ∈ W̊ 1
2 (BR(y) \BR/2(y))

d such that

div φ = π̃ in BR(y) \BR/2(y)

and

‖Dφ‖L2(BR(y)\BR/2(y)) ≤ C‖π̃‖L2(BR(y)\BR/2(y)). (4.9)

Here, by a scaling argument, one can check that the constant C in the above

inequality depends only on d. We extend φ by zero on R
d \ (BR(y) \BR/2(y)) and

apply φ as a test function to (4.1) to get
∫

BR(y)\BR/2(y)

|π̃|2 dx =

∫

BR(y)\BR/2(y)

ππ̃ dx

= −
∫

Ω

AαβDβv ·Dαφdx− –

∫

Ω

φk dx. (4.10)

By Hölder’s inequality, the Sobolev inequality, and (4.9), we have
∣

∣

∣

∣

–

∫

Ω

φk dx

∣

∣

∣

∣

≤ C|Ω|−1R1+d/2‖φ‖L2d/(d−2)(BR(y)\BR/2(y))

≤ C|Ω|−1R1+d/2‖Dφ‖L2(BR(y)\BR/2(y))

≤ C|Ω|−1R1+d/2‖π̃‖L2(BR(y)\BR/2(y)),

where C = C(d). Combining these together, and using Hölder’s inequality and
Young’s inequality, we see that

∫

BR(y)\BR/2(y)

|π̃|2 dx ≤ C

∫

BR(y)\BR/2(y)

|Dv|2 dx+ C|Ω|−2R2+d, (4.11)
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where C = C(d, λ).
Let z ∈ BR(y) \BR/2(y). Since BR/4(z) ∩Bε(y) = ∅, it follows from (4.1) that







div v = 0 in BR/4(z),

Lv +∇π =
ek
|Ω| in BR/4(z).

Then by Lemma 3.3 (a) applied to the above system and the fact that BR/4(z) ⊂
(

B5R/4(y) \BR/4(y)
)

, we have
∫

BR/8(z)

|Dv|2 dx ≤ C

R2

∫

B5R/4(y)\BR/4(y)

|v|2 dx+ C|Ω|−2R2+d, (4.12)

where C = C(d, λ). Because the above inequality holds for any z ∈ BR(y)\BR/2(y),

by taking points z1, . . . , zn, where n = n(d), in BR(y) \BR/2(y) such that

(BR(y) \BR/2(y)) ⊂
n
⋃

i=1

BR/8(z
i),

and using (4.12) with BR/8(z
i) in place of BR/8(z), we have

∫

BR(y)\BR/2(y)

|Dv|2 dx ≤
n
∑

i=1

∫

BR/8(zi)

|Dv|2 dx

≤ C

R2

∫

B5R/4(y)\BR/4(y)

|v|2 dx+ C|Ω|−2R2+d. (4.13)

Combining (4.11) and (4.13), and using |Ω| ≥ CRd, we get the desired estimate. �

Based on Lemmas 4.1 and 4.2, we obtain the following uniform estimates for
(Gε(·, y),Πε(·, y)) away from the pole y.

Lemma 4.3. Let y ∈ Ω, 0 < R < min{R0, dist(y, ∂Ω)}, and 0 < ε ≤ 1. Then we
have

‖Gε(·, y)‖L2d/(d−2)(Ω\BR(y)) + ‖DGε(·, y)‖L2(Ω\BR(y)) ≤ CR(2−d)/2, (4.14)

‖Πε(·, y)‖L2(Ω\BR(y)) ≤ CR(2−d)/2, (4.15)

where C = C(d, λ,K0, A0).

Proof. Fix y ∈ Ω and k ∈ {1, . . . , d}. Recall the notation (4.4). We first prove that
the estimate (4.14) holds. Certainly, we may assume that 0 < R < 1

3 dist(y, ∂Ω).
For R/16 ≤ ε ≤ 1, we obtain by (2.3) and (4.3) that

‖v‖L2d/(d−2)(Ω) + ‖Dv‖L2(Ω) ≤ C|BR/16(y)|(2−d)/(2d) ≤ CR(2−d)/2,

which gives (4.14). Assume 0 < ε < R/16, and let η be an infinitely differentiable
function on R

d satisfying

0 ≤ η ≤ 1, η ≡ 1 on BR/2(y), supp η ⊂ BR(y), |∇η| ≤ CR−1. (4.16)

Applying (1 − η)2v as a test function to (4.1), we have

‖(1− η)Dv‖2L2(Ω) ≤
C

R2
‖v‖2L2(BR(y)\BR/2(y))

+ C(I1 + I2), (4.17)

where

I1 =

∣

∣

∣

∣

∫

Ω

π div((1 − η)2v) dx

∣

∣

∣

∣

, I2 =

∣

∣

∣

∣

–

∫

Ω

(1− η)2vk dx

∣

∣

∣

∣

.
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Notice from (v)Ω = 0 and (4.6) that

I2 =

∣

∣

∣

∣

–

∫

Ω

(η2 − 2η)v dx

∣

∣

∣

∣

≤ C

|Ω| ‖v‖L1(BR(y)) ≤ CR2−d,

where C = C(d, λ,K0, A0). To estimate I1, we use div v = 0 to get

I1 =

∣

∣

∣

∣

∫

Ω

π div
(

(η2 − 2η)v
)

dx

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

BR(y)\BR/2(y)

π̃∇(η2 − 2η) · v dx
∣

∣

∣

∣

,

where π̃ = π − (π)BR(y)\BR/2(y). Then by Hölder’s inequality and Lemma 4.2, we
find

I1 ≤ C

R2
‖v‖2L2(B5R/4(y)\BR/4(y))

+ CR2−d,

where C = C(d, λ). Combining (4.17) and the estimates of I1 and I2, we have

‖(1− η)Dv‖L2(Ω) ≤
C

R
‖v‖L2(B5R/4(y)\BR/4(y)) + CR(2−d)/2, (4.18)

where C = C(d, λ,K0, A0). Notice from (v)Ω = 0 and (2.3) that

‖(1− η)v‖L2d/(d−2)(Ω)

≤
∥

∥(1− η)v − ((1 − η)v)Ω‖L2d/(d−2)(Ω) + |Ω| d−2
2d

∣

∣((1− η)v)Ω
∣

∣

=
∥

∥(1− η)v − ((1 − η)v)Ω‖L2d/(d−2)(Ω) + |Ω| d−2
2d

∣

∣(ηv)Ω
∣

∣

≤ C‖(1− η)Dv‖L2(Ω) +
C

R
‖v‖L2(BR(y)\BR/2(y)) + CR−(2+d)/2‖v‖L1(BR(y)),

(4.19)

where C = C(d,K0). This together with (4.18) and (4.6) yields that

‖(1− η)v‖L2d/(d−2)(Ω) + ‖(1− η)Dv‖L2(Ω)

≤ C

R
‖v‖L2(B5R/4(y)\BR/4(y)) + CR(2−d)/2.

(4.20)

Since we have

2ε <
R

8
<

|x− y|
2

<
5R

8
< min

{

R0,
1

3
dist(y, ∂Ω)

}

for all x ∈ B5R/4(y) \BR/4(y), we obtain by Lemma 4.1 that

1

R
‖v‖L2(B5R/4(y)\BR/4(y)) ≤ CR(2−d)/2.

Therefore, we get the estimate (4.14) from (4.20) and the above inequality.
We now turn to the estimate (4.15). Similar to the above, it suffices to show the

estimate with 0 < R < 1
3 dist(y, ∂Ω) and 0 < ε < R/16. By Lemma 3.1 and (2.3),

there exists φ ∈ W̃ 1
2 (Ω)

d such that

div φ = πIΩ\BR(y) in Ω (4.21)

and

‖φ‖L2d/(d−2)(Ω) + ‖Dφ‖L2(Ω) ≤ C(d,K0)‖π‖L2(Ω\BR(y)). (4.22)
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We apply (1− η)φ as a test function to (4.1), where η is as in (4.16), to get
∫

Ω

π div((1− η)φ) dx

= −
∫

Ω

AαβDβv ·Dα((1− η)φ) dx − –

∫

Ω

(1− η)φk dx.

(4.23)

Using (4.21),
∫

Ω

π div((1− η)φ) dx =

∫

Ω

π div φdx −
∫

Ω

π div(ηφ) dx

=

∫

Ω\BR(y)

|π|2 dx−
∫

BR(y)\BR/2(y)

π̃∇η · φdx,

where π̃ = π − (π)BR(y)\BR/2(y). Combining these together and using Hölder’s
inequality, we have

‖π‖2L2(Ω\BR(y)) ≤ C‖Dv‖L2(Ω\BR/2(y))

(

‖φ‖L2d/(d−2)(Ω) + ‖Dφ‖L2(Ω)

)

+ C
(

‖π̃‖L2(BR(y)\BR/2(y)) + |Ω|(2−d)/2d
)

‖φ‖L2d/(d−2)(Ω),

and thus, by (4.22) and |BR| ≤ |Ω|, we obtain

‖π‖L2(Ω\BR(y)) ≤ C
(

‖Dv‖L2(Ω\BR/2(y)) + ‖π̃‖L2(BR(y)\BR/2(y)) +R(2−d)/2
)

. (4.24)

This inequality together with Lemma 4.2 and (4.14) implies (4.15). The lemma is
proved. �

From Lemma 4.3, we get the following uniform weak type estimates.

Lemma 4.4. Let y ∈ Ω and 0 < ε ≤ 1. Then we have
∣

∣{x ∈ Ω : |Gε(x, y)| > t}
∣

∣ ≤ Ct−d/(d−2), ∀t > min{R0, dist(y, ∂Ω)}2−d,
∣

∣{x ∈ Ω : |DxGε(x, y)| > t}
∣

∣ ≤ Ct−d/(d−1), ∀t > min{R0, dist(y, ∂Ω)}1−d,
∣

∣{x ∈ Ω : |Πε(x, y)| > t}
∣

∣ ≤ Ct−d/(d−1), ∀t > min{R0, dist(y, ∂Ω)}1−d,

where C = C(d, λ,K0, A0).

Proof. We only prove the last inequality because the others are the same with
obvious modifications. For y ∈ Ω and t > min{R0, dist(y, ∂Ω)}1−d, we set

At = {x ∈ Ω : |Πε(x, y)| > t}, R = t−1/(d−1) < min{R0, dist(y, ∂Ω)}.
Then by (4.15), we have

|At \BR(y)| ≤
1

t2

∫

At\BR(y)

|Πε(x, y)|2 dx ≤ Ct−d/(d−1).

On the other hand, we have

|At ∩BR(y)| ≤ CRd = Ct−d/(d−1).

Combining the above inequalities, we get the desired estimate. �

The following uniform Lq-estimates are easy consequences of Lemma 4.4.
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Lemma 4.5. Let y ∈ Ω, 0 < R < min{R0, dist(y, ∂Ω)}, and 0 < ε ≤ 1. Then we
have

‖Gε(·, y)‖Lq(BR(y)) ≤ CR2−d+d/q, q ∈ [1, d/(d− 2)),

‖DGε(·, y)‖Lq(BR(y)) ≤ CR1−d+d/q, q ∈ [1, d/(d− 1)),

‖Πε(·, y)‖Lq(BR(y)) ≤ CR1−d+d/q, q ∈ [1, d/(d− 1)),

where C = C(d, λ,K0, A0, q).

Proof. We only prove the last inequality because the others are the same with
obvious modifications. Let y ∈ Ω, 0 < R < min{R0, dist(y, ∂Ω)}, and q ∈ [1, d/(d−
1)), and set

t = R1−d, At = {x ∈ Ω : |Πε(x, y)| > t}.
Then we have

∫

BR(y)

|Πε(x, y)|q dx =

∫

BR(y)\At

|Πε(x, y)|q dx+

∫

BR(y)∩At

|Πε(x, y)|q dx

≤ CR(1−d)q+d +

∫

At

|Πε(x, y)|q dx.

Notice from the last inequality in Lemma 4.4 that
∫

At

|Πε(x, y)|q dx = q

∫ ∞

0

sq−1
∣

∣{x ∈ At : |Πε(x, y)| > s}
∣

∣ ds

≤ q

∫ t

0

sq−1|At| ds+ q

∫ ∞

t

sq−1|As| ds

≤ CR(1−d)q+d.

Combining the above inequalities, we get the desired estimate. �

5. Proofs of main theorems

Throughout this section, for y ∈ Ω and ε ∈ (0, 1], we denote by (Gε(·, y),Πε(·, y))
the approximated Green function constructed in Section 4.

Proof of Theorem 2.4. The proof is a modification of the proof of [19, Theorem
4.1]. Let y ∈ Ω and ε ∈ (0, 1]. By Lemmas 4.3 and 4.5, there exist a se-
quence {ερ}∞ρ=1 tending to zero and a pair (G(·, y),Π(·, y)) such that for 0 < R <
min{R0, dist(y, ∂Ω)},

Gερ(·, y) ⇀ G(·, y) weakly in W 1
2 (Ω \BR(y))

d×d,

Περ(·, y) ⇀ Π(·, y) weakly in L2(Ω \BR(y))
d,

(5.1)

and
Gερ(·, y) ⇀ G(·, y) weakly in W 1

q (BR(y))
d×d,

Περ(·, y) ⇀ Π(·, y) weakly in Lq(BR(y))
d,

(5.2)

where 1 < q < d/(d− 1). Then one can easily check that (G(·, y),Π(·, y)) satisfies
properties (a) – (c) in Definition 2.1, which means that (G,Π) is the Green function
of L in the domain Ω. We note that by the property (b) and Assumption 2.3, G(·, y)
is continuous in Ω\{y}. More precisely, we choose a version ofG which is continuous
in Ω \ {y} and denote it again by G. We also remark that the identity (2.2) holds

for all y ∈ Ω if g ≡ 0. Indeed, if (u, p) ∈ W̃ 1
2 (Ω)

d×L2(Ω) satisfies (2.1) with g ≡ 0,
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then by Assumption 2.3 there is a continuous version of u in Ω, denoted again by
u, satisfying

–

∫

Ωερ (y)

u dx = −
∫

Ω

Gερ(x, y)
⊤f(x) dx for all y ∈ Ω.

By taking ρ → ∞ and using the continuity of u, we have

u(y) = −
∫

Ω

G(x, y)⊤f(x) dx for all y ∈ Ω. (5.3)

The estimates i) and ii) in the theorem are easy consequences of Lemma 4.3
and (5.1). Thus following the proofs of Lemmas 4.4 and 4.5, we see that the
estimates iii) – viii) hold. To show (2.6), let x, y ∈ Ω with 0 < |x − y| <
1
2 min{R0, dist(y, ∂Ω)}, and denote r = |x− y|/2. Since (G(·, y),Π(·, y)) satisfies







divG(·, y) = 0 in Br(x),

LG(·, y) +∇Π(·, y) = 1

|Ω|I in Br(x),

by Assumption 2.3, Hölder’s inequality, and the estimate i) in the theorem, we have

|G(x, y)| ≤ C

(

r−d/2‖G(·, y)‖L2(Br(x)) +
r2

|Ω|

)

≤ C
(

r(2−d)/2‖G(·, y)‖L2d/(d−2)(Br(x)) + r2−d
)

≤ C
(

r(2−d)/2‖G(·, y)‖L2d/(d−2)(Ω\Br(y)) + r2−d
)

≤ Cr2−d,

where C = C(d, λ,K0, A0). This gives the pointwise bound (2.6).
For x ∈ Ω and σ ∈ (0, 1], let (G∗

σ(·, x),Π∗
σ(·, x)) be the approximated Green

function for L∗, i.e., if we set w = wσ,x,ℓ as the ℓ-th column of G∗
σ(·, x) and κ = κσ,x,ℓ

as the ℓ-th component of Π∗
σ(·, x), then (w, κ) ∈ W̃ 1

2 (Ω)
d × L2(Ω) satisfies











divw = 0 in Ω,

L∗w +∇κ = Φσ,xeℓ in Ω,

B∗w + κν = 0 on ∂Ω,

(5.4)

where Φσ,x is given in (4.2). By proceeding similarly as above, there exist a sequence
{στ}∞τ=1 tending to zero and the Green function (G∗(·, x),Π∗(·, x)) for L∗ such
that

(

G∗
στ
(·, x),Π∗

στ
(·, x)

)

and (G∗(·, x),Π∗(·, x)) satisfy the natural counterparts
of (5.1), (5.2), and the properties of the Green function for L. Notice from (5.3)
that

G∗
σ(y, x) = –

∫

Ωσ(x)

G(z, y)⊤ dz for all x, y ∈ Ω. (5.5)

Then by the continuity of G(·, y) on Ω \ {y}, we have

lim
σ→0

G∗
σ(y, x) = G(x, y)⊤ for all x, y ∈ Ω with x 6= y. (5.6)

Now we prove (2.5). Let y ∈ Ω be given. Then there exists a measure zero set
Ny ⊂ Ω containing y such that, by passing to a subsequence,

lim
ρ→∞

Gερ(x, y) = G(x, y) for all x ∈ Ω \Ny. (5.7)
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Indeed, since it holds that

‖Gερ(·, y)‖W 1
1 (Ω) ≤ C(d, λ,K0, A0, R0, dist(y, ∂Ω)),

by the Rellich-Kondrachov compactness theorem, for a sufficiently small δ > 0,
there exists a subsequence of {Gερ(·, y)} which converges a.e. to G(·, y) on Ωδ,
where Ωδ is a smooth subdomain satisfying

{x ∈ Ω : Bδ(x) ⊂ Ω} ⊂ Ωδ ⊂ Ω.

Thus by a diagonalization process, one can easily see that (5.7) holds. Combining
(5.7) and the counterpart of (5.6), we have

G(x, y) = G∗(y, x)⊤

for all x ∈ Ω\Ny. Similarly, we see that the above identity holds for all y ∈ Ω\Nx.
This gives (2.5). An easy consequence of (2.5) and the counterpart of (5.5) is that

Gε(x, y) = –

∫

Ωε(y)

G(x, z) dz for all x, y ∈ Ω.

We finish the proof of Theorem 2.4 with the following remark. One may prove
the existence of the Green functions without the continuity condition in Assumption
2.3. In this case, the continuity of the Green functions is not guaranteed and the
estimate (2.6) should be replaced by

ess sup
B|x−y|/4(x)

|G(·, y)| ≤ C|x− y|2−d.

Moreover, it is questionable whether one can prove (2.5). Indeed, because of the lack
of the continuity for solutions (containing the Green functions and the approximated
Green functions), the identity in (5.5) holds for all x ∈ Ω and y ∈ Ω \ Nx, where
Nx ⊂ Ω is a measure zero set depending on x. Thus if we take the limit as σ → 0 in
(5.5), then the right-hand side is not well defined, which means the type of result
in (5.6) is not available. This makes it impossible to obtain (2.5) by using our
argument. On the other hand, if one has a modulus of continuity estimate such
as a Hölder estimate for the solution u in Assumption 2.3, then by following the
argument in [19, Section 3.6], one can show that (2.5) holds for all x, y ∈ Ω with
x 6= y. �

We now turn to Theorem 2.6, which is about the global pointwise bound and
various boundary estimates for the Green function. To prove the theorem, we use
the following boundary estimate.

Lemma 5.1. Let Ω be a bounded domain in R
d with |Ω| ≥ m0 > 0. Suppose that

Assumptions 2.2 and 2.3 hold, and there exists a constant θ > 0 satisfying (2.9).
Let y ∈ Ω, y0 ∈ ∂Ω, 0 < R < R0, and 0 < ε ≤ 1 with

Bε(y) ⊂ BR/8(y0).

Then we have

‖Πε(·, y)
∥

∥

L2(ΩR/2(y0)\BR/4(y0))
≤ C

R
‖Gε(·, y)‖L2(Ω5R/8(y0)\BR/8(y0)) + C,

where C = C(d, λ,m0, θ).
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Proof. Denote (v, π) = (G·k
ε (·, y),Πk

ε (·, y)) and set

π̃ = πIΩ − (πIΩ)BR/2(y0)\BR/4(y0).

By following the same argument in the proof of (4.11), and using the fact that
|Ω| ≥ m0 and R ≤ 1, we have

∫

BR/2(y0)\BR/4(y0)

|π̃|2 dx ≤ C

∫

ΩR/2(y0)\BR/4(y0)

|Dv|2 dx+ C, (5.8)

where C = C(d, λ,m0). Moreover, by utilizing both (a) and (b) in Lemma 3.3, and
following the same steps used in deriving (4.13), we obtain

∫

ΩR/2(y0)\BR/4(y0)

|Dv|2 dx ≤ C

R2

∫

Ω5R/8(y0)\BR/8(y0)

|v|2 dx+ C, (5.9)

where C = C(d, λ,m0, θ).
In the rest of the proof, we shall prove that

∫

ΩR/2(y0)\BR/4(y0)

|π|2 dx ≤ C

∫

ΩR/2(y0)\BR/4(y0)

|Dv|2 dx

+

∫

BR/2(y0)\BR/4(y0)

|π̃|2 dx+ C,

(5.10)

where C = C(d, λ,m0, θ), which together with (5.8) and (5.9) implies the desired
estimate. Set

π̂ =



















0 on BR/4(y0),

π on ΩR/2(y0) \BR/4(y0),

− 1

|D|

∫

ΩR/2(y0)\BR/4(y0)

π dx on D,

where D = BR/2(y0) \ (Ω ∪BR/4(y0)). Note that

|D| ≥ θ(R/8)d. (5.11)

Indeed, if we take a point z0 ∈ ∂Ω ∩ ∂B3R/8(y0), then by (2.9) and the fact that
(BR/8(z0) \ Ω) ⊂ D, we have

|D| ≥ |BR/8(z0) \ Ω| ≥ θ(R/8)d.

Since (π̂)BR/2(y0) = 0 and (5.11) yields

‖π̂‖L2(BR/2(y0)) ≤ C‖π‖L2(ΩR/2(y0)\BR/4(y0)),

by the existence of solutions to the divergence equation in a ball, there exists a
function φ ∈ W̊ 1

2 (BR/2(y0))
d such that

div φ = π̂ in BR/2(y0),

‖φ‖L2d/(d−2)(BR/2(y0)) + ‖Dφ‖L2(BR/2(y0)) ≤ C‖π‖L2(ΩR/2(y0)\BR/4(y0)), (5.12)

where C = C(d, θ). We extend φ to be zero on R
d \BR/2(y0). Let η be an infinitely

differentiable function on R
d satisfying

0 ≤ η ≤ 1, η ≡ 1 on BR/4(y0), supp η ⊂ BR/2(y0), |∇η| ≤ CR−1.

We apply (1− η)φ as a test function to (4.1) to get
∫

Ω

π div((1− η)φ) dx = −
∫

Ω

AαβDβv ·Dα((1− η)φ) dx− –

∫

Ω

(1− η)φk dx. (5.13)
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Observe that
∫

Ω

π div((1− η)φ) dx

=

∫

Ω

π div φdx −
∫

Ω

π div(ηφ) dx

=

∫

ΩR/2(y0)\BR/4(y0)

|π|2 dx−
∫

BR/2(y0)\BR/4(y0)

π̃ div(ηφ) dx. (5.14)

Indeed, since

div(ηφ) = ∇η · φ+ η div φ = ∇η · φ+ ηπ̂ in BR/2(y0),

by the definitions of η and π̂, we have

supp(div(ηφ)) ⊂
(

BR/2(y0) \BR/4(y0)
)

.

Thus from the fact that
∫

BR/2(y0)

div(ηφ) dx = 0,

we get
∫

Ω

π div(ηφ) dx =

∫

BR/2(y0)

πIΩ div(ηφ) dx

=

∫

BR/2(y0)

π̃ div(ηφ) dx =

∫

BR/2(y0)\BR/4(y0)

π̃ div(ηφ) dx.

Combining (5.13) and (5.14), and using Hölder’s inequality and (5.12), we see that
(5.10) holds. The lemma is proved. �

We now prove Theorem 2.6.

Proof of Theorem 2.6. We first note that by utilizing Assumptions 2.2, 2.3, and
2.5, and following the steps used in deriving (4.6), we have

‖Gε(·, y)‖L1(ΩR(x)) ≤ CR2 (5.15)

for all x, y ∈ Ω and 0 < 2ε < R < R0, where C = C(d, λ,K0, A0, A1).
To prove (2.8) and the boundedness of G(x, y) for |x− y| ≥ R0, we set

R =

{

|x− y|/2 if |x− y| < R0,

R0/2 otherwise

for x, y ∈ Ω with x 6= y. Let 0 < σ < R/2. Since (G∗
σ(·, x),Π∗

σ(·, x)) satisfies (see
(5.4))



















divG∗
σ(·, x) = 0 in ΩR(y),

L∗G∗
σ(·, x) +∇Π∗

σ(·, x) =
1

|Ω|I in ΩR(y),

B∗G∗
σ(·, x) + νΠ∗

σ(·, x) = 0 on ∂Ω ∩BR(y),

by Assumptions 2.3 and 2.5, we have

‖G∗
σ(·, x)‖L∞(Ωr/2(z)) ≤ C

(

r−d/2‖G∗
σ(·, x)‖L2(Ωr(z)) +R2

)



GREEN FUNCTION 21

for any z ∈ ΩR(y) and 0 < r < dist(z, ∂BR(y)), where C = C(d,m0, A0, A1). Then
by the same reasoning as in (4.8), we obtain

‖G∗
σ(·, x)‖L∞(ΩR/2(y)) ≤ C

(

R−d‖G∗
σ(·, x)‖L1(ΩR(y)) +R2

)

≤ CR2−d, (5.16)

where we used the counterpart of (5.15) and R ≤ 1/2 in the second inequality.
Therefore, we get from (5.6) that

|G(x, y)| ≤ CR2−d

for x, y ∈ Ω, x 6= y. That is,

|G(x, y)| ≤
{

C|x− y|2−d if |x− y| < R0,

CR2−d
0 otherwise,

(5.17)

where C = C(d, λ,m0,K0, A0, A1). In particular, the above inequality for |x− y| <
R0 proves (2.8).

In the rest of the proof, we only prove the estimates i) and ii) in the theorem
because the others are their easy consequences; see the proofs of Lemmas 4.4 and
4.5. Let y ∈ Ω and 0 < 16ε < R < R0. If dist(y, ∂Ω) > R/16, then by Lemma 4.3,
we have

‖Gε(·, y)‖L2d/(d−2)(Ω\BR(y)) + ‖DGε(·, y)‖L2(Ω\BR(y))

+ ‖Πε(·, y)‖L2(Ω\BR(y)) ≤ CR(2−d)/2,
(5.18)

where C = C(d, λ,K0, A0). In the case when dist(y, ∂Ω) ≤ R/16, we take y0 ∈ ∂Ω
such that |y − y0| = dist(y, ∂Ω) and

BR/16(y) ⊂ BR/8(y0) ⊂ B5R/8(y0) ⊂ BR(y). (5.19)

Then by utilizing Lemma 5.1 and (5.15), and following the same argument used in
deriving (4.20), we have

‖(1− η)Gε(·, y)‖L2d/(d−2)(Ω) + ‖(1− η)DGε(·, y)‖L2(Ω)

≤ C

R
‖Gε(·, y)‖L2(Ω5R/8(y0)\ΩR/8(y0)) + C

≤ C

R
‖Gε(·, y)‖L2(ΩR(y)\ΩR/16(y)) + C,

where we used (5.19) in the second inequality and C = C(d, λ,m0,K0, A0, A1, θ).
Hence, by applying the counterpart of (5.16), we obtain

‖(1− η)Gε(·, y)‖L2d/(d−2)(Ω) + ‖(1− η)DGε(·, y)‖L2(Ω) ≤ CR(2−d)/2. (5.20)

On the other hand, to estimate Πε(·, y), we follow the argument as in (4.24) to get

‖Πε(·, y)‖L2(Ω\BR/2(y0)) ≤ C‖DGε(·, y)‖L2(Ω\BR/4(y0))

+ C‖Πε(·, y)‖L2(ΩR/2(y0)\BR/4(y0)) + C.

Then by Lemma 5.1, (5.19), and (5.20), we have

‖Πε(·, y)‖L2(Ω\BR(y))

≤ C‖DGε(·, y)‖L2(Ω\BR/16(y)) + ‖Gε(·, y)‖L2d/(d−2)(Ω\BR/16(y)) + C

≤ CR(2−d)/2. (5.21)

Therefore, by combining (5.18), (5.20), and (5.21), and applying the weak lower
semi-continuity, we conclude that the estimates i) and ii) in the theorem hold. �
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6. Appendix

In this appendix, we give examples when Assumptions 2.3 and 2.5 hold. For
x = (x1, x

′) ∈ R
d and r > 0, we denote

B′
r(x

′) = {y′ ∈ R
d−1 : |x′ − y′| < r}.

Assumption 6.1 (γ). There exists R0 ∈ (0, 1] such that the following hold.

(i) For z ∈ Ω and 0 < R ≤ min{R0, dist(z, ∂Ω)}, there exists a coordinate system
depending on z and R such that in this new coordinate system, we have that

–

∫

BR(z)

∣

∣

∣

∣

Aαβ(x1, x
′)− –

∫

B′
R(z′)

Aαβ(x1, y
′) dy′

∣

∣

∣

∣

dx ≤ γ. (6.1)

(ii) For any z ∈ ∂Ω and 0 < R ≤ R0, there is a coordinate system depending on z
and R such that in the new coordinate system we have that (6.1) holds, and

{y : z1 + γR < y1} ∩BR(z) ⊂ ΩR(z) ⊂ {y : z1 − γR < y1} ∩BR(z),

where z1 is the first coordinate of z in the new coordinate system.

In the theorem below, we prove that Assumption 2.3 holds when the coefficients
Aαβ of L are variably partially BMO satisfying Assumption 6.1 (γ) (i).

Theorem 6.2. Let d ≥ 3 and Ω be a bounded domain in R
d. There exists a constant

γ = γ(d, λ) ∈ (0, 1] such that, under Assumption 6.1 (γ) (i), the following holds: Let
x0 ∈ Ω, 0 < R < min{R0, dist(x0, ∂Ω)}, and (u, p) ∈ W 1

2 (BR(x0))
d × L2(BR(x0))

satisfy (2.4). Then we have u ∈ C(BR/2(x0))
d with the estimate

‖u‖L∞(BR/2(x0)) ≤ A0

(

R−d/2‖u‖L2(BR(x0)) +R2‖f‖L∞(BR(x0))

)

,

where A0 = A0(d, λ).

Proof. The proof is based on a bootstrap argument and the Lq-estimate of the
conormal derivative problem for the Stokes system. Without loss of generality, we
assume that x0 = 0 and use the abbreviation Br = Br(0). Assume that (u, p) ∈
W 1

2 (Br)
d × L2(Br) satisfies

{

div u = 0 in Br,

Lu+∇p = f in Br,

where 0 < r < min{R0, dist(0, ∂Ω)}, and f ∈ L∞(Br)
d. For ρ ∈ (0, r), let η and ζ

be infinitely differentiable functions on R
d satisfying

0 ≤ η ≤ 1, η ≡ 1 on Bρ, supp η ⊂ Bρ1 , |∇η| ≤ 4
√
d(r − ρ)−1,

0 ≤ ζ ≤ 1, ζ ≡ 1 on Bρ1 , supp ζ ⊂ Bρ2 , |∇ζ| ≤ 8
√
d(r − ρ)−1,

where ρ1 = r+ρ
2 and ρ2 = ρ1+r

2 . Set L̃ to be an operator of the form

L̃u = Dα(Ã
αβDβu),

where Ãαβ
ij = ζAαβ

ij + (1− ζ)δαβδij . Here δij is the Kronecker delta symbol. Then

Ãαβ satisfy the strong ellipticity condition (1.1). Note that

Ãαβ
ij (x1, x

′)− Ãαβ
ij (x1, y

′)

= ζ(x1, x
′)
(

Aαβ
ij (x1, x

′)−Aαβ
ij (x1, y

′)
)

+Aαβ
ij (x1, y

′) (ζ(x1, x
′)− ζ(x1, y

′))

+ (ζ(x1, y
′)− ζ(x1, x

′)) δαβδij .
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Under Assumption 6.1 (γ) (i), this implies that

–

∫

BR(z)

∣

∣

∣

∣

Ãαβ(x1, x
′)− –

∫

B′
R(z′)

Ãαβ(x1, y
′) dy′

∣

∣

∣

∣

dx ≤ γ +
C0R

r − ρ
(6.2)

for all z ∈ Ω and 0 < R ≤ min{R0, dist(z, ∂Ω)}, where C0 = C0(d, λ) ≥ 1.
Set (v, π) :=

(

η(u− (u)Br), ηp
)

, which satisfies











div v = G in Br,

L̃v +∇π = F +DαFα in Br,

B̃v + πν = Fανα on ∂Br,

where

G = ∇η · (u − (u)Br ),

F = ηf +AαβDβuDαη + p∇η, Fα = AαβDβη(u− (u)Br ).

We now obtain an Lq-estimate for this system. To see clearly the parameters on
which the constant in the estimate depends, let us rescale as follows. Set

v̄(x) = r−2v(rx), π̄(x) = r−1π(rx),

Ḡ(x) = r−1G(rx), F̄ (x) = F (rx), F̄α(x) = r−1Fα(rx),

Āαβ(x) = Ãαβ(rx).

Then (v̄, π̄) satisfies










div v̄ = Ḡ in B1,

L̄v̄ +∇π̄ = F̄ +DαF̄α in B1,

B̄v̄ + π̄ν = F̄ανα on ∂B1,

(6.3)

where

L̄u = Dα(Ā
αβDβu).

For given q > 1, let γq = γq(d, λ, q) ∈ (0, 1/48] be the constant from [5, Theorem
2.2]. We take γ ∈ (0, γq/2] and set

R1 =
γq
2C0

r − ρ

r
,

where C0 = C0(d, λ) ≥ 1 is the constant in (6.2). Then, under Assumption 6.1 (γ)
(i), we have the following.

(a) For any z ∈ B1 and 0 < τ ≤ min{R1, dist(z, ∂B1)}, there exists a coordinate
system depending on z and τ such that in this new coordinate system, we have
that

–

∫

Bτ (z)

∣

∣

∣

∣

Āαβ(x1, x
′)− –

∫

B′
τ (z

′)

Āαβ(x1, y
′) dy′

∣

∣

∣

∣

dx ≤ γq. (6.4)

(b) For any z ∈ ∂B1 and 0 < τ ≤ R1, there is a coordinate system depending on z
and τ such that in the new coordinate system we have that (6.4) holds, and

{y : z1 + γqτ < y1} ∩Bτ (z) ⊂ B1 ∩Bτ (z) ⊂ {y : z1 − γqτ < y1} ∩Bτ (z).
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Indeed, the statement (a) follows from (6.2) with scaling, and the statement (b) is
due to the facts that Āαβ is the Laplace operator near the boundary of B1 and the
flatness of ∂B1 can be controlled by the radius of the ball Bτ (z).

Since (v̄ − (v̄)B1 , π̄) satisfies the same system (6.3), by [5, Theorem 2.2] applied
to (6.3), we have

‖Dv̄‖Lq(B1) + ‖π̄‖Lq(B1) ≤ C
(

‖F̄‖Lqd/(q+d)(B1) + ‖F̄α‖Lq(B1) + ‖Ḡ‖Lq(B1)

)

, (6.5)

where

C = C(d, λ, q, R1, diamB1) = C(d, λ, q, (r − ρ)/r).

Thus, from (6.5) with scaling and the following Poincaré inequality

‖u− (u)Br‖Lq(Br) ≤ Cr‖Du‖Lqd/(q+d)(Br),

we get (using r ≤ 1)

‖Du‖Lq(Bρ) + ‖p‖Lq(Bρ)

≤ ‖Dv‖Lq(Br) + ‖π‖Lq(Br)

≤ C

r − ρ

(

‖Du‖Lqd/(q+d)(Br) + ‖p‖Lqd/(q+d)(Br)

)

+ C‖f‖Lqd/(q+d)(Br), (6.6)

where C = C(d, λ, q, (r − ρ)/r).
We are ready to complete the proof of the theorem. Let x0 ∈ Ω, 0 < R <

min{R0, dist(x0, ∂Ω)}, and (u, p) ∈ W 1
2 (BR(x0))

d × L2(BR(x0)) satisfy (2.4). We
fix q > d and set

qi =
dq

d+ qi
, ri =

R

4

(

1 +
i

N

)

, i ∈ {0, . . . , N},

where N is the smallest integer such that qN ≤ 2. We take γ = γ(d, λ, q) ∈ (0, γq/2]
satisfying the above properties (a) and (b), where γq = min{γq0 , . . . , γqN } and γqi =
γqi(d, λ, qi) are the constants from [5, Theorem 2.2]. Note that (u, p− (p)BR/2(x0))

satisfies the same system (2.4). Under Assumption 6.1 (γ) (i), by applying (6.6)
iteratively, we get

‖Du‖Lq(BR/4(x0)) + ‖p− (p)BR/2(x0)‖Lq(BR/4(x0))

≤
(

C

R

)N
(

‖Du‖LqN
(BR/2(x0)) + ‖p− (p)BR/2(x0)‖LqN

(BR/2(x0))

)

+ C

N−1
∑

i=0

(

C

R

)i

‖f‖Lqi+1
(Bri+1

(x0)),

where C = C(d, λ, q). Therefore, by Hölder’s inequality, we have

‖Du‖Lq(BR/4(x0)) ≤ CRd/q−d/2
(

‖Du‖L2(BR/2(x0)) + ‖p− (p)BR/2(x0)‖L2(BR/2(x0))

)

+ CR1+d/q‖f‖L∞(BR(x0))

≤ CRd/q−d/2−1‖u‖L2(BR(x0)) + CR1+d/q‖f‖L∞(BR(x0)),

where we used Caccioppoli’s inequality (see Lemma 3.3) in the second inequality.

Since q > d, by using Morrey’s inequality, we have that u ∈ C1−d/q(BR/4(x0))
d

and

‖u‖L∞(BR/4(x0)) ≤ CR−d/2‖u‖L2(BR(x0)) +R2‖f‖L∞(BR(x0)),
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where C = C(d, λ, q). Finally, using a covering argument, we easily see that the
desired estimate holds. The theorem is proved. �

In the theorem below, we prove that Assumption 2.5 holds when the coefficients
of L are variably partially BMO and the domain is Reifenberg flat.

Theorem 6.3. Let d ≥ 3 and Ω be a bounded domain in R
d satisfying diamΩ ≤

M0. There exists a constant γ = γ(d, λ) ∈ (0, 1] such that, under Assumption
6.1, the following holds: Let x0 ∈ ∂Ω, 0 < R < R0, and (u, p) ∈ W 1

2 (ΩR(x0))
d ×

L2(ΩR(x0)) satisfy (2.7). Then we have u ∈ C(ΩR/2(x0))
d with the estimate

‖u‖L∞(ΩR/2(x0)) ≤ A1

(

R−d/2‖u‖L2(ΩR(x0)) +R2‖f‖L∞(ΩR(x0))

)

, (6.7)

where A1 = A1(d, λ,M0, R0).

Proof. The proof of the theorem is similar to that of Theorem 6.2. Let (u, p) ∈
W 1

2 (ΩR(x0))
d×L2(ΩR(x0)) satisfy (2.7), where x0 ∈ ∂Ω and 0 < R < R0. Without

loss of generality, we assume that x0 = 0. We denote Bτ = Bτ (x0) and Ωτ =
Ωτ (x0). For 0 < ρ < r ≤ R, let η be an infinitely differentiable function on R

d

satisfying

0 ≤ η ≤ 1, η ≡ 1 on Bρ, supp η ⊂ Br, |∇η| ≤ C(d)(r − ρ)−1.

Then (v, π) :=
(

η(u − (u)ΩR/4), ηp
)

satisfies











div v = ∇η · (u− (u)ΩR/4
) in Ω,

Lv +∇π = F +DαFα in Ω,

Bv + πν = Fανα on ∂Ω,

(6.8)

where

F = ηf +AαβDβuDαη + p∇η, Fα = AαβDβη(u− (u)ΩR/4
).

Note that (v− (v)Ω, π) satisfies the same problem (6.8). Therefore, for given q > 1,
under Assumption 6.1 (γ), where γ = γ(d, λ, q) is the constant from [5, Theorem
2.2], we have that

‖Du‖Lq(Ωρ) + ‖p‖Lq(Ωρ)

≤ ‖Dv‖Lq(Ω) + ‖π‖Lq(Ω)

≤ C

r − ρ

(

‖Du‖Lqd/(q+d)(Ωr) + ‖p‖Lqd/(q+d)(Ωr)

)

+
C

r − ρ
‖(u− (u)ΩR/4

)‖Lq(Ωr) + C‖f‖Lqd/(q+d)(Ωri+1
),

(6.9)

where C = C(d, λ, q, R0,M0).
Now we fix q > d, and set

qi =
dq

d+ qi
, ri =

R

8

(

1 +
i

N

)

, i ∈ {0, 1, . . . , N},

where N is the smallest integer such that qN ≤ 2. Set

γ = min{γ0, . . . , γN} ∈ (0, 1/48],
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where γi = γi(d, λ, qi) are constants from [5, Theorem 2.2]. Then under Assumption
6.1 (γ), we get from (6.9) that

‖Du‖Lq(ΩR/8) + ‖p‖Lq(ΩR/8)

≤
(

C

R

)N
(

‖Du‖LqN
(ΩR/4) + ‖p‖LqN

(ΩR/4)

)

+

N−1
∑

i=0

(

C

R

)i+1

‖u− (u)ΩR/4
‖Lqi

(Ωri+1
) + C

N−1
∑

i=0

(

C

R

)i

‖f‖Lqi+1
(Ωri+1

).

Therefore, by Hölder’s inequality, we obtain that

‖Du‖Lq(ΩR/8) ≤ CRd/q−d/2
(

‖Du‖L2(ΩR/4) + ‖p‖L2(ΩR/4)

)

+
C

R
‖u− (u)ΩR/4

‖Lq(ΩR/4) + CR1+d/q‖f‖L∞(ΩR)

≤ CRd/q−d/2−1‖u‖L2(ΩR) + CR1+d/q‖f‖L∞(ΩR), (6.10)

where we used the Poincaré inequality (see [5, Theorem 3.5]) and Caccioppoli’s
inequality (see Lemma 3.3 (b)) in the second inequality. Since q > d, the inequality
(6.10) implies that u is Hölder continuous, and thus it is bounded in Ωr for any
r < R/8.

We finally show (6.7), the proof of which is more involved than the corresponding
estimate in Theorem 6.2. For a proof, one may consider an extension of u using
the fact that Reifenberg domains are extension domains. However, we have a
ball intersected with a Reifenberg flat domain, which may not share the same
nice properties as the domain Ω (as an extension domain). To deal with such an
intersection and obtain the precise information about the parameters on which the
constant A1 depends, we proceed as follows. Let

z0 = (R/32, 0, . . . , 0)

in the coordinate system associated with the point x0 = 0 and R/4 satisfying

{y : γR/4 < y1} ∩BR/4 ⊂ ΩR/4 ⊂ {y : −γR/4 < y1} ∩BR/4.

Then by the proof of [5, Theorem 3.5] (see the inequality below [5, Eq. (57)]), we
see that

|u(x)− ū| ≤ C(d)

∫

ΩR/8

|Du(y)|
|x− y|d−1

dy

for any x ∈ ΩR/16. Here, we set

ū =
1

‖φ‖L1(Rd)

∫

Rd

u(z)φ(z − z0) dz,

where φ is a smooth function in R
d satisfying

0 ≤ φ ≤ 1, φ ≡ 1 on BR/32h, suppφ ⊂ BR/16h, h = 4 · 24 · 48.
By Hölder’s inequality, we have

‖u‖L∞(ΩR/16) ≤ |ū|+ ‖u− ū‖L∞(ΩR/16)

≤ CR−d/2‖u‖L2(ΩR) + CR1−d/q‖Du‖Lq(ΩR/8),

and thus, we get from (6.10) that

‖u‖L∞(ΩR/16) ≤ CR−d/2‖u‖L2(ΩR) + CR2‖f‖L∞(ΩR),
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where C = C(d, λ, q, R0,M0). Finally, based on a covering argument, using the
above inequality and Theorem 6.2, we get the desired estimate. �
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