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Abstract We give explicit expressions for higher order convolutions of Cauchy
numbers, either as one single integral or in terms of the Stirling numbers of
the first and second kinds.
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1 Introduction and main result

The Cauchy numbers c = (cn)n≥0 are defined (see, for instance, Comtet [4,
Ch. VII] or Merlini et al. [8]) via their generating function as

G(c, z) =
z

log(1 + z)
=

∞
∑

n=0

cn
zn

n!
, z ∈ C, |z| < 1, (1)

or in integral form as

cn =

∫ 1

0

(θ)n dθ, n = 0, 1, . . . , (2)

where (θ)n is the descending factorial, i.e., (θ)n = θ(θ − 1) · · · (θ − n + 1),
n = 1, 2, . . ., (θ)0 = 1. Different generalizations of these numbers can be found
in Komatsu and Yuan [7], Pyo et al. [9], and the references therein.
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The starting point of this note is a recent paper by Komatsu and Sim-
sek [6], in which these authors pose the problem of finding rational numbers
a0, . . . , am−1, such that

∑

l1+···+lm=µ
l1,...,lm≥0

µ!

l1! · · · lm!

∑

k1+···+km=n
k1,...,km≥0

n!

k1! · · · km!
ck1+l1 · · · ckm+lm =

m−1
∑

j=0

ajcn+µ−j .

(3)
Actually, Komatsu and Simsek [6] find explicit formulae for m = 3 and m = 4
using umbral calculus. Observe that the right-hand side in (3) depends on the
Cauchy numbers themselves.

The aim of this note is to provide explicit expressions for the left-hand
side in (3) only depending upon the classical Stirling numbers of the first and
second kinds. In other words, to provide explicit formulae which are easy to
compute. Our methodology, which makes use of probabilistic representations in
terms of sums of independent identically distributed random variables having
the uniform distribution on [0, 1], also allows us to write the left-hand side in
(3) as one single integral. This could be useful for theoretical purposes.

Throughout this note, we will use the following notations. Let N be the set
of positive integers and N0 = N ∪ {0}. Unless otherwise specified, we assume
from now on that n, µ ∈ N0, m ∈ N, and z ∈ C with |z| < r, where r > 0
may change from line to line. Recall that the Stirling numbers of the first and
second kind, respectively denoted by s(n, k) and S(n, k), k = 0, 1 . . . , n, are
defined (see, for instance, Abramowitz and Stegun [1, p. 824]) by

(x)n =
n
∑

k=0

s(n, k)xk, xn =
n
∑

k=0

S(n, k)(x)k, x ∈ R. (4)

On the other hand, we define the spline function

ρm(θ) =
1

(m− 1)!

m−1
∑

k=0

(

m

k

)

(−1)k(θ − k)m−1
+ , θ ∈ [0,m], (5)

where x+ = max(x, 0). Finally, we denote by
(

n

k1, . . . , km

)

=
n!

k1! · · · km!
, k1, . . . , km ∈ N0, k1 + · · ·+ km = n,

the multinomial coefficient. With these notations, our main result is the fol-
lowing.

Theorem 1 We have

∑

l1+···+lm=µ

(

µ

l1, · · · , lm

)

∑

k1+···+km=n

(

n

k1, · · · , km

)

ck1+l1 · · · ckm+lm

=

∫ m

0

(θ)µ+nρm(θ) dθ =

µ+n
∑

k=0

s(µ+ n, k)S(m+ k,m)
(

m+k
m

) .

(6)
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We mention that Zhao [11, Corollary 3.1] already obtained the second
equality in (6) for µ = 0 using the coefficients method. The proof of Theorem 1
is given in Section 3. Such a proof is based on two main ingredients, namely,
the notion of binomial convolution of sequences introduced in [2] and the
probabilistic representation of S(n, k) in terms of moments of appropriate
random variables, shown by Sun [10] (see also [2]). These tools, together with
two technical lemmas concerning general sequences of numbers, which are of
interest by themselves, are presented in the following section.

2 Technical lemmas

Let G be the set of real sequences u = (un)n≥0 such that u0 6= 0 and

∞
∑

n=0

|un|
rn

n!
< ∞,

for some radius r > 0. If u ∈ G, we denote its generating function by

G(u, z) =

∞
∑

n=0

un

zn

n!
.

Observe that u and G(u, z) determine one each other. If u and v are in G, the
binomial convolution of u and v, denoted by u×v = ((u× v)n)n≥0, is defined
as

(u× v)n =

n
∑

k=0

(

n

k

)

ukvn−k.

It turns out (see [2, Corollary 2.2] that (G,×) is an abelian group with identity
element e = (en)n≥0 given by e0 = 1, en = 0, n ∈ N. On the other hand (cf. [2,

Proposition 2.1]), if u(k) = (u
(k)
n )n≥0 ∈ G, k = 1, . . . ,m, then u

(1)×· · ·×u
(m) ∈

G and

(u(1) × · · · × u(m))n =
∑

j1+···+jm=n

(

n

j1, . . . , jm

)

u
(1)
j1

· · ·u
(n)
jm

. (7)

In addition, u(1) × · · · × u
(m) is characterized by its generating function

G(u(1) × · · · × u
(m), z) = G(u(1), z) · · ·G(u(m), z). (8)

Let G⋆ be the subset of G consisting of those u = (un)n≥0 such that un 6= 0,
n ∈ N0. If u ∈ G⋆ and l ∈ N0, we denote by

u(l) = (ul+n)n≥0. (9)

Lemma 1 If u ∈ G⋆ and l ∈ N0, then u(l) ∈ G⋆ and

G(u(l), z) = G(l)(u, z).
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Proof Suppose that G(u, z) is defined for |z| < r, for some r > 0. Differentia-
tion term by term gives us

G(l)(u, z) =

∞
∑

n=l

un

zn−l

(n− l)!
= G(u(l), z), |z| < r, (10)

as follows from (9). The proof is complete. ⊓⊔

Lemma 2 Let u
(k) ∈ G⋆, k = 1, . . . ,m, and µ ∈ N0. Then, (u(1) × · · · ×

u
(m))(µ) ∈ G⋆ and

G((u(1) × · · · × u
(m))(µ), z) = G(µ)(u(1) × · · · × u

(m), z)

=
∑

l1+···+lm=µ

(

µ

l1, . . . , lm

)

G(u(1)(l1)× · · · × u
(m)(lm), z).

(11)

As a consequence,

(u(1) × · · · × u
(m))µ+n =

∑

j1+···+jm=µ+n

(

µ+ n

j1, . . . , jm

)

u
(1)
j1

· · ·u
(m)
jm

=
∑

l1+···+lm=µ

(

µ

l1, . . . , lm

)

∑

k1+···+km=n

(

n

k1, . . . , km

)

u
(1)
k1+l1

· · ·u
(m)
km+lm

.

(12)

Proof By (7), u(1)×· · ·×u
(m) ∈ G⋆, which implies, by virtue of Lemma 1, that

(u(1) × · · · × u
(m))(µ) ∈ G⋆. Suppose that G(u(k), z) is defined for |z| < rk,

for some rk > 0, k = 1, . . . ,m. Denote by r = min(r1, . . . , rm) > 0. By (8),
G(u(1) × · · ·×u

m, z) is defined for |z| < r and, a fortiori, so is G((u(1) × · · ·×
u
(m))(µ), z), as follows from (10).
Hence, applying Lemma 1 and using Leibniz’s rule for differentiation in

(8), we get for |z| < r

G((u(1) × · · · × u
(m))(µ), z) = G(µ)(u(1) × · · · × u

(m), z)

=
∑

l1+···+lm=µ

(

µ

l1, . . . , lm

)

G(l1)(u(1), z) · · ·G(lm)(u(m), z)

=
∑

l1+···+lm=µ

(

µ

l1, . . . , lm

)

G(u(1)(l1)× · · · × u
(m)(lm), z),

thus showing (11). Finally, (12) is an immediate consequence of (7), (9), and
(11). ⊓⊔

Lemma 2 tells us that in order to compute the right-hand side in (12), we
only need to look at the nth coefficient in the expansion of G(µ)(u(1) × · · · ×
u
(m), z). In the case at hand, that is, when u

(k) = c, k = 1, . . . ,m, such a
coefficient can be described in probabilistic terms.

To this end, let (Uj)j≥1 be a sequence of independent identically distributed
random variables having the uniform distribution on [0, 1] and denote by

Sm = U1 + · · ·+ Um (S0 = 0). (13)
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We will need the following two facts. In first place, the probability density of
Sm is ρm(θ), as defined in (5) (see, for instance, Feller [5, p. 27] or Adell and
Sangüesa [3, Proposition 2.1]). This means that, for any bounded measurable
function f : [0,m] → C, we have

Ef(Sm) =

∫ m

0

f(θ)ρm(θ) dθ, (14)

where E stands for mathematical expectation. In second place, Sun [10] (see
also [2]) showed the following probabilistic representation for the Stirling num-
bers of the second kind

S(n,m) =

(

n

m

)

ESn−m
m , m = 0, 1 . . . , n. (15)

3 Proof of Theorem 1

We will apply Lemma 2 with u
(k) = c, k = 1, . . . ,m. In this respect, note that

c ∈ G⋆, as follows from (2). Following Pyo et al. [9], we have from (1) and (14)

G(c, z) =

∫ 1

0

(1 + z)θ dθ = E(1 + z)U1 ,

since ρ1(θ) = 1, θ ∈ [0, 1], as seen from (5). By (8), (13), and (14), this implies
that

G(
m

⌣
c × · · · × c, z) = E(1 + z)U1 · · ·E(1 + z)Um = E(1 + z)Sm =

∞
∑

n=0

E(Sm)n
zn

n!
,

(16)
thanks to the independence and identical distribution of the random variables
involved. In turn, (16) entails that

G(µ)(
m

⌣
c × · · · × c, z) =

∞
∑

n=0

E(Sm)µ+n

zn

n!
.

We therefore conclude from Lemma 2 and (14) that the left-hand side in (6)
equals to

E(Sm)µ+n =

∫ m

0

(θ)µ+nρm(θ) dθ.

Finally, we get from (4) and (15)

E(Sm)µ+n =

µ+n
∑

k=0

s(µ+ n, k)ESk
m =

µ+n
∑

k=0

s(µ+ n, k)S(m+ k,m)
(

m+k
m

) ,

thus completing the proof of Theorem 1. ⊓⊔
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