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THE LIND-LEHMER CONSTANT FOR Zr
2 × Zs

4

MICHAEL J. MOSSINGHOFF, VINCENT PIGNO, AND CHRISTOPHER PINNER

Abstract. We show that the minimal positive logarithmic Lind-Mahler mea-
sure for a group of the form G = Zr

2
× Zs

4
with |G| ≥ 4 is 1

|G|
log(|G| − 1). We

also show that for G = Z2 × Z2n with n ≥ 3 this value is 1

|G|
log 9. Previously

the minimal measure was only known for 2-groups of the form Zk
2
or Z

2k
.

1. Introduction

Recall that for a polynomial F (x1, . . . , xk) in Z[x1, . . . , xk], one defines the tra-
ditional logarithmic Mahler measure by

m(F ) =

∫ 1

0

· · ·

∫ 1

0

log |F (e2πix1 , . . . , e2πixk)| dx1 · · · dxk.

In 2005, Lind [6] viewed [0, 1]k as the group (R/Z)k and generalized the Mahler
measure to arbitrary compact abelian groups. In particular, for the finite abelian
group

G = Zn1 × · · · × Znk

and F ∈ Z[x1, . . . , xk], we define the logarithmic Lind-Mahler measure by

mG(F ) =
1

|G|

n1∑

x1=1

· · ·

nk∑

xk=1

log |F (e2πix1/n1 , . . . , e2πixk/nk)|.

The close connection to the group determinant is explored by Vipismakul [8]. Writ-
ing

wn := e2πi/n,

we plainly have

mG(F ) =
1

|G|
log |MG(F )|,

where

MG(F ) :=

n1∏

j1=1

· · ·

nk∏

jk=1

F
(
wj1

n1
, . . . , wjk

nk

)

will be in Z. Analogous to the classical Lehmer problem [4], we can ask for the
minimal mG(F ) > 0, and to this end we define the Lind-Lehmer constant for G by

λ(G) := min{|MG(F )| > 1 | F ∈ Z[x1, . . . , xk]}.
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We use |MG(F )| rather than mG(F ) or |MG(F )|1/|G| so that we are dealing with
integers; of course the minimal positive logarithmic measure will be 1

|G| logλ(G).

As Lind observed, for |G| ≥ 3 we always have the trivial bound

(1) λ(G) ≤ |G| − 1,

achieved, for example, by

F (x1, . . . , xk) = −1 +

k∏

i=1

(
xi

ni − 1

xi − 1

)

.

Lind also showed that for prime powers pα with α ≥ 1 we have

(2) λ(Zpα) =

{

3, if p = 2,

2, if p ≥ 3,

achieved with x2 + x+1 if p = 2 and x+1 if p ≥ 3. Lind’s results for cyclic groups
were extended by Kaiblinger [3] and Pigno & Pinner [7] so that λ(Zm) is now known
if 892 371 480 ∤ m. The value for the p-group Zk

p was recently established by De
Silva & Pinner [2], but little is known for direct products involving at least one
term Zpα with α ≥ 2.

Here we are principally interested in the case of 2-groups

(3) G = Z2α1 × · · · × Z2αk .

It was shown in [2] that for all k ≥ 2

(4) λ(Zk
2) = 2k − 1,

a case of equality in (1). We establish two main results regarding the Lind-Lehmer
constant for groups of the form (3). First, we prove that equality occurs in (1)
whenever G is a 2-group whose factors are all Z2 or Z4.

Theorem 1.1. If G = Zr
2 or Zs

4 or Zr
2 × Zs

4, then

λ(G) = max{3, |G| − 1}.

Second, we show that this is not true for all 2-groups: if we allow αi ≥ 3 in (3)
then (1) need not be sharp.

Theorem 1.2. For n ≥ 3

λ(Z2 × Z2n) = 9,

achieved with F (x, y) = y2 + y + 1.

Crucial to our proofs of these statements will be a congruence satisfied byMG(F )
whenG is a p-group. This is a generalization of [2, Lemma 2.1] (see also [8, Theorem
2.1.2]).

Lemma 1.1. If p is a prime and

(5) G = Zpα1 × · · · × Zpαk ,

then

MG(F ) ≡ F (1, . . . , 1)|G| mod pk.
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Notice that for the p-group (5) we have

MG(F ) =

α1∏

t1=0

· · ·

αk∏

tk=0

Nt1,...,tk(F ),

where

Nt1,...,tk(F ) =

pα1
∏

j1=1

(j1,pα1 )=pt1

· · ·

pαk
∏

jk=1

(jk,p
αk )=ptk

F (wj1
pα1 , . . . , w

jk
pαk ) ∈ Z.

Since |1− wj
pα |p < 1 and the Nt1,...,tk(F ) are integers, we have

Nt1,...,tk(F ) ≡ F (1, . . . , 1)ϕ(pα1−t1 )···ϕ(pαk−tk ) mod p.

In particular if p | F (1, . . . , 1) we have p | Nt1,...,tk(F ) for all ti and |G|pk | MG(F ).
So, in view of (1), we can assume for the p-group (5) that p ∤ F (1, . . . , 1) for any F
achieving λ(G).

Thus, in the case of 2-groups we can assume an F with minimal measure has
F (1, . . . , 1) odd, and by Lemma 1.1 we see that

(6) MG(F ) ≡ 1 mod 2k.

Note this immediately produces (4).
Similarly for 3-groups we can assume that an F with minimal measure has 3 ∤

F (1, . . . , 1) and MG(F ) ≡ ±1 mod 3k. This produces another case of equality in
(1):

λ(Zk
3) = 3k − 1,

as observed in [2]. For G = Z3 × Z3n , we have MG(F ) ≡ ±1 mod 9 and so we
immediately obtain the minimal measure for an additional family of 3-groups.

Theorem 1.3. For n ≥ 1

λ(Z3 × Z3n) = 8,

achieved with F (x, y) = y + 1.

Section 2 of this article is devoted to the proof of Lemma 1.1, Section 3 establishes
Theorem 1.1, and Section 4 proves Theorem 1.2.

2. Proof of Lemma 1.1

We proceed by induction on α1 + · · ·+ αk. For G = Zp we use that |wp − 1|p =

p−1/(p−1) < 1. Since MG(F ) ∈ Z and MG(F ) ≡ F (1)p mod (1 − wp) we see that
MG(F ) ≡ F (1)p mod p.

Set

g(x1, . . . , xk) =

pα1
∏

l1=1

· · ·

pαk
∏

lk=1

F (xl1
1 , . . . , x

lk
k )

and let I be the ideal in Z[x1, . . . , xn] generated by xpα1

1 −1, . . . , xpαk

k −1. Expanding,
we have

g(x1, . . . , xk) =
∑

0≤ℓ1<pα1

· · ·
∑

0≤ℓk<pαk

a(ℓ1, . . . , ℓk)x
ℓ1
1 · · ·xℓk

k mod I.
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We set

S :=

pα1
∑

j1=1

· · ·

pαk
∑

jk=1

g(wj1
pα1 , . . . , w

jk
pαk )

=
∑

0≤ℓ1<pα1

· · ·
∑

0≤ℓk<pαk

a(ℓ1, . . . , ℓk)

pα1
∑

j1=1

· · ·

pαk
∑

jk=1

wj1ℓ1
pα1 · · ·wjkℓk

pαk

= a(0, . . . , 0)pα1+···+αk .

If (j1, p
α1) = · · · = (jk, p

αk) = 1, then for these ϕ(pα1) · · ·ϕ(pαk) values we have

g(wj1
pα1 , . . . , w

jk
pαk ) = MG(F ).

Suppose that (j1, p
α1) = pt1 , . . . , (jk, p

αk) = ptk with at least one tj 6= 0, and with
L ≥ 0 of the ti = αi. Suppose without loss of generality that ti = αi for any i =
1, . . . , L and ti < αi for any i = L+1, . . . , k. For these ϕ(pαL+1−tL+1) · · ·ϕ(pαk−tk)
values, applying the induction hypothesis to G′ = ZpαL+1−tL+1 × · · · × Zpαk−tk , we
have

g(wj1
pα1 , . . . , w

jk
pαk ) = MG′ (F (1, . . . , 1, xL+1, . . . , xk))

pt1+···+tk

=
(

F (1, . . . , 1)p
(αL+1−tL+1)+···+(αk−tk)

+ hpk−L
)pt1+···+tk

≡ F (1, . . . , 1)|G| mod pk−L+α1+···+αL+tL+1+···+tk .

Hence these (p− 1)k−L p(αL+1−tL+1−1)+···+(αk−tk−1) terms contribute

ϕ(pαL+1−tL+1) · · ·ϕ(pαk−tk)F (1, . . . , 1)|G| mod pα1+···+αk

to S. Thus

0 ≡ ϕ(pα1) · · ·ϕ(pαk)MG(F ) +
(
pα1+···+αk − ϕ(pα1 ) · · ·ϕ(pαk)

)
F (1, . . . , 1)|G|

≡ (p− 1)kpα1+···+αk−k
(

MG(F )− F (1, . . . , 1)|G|
)

mod pα1+···+αk

and the statement follows. �

3. Proof of Theorem 1.1

To prove Theorem 1.1, we require the following lemma.

Lemma 3.1. Suppose that F ∈ Z[x1, . . . , xn], and let I denote the ideal of Z[x1, . . . , xn]
generated by xn1

1 − 1, . . . , xnk

k − 1. Then F (wj1
n1
, . . . , wjk

nk
) = 0 for all 1 ≤ ji ≤ ni if

and only if F ∈ I.

Proof. Plainly any F in I will have F
(
wj1

n1
, . . . , wjk

nk

)
= 0 for all 0 ≤ ji < ni.

Conversely, suppose that F
(
wj1

n1
, . . . , wjk

nk

)
= 0 for all 0 ≤ ji < ni. Clearly any F

can be reduced mod I to a polynomial of degree less than ni in each xi:

F (x1, . . . , xk) =

n1−1∑

t1=0

· · ·

nk−1∑

tk=0

a(t1, . . . , tk)x
t1
1 · · ·xtk

k mod I.

Since
∑ni−1

ji=0 w
(ti−Ti)ji
ni = 0 if ti 6≡ Ti mod ni (and ni otherwise) we have

a(T1, . . . , Tk) =
1

|G|

n1−1∑

j1=0

· · ·

nk−1∑

jk=0

F
(
wj1

n1
, . . . , wjk

nk

)
w−T1j1

n1
· · ·w−Tkjk

nk
.
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So a(T1, . . . , Tk) = 0 for all 0 ≤ Ti < ni and F = 0 mod I. �

We now proceed to the proof of our first principal result.

Proof of Theorem 1.1. Suppose that G = Z2α1 × · · · × Z2αk with 2αi = 4 for 1 ≤
i ≤ s and 2αi = 2 for s+ 1 ≤ i ≤ k. We write r = k − s. In view of (2) and (4) we
may assume that k ≥ 2 and s ≥ 1. Suppose that F (x1, . . . , xk) has

1 < |MG(F )| < |G| − 1 = 2k+s − 1.

Suppose that F (x1, . . . , xk) is a non-unit with at least one of the xj complex, say
x1 = ±i, and set G′ = Z2α2 × · · · × Z2αk . Plainly we may write

MG(F ) = AB,

with

A := MZ2×G′(F ), B := MG′(F (i, x2, . . . , xk)F (−i, x2, . . . , xk)).

From (6) we know that MG(F ) and A, and hence B, are all congruent to 1 mod
2k. Also B will be of the form |a + ib|2 and hence cannot be negative. Since it
contains a non-unit we have B > 1, hence B ≥ 2k + 1. If A 6= 1 then |A| ≥ 2k − 1
and |MG(F )| ≥ (2k − 1)(2k + 1) = 4k − 1 ≥ |G| − 1, so we must have A = 1. Thus
if F (x1, x2, . . . , xk) is a non-unit with xj = ±i, then we may assume F (y1, . . . , yk)
is a unit if yj = ±1. We have two possibilities:

Case (a). There is at least one non-unit F (x1, . . . , xk) with some xj = ±i.
Case (b). F (x1, . . . , xk) is a unit whenever any of the xj = ±i.

With I denoting the ideal generated by the x2αj

j − 1, and splitting the x1 depen-

dence into even and odd exponents p(x1) = α(x2
1) + x1β(x

2
1), we can write

F (x1, . . . , xk) =
∑

0≤ε2,...,εs≤3,
0≤ε1,εs+1,...,εk≤1

a(ε1, ε2, . . . , εk)(x
2
1) xε1

1 xε2
2 · · ·xεk

k mod I.

Since F (1, . . . , 1) =
∑

a(ε1, ε2, . . . , εk)(1) is odd, we know that at least one of the

a(ε1, ε2, . . . , εk)(1) is odd. Replacing F by xδ1
1 · · ·xδn

n F with 0 ≤ δ1, δs+1, . . . , δk ≤ 1
and 0 ≤ δ2, . . . , δs ≤ 3, and reducing mod I, we can reshuffle the a(ε1, . . . , εk)(x

2
1)

and assume that a(0, . . . , 0)(1) is odd. Replacing F by −F we can assume that
F (1, . . . , 1) ≡ 1 mod 4.

Case (a). Suppose we have non-units with complex xj . Reordering and taking
xj 7→ ±x1xj for 2 ≤ j ≤ s and xj 7→ ±xj for s < j ≤ k as necessary, we
assume that the first of these is γ1 = F (i, 1, . . . , 1). If (after the transformations)
there are other non-units with complex entries in positions other than the first,
by reordering and substituting xj 7→ xjx2 as necessary for j ≥ 3, we may assume
that γ2 = F (±i, i,±1, . . . ,±1). We repeat this 1 ≤ h ≤ s times until we have h
non-units γj = F (aj1, . . . , ajk) with ajj = i, ajℓ = ±i for 1 ≤ ℓ < j and ajℓ = ±1
for h < ℓ ≤ k, and F (x1, . . . , xk) is a unit whenever xℓ = ±i with h < ℓ ≤ s if
h < s.

Since the F (±1, x2, . . . , xk) are all units, with F (1, . . . , 1) = 1, and

a(0, . . . , 0)(1) =
2

|G|

∑

x2,...,xs=±i,±1
x1,xs+1,...,xk=±1

F (x1, . . . , xk)
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is odd, plainly the F (±1, x2, . . . , xk) must all be 1. Applying Lemma 3.1, we may
therefore assume that

F (x1, . . . , xk) = 1 + (x2
1 − 1)

∑

0≤ε2,...,εs≤3,
0≤ε1,εs+1,...,εk≤1

a(ε1, ε2, . . . , εk)x
ε1
1 xε2

2 · · ·xεk
k .

Notice that the F (±i, x2, . . . , xk) ∈ Z[i] will all have odd real part and even imag-
inary part. Moreover, writing u = (1 − i) where u2 | 2 and xj ≡ 1 mod u for any
xj = ±1 or ±i, the F (±i, x2, . . . , xk) must all be congruent mod u3 in Z[i]. Since

|u|2 = 2−1/2 plainly two units ±1,±i, in Z[i] cannot be congruent mod u3 unless
they are equal. If h ≥ 2 then we know that the F (±i,±1, x3, . . . , xk) will all be
units and so must be all 1 or all −1. Replacing F by x2

1F we can assume that they
are all 1. Applying Lemma 3.1 we get

F (x1, . . . , xk) = 1 + (x2
1 − 1)(x2

2 − 1)
∑

0≤ε3,...,εs≤3,
0≤ε1,ε2,εs+1,...,εk≤1

a(ε1, ε2, . . . , εk)x
ε1
1 xε2

2 · · ·xεk
k .

Likewise, if h ≥ 3 we have that F (±i,±i,±1, x4, . . . , xk) are all units and 1
mod 4, so these must all equal 1. Applying the lemma and repeating up to
F (±i, . . . ,±i,±1, xh+1, . . . , xk), we deduce that

F (x1, . . . , xk) = 1 +
h∏

j=1

(x2
j − 1)

∑

0≤εh+1,...,εs≤3,
0≤ε1,...,εh,εs+1,...,εk≤1

a(ε1, ε2, . . . , εk)x
ε1
1 xε2

2 · · ·xεk
k .

If s > h, we further have that the F (±i, . . . ,±i, xh+2, . . . , xk) are all units. If h ≥ 2
they will all be 1 mod 4 and so must all equal 1. If h = 1 then they are all 1
or all −1 and, by replacing F by x2

1F if necessary, we may assume they are all 1.
Separating into real and imaginary parts, applying Lemma 3.1, then repeating for
each variable, we find

F (x1, . . . , xk) = 1 +

h∏

j=1

(x2
j − 1)

s∏

j=h+1

(x2
j + 1)

∑

0≤ε1,...,εk≤1

a(ε1, ε2, . . . , εk)x
ε1
1 xε2

2 · · ·xεk
k .

Suppose that there are t ≥ 1 conjugate pairs of non-units F (aj1, . . . , ajk) = γj .
Then plainly

(7) γj = aj + ibj , aj ≡ 1 mod 2s, bj ≡ 0 mod 2s.

Trivially we have |γj |
2 ≥ 5, and if t ≥ r + s then

|MG(F )| ≥ 5t ≥ 5r · 5s > 2r · 4s − 1,

so we can assume that

(8) t ≤ r + s− 1.

If t ≤ r then, by using the transformation xℓ 7→ xℓxj if xj = −1 to remove xℓ = −1
with ℓ > j, we can assume that the r-tuples (xs+1, . . . , xk) achieving the γj take
the form

(1, . . . , 1), (±1, 1, . . . , 1), (±1,±1, 1, . . . , 1), . . . , (±1, . . . ,±1
︸ ︷︷ ︸

t−1

, 1, . . . , 1).

In particular, F (x1, . . . , xk) will be a unit if xj = −1 for any s+ t ≤ j ≤ k. (If s ≥ 2
the units will all be 1; if s = 1 we may need to take x2

1F to make the value when
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xs+t = −1 and hence the rest equal 1.) Successively applying the lemma again, we
find

F (x1, . . . , xk) = 1 +
h∏

j=1

(x2
j − 1)

s∏

j=h+1

(x2
j + 1)

k∏

j=s+t

(xj + 1)R

with
R =

∑

0≤ε1,...,εs+t−1≤1

a(ε1, ε2, . . . , εs+t−1)x
ε1
1 xε2

2 · · ·x
εs+t−1

s+t−1 .

Hence we obtain that

γj = aj + ibj, aj ≡ 1 mod 2s+r+1−t, bj ≡ 0 mod 2s+r+1−t.

From (8) and (7) this is plainly also valid if t > r. Thus, we have

|MG(F )| = |γ1| · · · |γt| ≥ (2r+s+1−t − 1)2t > 22t(r+s+.5−t) ≥ 22(r+s−.5) ≥ 2r+2s

for r ≥ 1. If r = 0 and t ≥ 2 then we have s ≥ 2, and from (7) we obtain

|MG(F )| ≥ (2s − 1)2t > 22t(s−0.5) ≥ 24s−2 ≥ 4s.

Finally if t = 1 and r = 0 then, since F (i, 1, . . . 1) and its conjugate are the only
non-units, we know that F (±i,−1, x3, . . . , xk) are all units and so equal 1. Hence
we can add an extra factor (x2 + 1) to get

|MG(F )| ≥ (2s+1 − 1)2 > 22s.

Case (b). Since a(0, . . . , 0)(1) is odd, we know that a(0, . . . , 0)(−1) is odd.
Since the F (±i, x2, . . . , xk) are all units and

a(0, . . . , 0)(−1) =
1

|G|/2

∑

x1=±i
x2,...,xs=±i,±1
xs+1,...,xk=±1

F (x1, . . . , xk)

is odd, plainly the F (±i, x2, . . . , xk) must all be 1 or all be −1. Replacing F by x2
1F

we assume F (±i, x2, . . . , xk) = 1. Applying Lemma 3.1 to the real and imaginary
parts we can assume that

F (x1, . . . , xk) = 1 + (x2
1 + 1)

∑

0≤ε2,...,εs≤3,
0≤ε1,εs+1,...,εk≤1

a(ε1, ε2, . . . , εk)x
ε1
1 xε2

2 · · ·xεk
k .

Notice that all the F (±1, x2, . . . , xk) ≡ F (1, . . . , 1) ≡ 1 mod u3. Hence if s > 1 the
units F (±1,±i, x3, . . . , xk) are all 1. Applying the Lemma and repeating we obtain

F (x1, . . . , xk) = 1 +

s∏

j=1

(x2
j + 1)

∑

0≤ε1,...,εk≤1

a(ε1, ε2, . . . , εk)x
ε1
1 xε2

2 · · ·xεk
k .

Hence we have
MG(F ) = M

Z
k
2
(f)

where
f(x1, . . . , xk) = 1 + 2s

∑

0≤ε1,...,εk≤1

A(ε1, . . . , εk)x
ε1
1 · · ·xεk

k .

Suppose that there are t elements f(±1, . . . ,±1) that are not ±1. If t ≥ k + s− 1
then plainly |MG(F )| ≥ 3t ≥ 3k+s−1 > 2k+s since k + s ≥ 3, so we assume that
t ≤ k + s− 2. Sending xj 7→ −xj we assume that one of them is f(1, . . . , 1) = γ1.
If t > 1 then, reordering and mapping xℓ 7→ xℓxj if we have ℓ > j with xℓ =
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xj = −1, we can assume that the remaining values are γ2 = f(−1, 1, . . . , 1), γ3 =
f(a31, a32, 1, . . . , 1), . . . , γt = f(at1, . . . at(t−1), 1, . . . , 1). If t ≤ k then we will have
f(x1, . . . , xk) = 1 whenever xj = −1 for some t ≤ j ≤ k, and applying the lemma
we find

f(x1, . . . , xk) = 1 + 2s
k∏

j=t

(xj + 1)
∑

0≤ε1,...,εt−1≤1

A(ε1, . . . , εt−1)x
ε1
1 · · ·x

εt−1

t−1 .

Thus the

γj ≡ 1 mod 2s+k−t+1

(with this trivially holding if k ≤ t− 1), and

|MG(F )| ≥ (2s+k+1−t − 1)t.

For t = 1 this gives

|MG(F )| ≥ 2s+k − 1 = |G| − 1,

and for t ≥ 2

|MG(F )| ≥ 2t(s+k+0.5−t) ≥ 22s+2k−3 ≥ 2s+k. �

4. Proof of Theorem 1.2

Using Φj(x) to denote the jth cyclotomic polynomial and recalling (see [1] or

[5]) that for j > k the resultant |Res(Φj ,Φk)| = qϕ(k) if j = kqα for some prime q
and 1 otherwise, we see that

MZ2×Z2n
(1 + y + y2) = MZ2n

(Φ3(y))
2 =





n∏

j=0

|Res(Φ3,Φ2j )|





2

= 9.

Let G = Z2 ×Z2n . Reducing mod x2 − 1, we can write our F (x, y) in Z[x, y] in the
form

F (x, y) = A0(y
2) + xA1(y

2) + yA2(y
2) + xyA3(y

2).

Plainly,

MG(F (x, y)) = MZ2n
(F (1, y))MZ2n

(F (−1, y)),

where each of these measures is a product of n+ 1 integers,

MZ2n
(f(y)) =

n∏

j=0

Nj(f), Nj(f) := Res(f,Φ2j ),

that is,

N0(f) = f(1), N1(f) = f(−1), N2(f) = f(i)f(−i) = |f(i)|2,

and, writing wj := e2πi/2
j

, for any j = 3, . . . , n, we have

Nj(f) =

2j∏

k=1

k odd

f(wk
j ) =

2j−1
∏

k=1

k odd

f(wk
j )f(−wk

j ) = |Rj(f)|
2
,

where

Rj(f) :=

2j−1
∏

k=1

k≡1 mod 4

f(wk
j )f(−wk

j ) ∈ Z[i], 3 ≤ j ≤ n.
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Note Nj(f) and Rj(f) represent the norms of f(wk
j ) from Q(wj) to Q and Q(i)

respectively, and since they are algebraic integers they will be in Z and Z[i], respec-
tively.

Since |1 − wj |2 = 2−1/ϕ(2j), each Nj(F (±1, y)) ≡ F (1, 1)2
j−1

mod 2, and if
MG(F ) < 22n+2 we can assume F (1, 1) and all the Nj(F (±1, y)) are odd. Note
that for all the j ≥ 2 we have Nj(F (±1, y)) = |a+ ib|2 = a2 + b2 ≡ 1 mod 4.

If |MG(F )| < 9 then |MZ2n
(F (1, y))| or |MZ2n

(F (−1, y))| must be 1. Replacing
x 7→ −x as necessary we assume that

1 < |MZ2n
(F (1, y))| < 9, |MZ2n

(F (−1, y))| = 1.

Since

F (1, 1) = A0(1) +A1(1) +A2(1) +A3(1)

is odd, we can assume that at least one of the Ai(1) is odd. Replacing F by xF
or yF or xyF and reducing by x2 − 1 as necessary, we may assume that A0(1) is
odd. Replacing y by −y and F by −F as necessary, we may further assume that
|F (1, 1)| ≥ |F (1,−1)| and F (1, 1) > 0.

Since

F (1,−1) = A0(1) +A1(1)−A2(1)−A3(1),

F (−1, 1) = A0(1)−A1(1) +A2(1)−A3(1),

F (−1,−1) = A0(1)−A1(1)−A2(1) +A3(1),

we have

A0(1) =
1

4
(F (1, 1) + F (1,−1) + F (−1, 1) + F (−1,−1)),

A1(1) =
1

4
(F (1, 1) + F (1,−1)− F (−1, 1)− F (−1,−1)),

A2(1) =
1

4
(F (1, 1)− F (1,−1) + F (−1, 1)− F (−1,−1)),

A3(1) =
1

4
(F (1, 1)− F (1,−1)− F (−1, 1) + F (−1,−1)).

Observe that

F (1, wk
j )F (1,−wk

j ) =
(
A0(w

2k
j ) +A1(w

2k
j )

)2
− w2k

j

(
A2(w

2k
j ) +A3(w

2k
j )

)2

and

F (−1, wk
j )F (−1,−wk

j ) =
(
A0(w

2k
j )−A1(w

2k
j )

)2
− w2k

j

(
A2(w

2k
j )−A3(w

2k
j )

)2

differ by

4
(
A0(w

2k
j )A1(w

2k
j )− w2k

j A2(w
2k
j )A3(w

2k
j )

)
∈ 4Z[wj−1].

Hence Rj(F (1, y)) and Rj(F (−1, y)) differ by an element of 4Z[wj−1] and, since
both are in Z[i], we conclude that

Rj(F (1, y))−Rj(F (−1, y)) ∈ 4Z[i].

SinceNj(F (−1, y)) = 1, we haveRj(F (−1, y)) = ±1 or±i, and eitherRj(F (1, y)) =
Rj(F (−1, y)) and Nj(F (1, y)) = 1, or Nj(F (1, y)) ≥ (4 − 1)2 = 9.

Thus if |MG(F )| < 9 then we must have Nj(F (1, y)) = Nj(F (−1, y)) = 1 for
j = 3, . . . , n and MG(F ) = MZ2×Z4(F ). By Theorem 1.1 and Lemma 1.1, we have
|MZ2×Z4(F )| ≥ 7 and MZ2×Z4(F ) ≡ 1 mod 4, and so

MG(F ) = MZ2×Z4(F ) = −7.
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Since Nj(f) ≡ 1 mod 4 for j ≥ 2 we must have |F (1, 1)F (1,−1)| = 7 and
N2(F (1, y)) = 1 and

F (1, 1) = 7, F (1,−1), F (−1,±1) = ±1, F (±1,±i) = ±1 or ± i,

with Rj(F (1, y)) = Rj(F (−1, y)) = ±1 or ± i for j = 3, . . . , n.
We have

A0(1) =
1

4
(F (1, 1) + F (1,−1) + F (−1, 1) + F (−1,−1)) =

1

4
(7± 1± 1± 1)

and, since A0(1) is odd, we must have F (1,−1) = F (−1,±1) = −1 and A0(1) = 1
and A1(1) = A2(1) = A3(1) = 2. Hence

F (x, y) = 1 + 2x+ 2y + 2xy + (y2 − 1)(B0(y
2) + xB1(y

2) + yB2(y
2) + xyB3(y

2)).

Thus

F (1, i) = 3 + 4i− 2(B0(−1) +B1(−1) + iB2(−1) + iB3(−1)),

F (−1, i) = −1− 2(B0(−1)−B1(−1) + iB2(−1)− iB3(−1)),

and since F (±1, i) are units with odd real part and difference in 4Z[i] they must be
both be 1 or −1. By replacing F by y2F as necessary, we may assume F (±1, i) =
−1. Solving, we obtain B0(−1) = B1(−1) = B2(−1) = B3(−1) = 1 and

F (x, y) = −1+(1+x)(1+y)(1+y2)+(y4−1)
(
C0(y

2) + xC1(y
2) + yC2(y

2) + xyC3(y
2)
)
.

Therefore

F (1, w3)F (1,−w3) = (1 + 2i− 2C0(i)− 2C1(i))
2 − 4i(1 + i− C2(i)− C3(i))

2

and

F (−1, w3)F (−1,−w3) = (−1− 2C0(i) + 2C1(i))
2 − 4i(C2(i)− C3(i))

2.

Since both are units and are members of 1+4Z[i], these must both equal 1. However,
their difference

4
(

(i− 2C0(i))(1 + i− 2C1(i))− i(1 + i− 2C3(i))(1 + i− 2C2(i))
)

∈ 4(1+ i+2Z[i])

is not zero. �
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