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APPLICATIONS OF THE MORAVA K-THEORY TO ALGEBRAIC

GROUPS

PAVEL SECHIN AND NIKITA SEMENOV

Abstract. In the article we discuss an approach to cohomological invariants of
algebraic groups based on the Morava K-theories.

We show that the second Morava K-theory detects the triviality of the Rost
invariant and, more generally, relate the triviality of cohomological invariants and
the splitting of Morava motives.

We compute the Morava K-theory of generalized Rost motives and of some affine
varieties and characterize the powers of the fundamental ideal of the Witt ring with
the help of the MoravaK-theory. Besides, we obtain new estimates on torsion in Chow
groups of quadrics and investigate torsion in Chow groups of K(n)-split varieties. An
important role in the proofs is played by the gamma filtration on Morava K-theories,
which gives a conceptual explanation of the nature of the torsion.

Furthermore, we show that under some conditions if the K(n)-motive of a smooth
projective variety splits, then its K(m)-motive splits for all m ≤ n.
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1. Introduction

The present article is devoted to applications of the Morava K-theory to
cohomological invariants of algebraic groups and to computations of the Chow groups
of quadrics.

1.1 (Cohomological invariants). In his celebrated article on irreducible representations
[Ti71] Jacques Tits introduced the notion of a Tits algebra, which is an example of
cohomological invariants of algebraic groups of degree 2. This invariant of a linear
algebraic group G plays a crucial role in the computation of the K-theory of twisted
flag varieties by Panin [Pa94] and in the index reduction formulas by Merkurjev, Panin
and Wadsworth [MPW96]. It has important applications to the classification of linear
algebraic groups and to the study of associated homogeneous varieties.
The idea to use cohomological invariants in the classification of algebraic groups goes

back to Jean-Pierre Serre. In particular, Serre conjectured the existence of an invariant
of degree 3 for groups of type F4 and E8. This invariant was later constructed by
Markus Rost for all G-torsors, where G is a simple simply-connected algebraic group,
and is now called the Rost invariant (see [GMS03]).
Moreover, the Serre–Rost conjecture for groups of type F4 says that the map

H1
et(F,F4) →֒ H3

et(F,Z/2)⊕H
3
et(F,Z/3)⊕H

5
et(F,Z/2)

induced by the invariants f3, g3 and f5 described in [KMRT, §40] (f3 and g3 are the
modulo 2 and modulo 3 components of the Rost invariant), is injective. The validity
of the Serre–Rost conjecture would imply that one can exchange the study of the
set H1

et(F,F4) of isomorphism classes of groups of type F4 over F (equivalently of
isomorphism classes of F4-torsors or of isomorphism classes of Albert algebras) by the
study of the abelian group H3

et(F,Z/2)⊕H
3
et(F,Z/3)⊕H

5
et(F,Z/2).

In the same spirit one can formulate the Serre conjecture II, saying in particular that
H1

et(F,E8) = 1 if the field F has cohomological dimension 2. Namely, for such fields
Hn

et(F,M) = 0 for all n ≥ 3 and all torsion modules M . In particular, for groups over
F there are no invariants of degree ≥ 3, and the Serre conjecture II predicts that the
groups of type E8 over F themselves are split.
Furthermore, the Milnor conjecture on quadratic forms (proven by Orlov, Vishik and

Voevodsky) together with the Milnor conjecture on the étale cohomology (proven by
Voevodsky) provides a classification of quadratic forms over fields in terms of the Galois
cohomology, i.e., in terms of cohomological invariants.
In the present article we will relate the Morava K-theory with some cohomological

invariants of algebraic groups.

1.2 (Morava K-theory and Morava motives). Let n be a positive integer and let p be a
prime. The Morava K-theory K(n)∗ is a free oriented cohomology theory in the sense of
Levine–Morel [LM07] whose coefficient ring is Z(p), whose formal group law has height
n modulo p, and the logarithm is of the type

logK(n)(x) = x+
a1
p
xp

n

+
a2
p2
xp

2n

+ . . .

with ai ∈ Z×
(p). If n = 1 and all ai are equal to 1, then the theory K(1)∗ is isomorphic

to Grothendieck’s K0 ⊗ Z(p) as a presheaf of rings. Moreover, there is some kind of
analogy between Morava K-theory in general and K0.
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More conceptually, algebraic cobordism of Levine–Morel can be considered as a
functor to the category of comodules over the Hopf algebroid (L,LB), where L is the
Lazard ring and LB = L[b1, b2, . . .]. This Hopf algebroid parametrizes the groupoid
of formal group laws with strict isomorphisms between them, and the category of
comodules over it can be identified with the category of quasi-coherent sheaves over
the stack of formal groups Mfg. This stack modulo p has a descending filtration by

closed substacks M≥n
fg which classify the formal group laws of height ≥ n. Moreover,

M≥n
fg \ M

≥n+1
fg has an essentially unique geometric point which corresponds to the

Morava K-theory K(n)∗⊗Fp. This chromatic picture puts K(n)∗ into an intermediate
position between K0 and CH∗.
We remark also that Levine and Tripathi construct in [LT15] a higher Morava K-

theory in algebraic geometry.

1.3 (Morava K-theories, split motives and vanishing of cohomological invariants).
There are three different types of results in this article which fit into the following
guiding principle. The leading idea of this principle has been probably well understood
already by Voevodsky, since he considered the Morava K-theory in his program on the
proof of the Bloch–Kato conjecture in [Vo95].

Guiding principle. Let X be a projective homogeneous variety, let p be a prime
number and let K(n)∗ denote the corresponding Morava K-theory.
Then vanishing of cohomological invariants of X with p-torsion coefficients in degrees

no greater than n+ 1 should correspond to the splitting of the K(n)∗-motive of X.

First of all, due to the Milnor conjecture the associated graded ring of the Witt
ring W (F ) of a field F of characteristic not 2 is canonically isomorphic to the étale
cohomology of the base field with Z/2-coefficients: Hn

et(F,Z/2) ≃ In/In+1, where
I denotes the fundamental ideal of W (F ). Therefore, the projective quadric which
corresponds to a quadratic form q ∈ In has a canonical cohomological invariant of
degree n. The guiding principle suggests that the K(n)∗-motive of an even-dimensional
projective quadric is split if and only if the class of the corresponding quadratic form in
the Witt ring lies in the ideal In+2. Indeed, we prove this statement in Proposition 6.18.
Secondly, we relate cohomological invariants of simple algebraic groups to Morava K-

theories. We show in Section 9 that for a simple simply-connected group G with trivial
Tits algebras the Morava K-theory K(2)∗ detects the triviality of the Rost invariant
of G. Note that in a similar spirit Panin showed in [Pa94] that the Grothendieck’s K0

detects the triviality of Tits algebras. Moreover, for a group G of type E8 the Morava
K-theory K(4)∗ for p = 2 detects the splitting of the variety of Borel subgroups of G
over a field extension of odd degree (Theorem 9.1). All these results agree with the
guiding principle.
Thirdly, we relate the property of being split with respect to Morava K-theories

K(n)∗ for different n. Namely, we prove in Proposition 7.10 that if a smooth projective
geometrically cellular variety X over a field F of characteristic 0 satisfies the Rost
nilpotence principle for Morava K-theories and has a split K(n)∗-motive, then it has
a split K(m)∗-motive for all m ≤ n. In particular, Morava motives provide a linearly
ordered series of obstructions for a projective homogeneous variety to be isotropic over
a base field extension of a prime-to-p degree.
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1.4 (Operations in Morava K-theories and applications to Chow groups). The study
of cohomological invariants of algebraic groups is partially motivated by the interest in
Chow groups of torsors. Whenever some cohomological invariants vanish, one may ask
whether this yields any restrictions on the structure of Chow groups, e.g. existence,
order or cardinality of torsion in certain codimensions. We approach this question by
studying projective homogeneous (or, more generally, geometrically cellular) varieties
X for which the K(n)∗-motive is split. In order to obtain information about Chow
groups from Morava K-theories we use operations.
The first author constructed in [S18a] and [S18c] generators of all (not necessarily

additive) operations from the Morava K-theory to CH∗⊗Z(p) and from the Morava
K-theory to itself. The latter allows one to define the gamma filtration on the Morava
K-theory, and it turns out that its i-th graded factor maps surjectively onto CHi⊗Z(p)

for all i ≤ pn. These operations and various their properties are constructed using the
classification of operations given in a series of articles by Vishik (see [Vi12], [Vi14]).
Let X be a smooth geometrically cellular variety such that the pullback map from

K(n)∗(X) to K(n)∗(XE) is an isomorphism, where XE = X ×F E is the base change
to a field E for which XE becomes cellular. The operations above as well as symmetric
operations of Vishik allow us to show that there is no p-torsion in Chow groups of X in
codimensions up to pn−1

p−1
(Theorem 7.19). Moreover, we prove that p-torsion is finitely

generated in Chow groups of codimension up to pn, and we provide a combinatorial
method to estimate this torsion (Theorem 7.23).
For quadratic forms from the ideal Im+2 of the Witt ring of a field F of characteristic

zero the K(m)∗-motive of the corresponding quadric is split as mentioned above. Thus,
we obtain that there is no torsion in Chow groups of codimensions less than 2m and we
also calculate uniform finite upper bounds on the torsion in CH2m which do not depend
on the quadric (see Theorem 8.14). In this way Morava K-theory provides a conceptual
explanation of the nature of this torsion.
These results fit well in the quite established history of estimates on torsion of

quadrics obtained among others by Karpenko, Merkurjev and Vishik. In particular,
Karpenko conjectured in [Ka91, Conjecture 0.1] that for every integer l the Chow
group CHl of an n-dimensional quadric over F is torsion-free whenever n is bigger than
some constant which depends only on l. This was confirmed only for l ≤ 4. Recall
that by the Arason–Pfister Hauptsatz every anisotropic non-zero quadratic form from
Im has dimension at least 2m and therefore, the absence of torsion in Chow groups of
small codimensions of corresponding quadrics can be considered as an instance of the
Karpenko conjecture. Note also that there are examples of quadrics from Im+2 having
non-trivial torsion in CH2m .
Finally, we discuss an approach to cohomological invariants which uses an exact

sequence (3.6) of Voevodsky (see below). This exact sequence involves motivic
cohomology of some simplicial varieties. For example, this sequence was used in [Sem16]
to construct an invariant of degree 5 modulo 2 for groups of type E8 with trivial Rost
invariant and to solve a problem posed by Serre.

Acknowledgements. We are sincerely grateful to Alexander Vishik for
encouragement and interest in the development of results related to quadrics and
for useful comments on the relation between Morava K-theories and cohomological
invariants.
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2. Definitions and notation

In the present article we assume that F is a field of characteristic 0. By Fsep we
denote a separable closure of F .
Let G be a semisimple linear algebraic group over a field F (see [Spr], [KMRT]).

A G-torsor over F is an algebraic variety P equipped with an action of G such that
P (Fsep) 6= ∅ and the action of G(Fsep) on P (Fsep) is simply transitive.
The set of isomorphism classes of G-torsors over F is a pointed set (with the base

point given by the trivial G-torsor G) which is in natural one-to-one correspondence
with the (non-abelian) Galois cohomology set H1

et(F,G).
Let A be some algebraic structure over F (e.g. an algebra or quadratic space) such

that Aut(A) is an algebraic group over F . Then an algebraic structure B is called a
twisted form of A, if over a separable closure of F the structures A and B are isomorphic.
There is a natural bijection between H1

et(F,Aut(A)) and the set of isomorphism classes
of the twisted forms of A.
For example, if A is an octonion algebra over F , then Aut(A) is a group of type G2

and H1
et(F,Aut(A)) is in 1-to-1 correspondence with the twisted forms of A, i.e., with

the octonion algebras over F (since any two octonion algebras over F are isomorphic
over a separable closure of F and since any algebra, which is isomorphic to an octonion
algebra over a separable closure of F , is an octonion algebra).
By Q/Z(n) we denote the Galois-module colimµ⊗n

l taken over all l (see [KMRT,
p. 431]).
In the article we use notions from the theory of quadratic forms over fields (e.g.

Pfister-forms, Witt-ring). We follow [KMRT], [Lam], and [EKM08]. Further, we use
the notion of motives; see [Ma68], [EKM08].

3. Geometric constructions of cohomological invariants

First, we describe several geometric constructions of cohomological invariants of
torsors of degree 2 and 3.
Let G be a semisimple algebraic group over a field F . In general, a cohomological

invariant of G-torsors of degree n with values in a Galois-moduleM is a transformation
of functors H1

et(−, G) → Hn
et(−,M) from the category of field extensions of F to the

category of pointed sets (see [KMRT, 31.B]).

3.1 (Tits algebras and the Picard group). In his celebrated article [Ti71] Jacques Tits
introduced invariants of degree 2, called nowadays the Tits algebras.
There exists a construction of Tits algebras based on the Hochschild–Serre spectral

sequence. For a smooth variety X over F one has

Hp(Γ, Hq
et(Xsep,G))⇒ Hp+q

et (X,G)
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where Γ is the absolute Galois group, Xsep = X × Fsep and G is an étale sheaf. The
induced 5-term exact sequence is

0→ H1(Γ, H0
et(Xsep,G))→ H1

et(X,G)→ H0(Γ, H1
et(Xsep,G))→ H2(Γ, H0

et(Xsep,G))

Let G = Gm and let X be a smooth projective geometrically irreducible variety. Then

H1(Γ, H0
et(Xsep,Gm)) = H1(Γ, F×

sep) = 0

by Hilbert’s Theorem 90, H1
et(X,Gm) = Pic(X), H0(Γ, H1

et(Xsep,Gm)) = (PicXsep)
Γ,

and H2(Γ, H0
et(Xsep,Gm)) = H2(Γ, F×

sep) = Br(F ). Thus, we obtain an exact sequence

(3.2) 0→ PicX → (PicXsep)
Γ f
−→ Br(F )

The map PicX → (PicXsep)
Γ is the restriction map and the homomorphism

(PicXsep)
Γ f
−→ Br(F )

was described by Merkurjev and Tignol in [MT95, Section 2]. If X is the variety of
Borel subgroups of a semisimple algebraic group G, then the Picard group of Xsep

can be identified with the free abelian group with basis ω1, . . . , ωn consisting of the
fundamental weights, i.e. PicXsep = Λ, where Λ denotes the weight lattice. If ωi is
Γ-invariant (e.g. if G is of inner type), then f(ωi) = [Ai] is the Brauer class of the
Tits algebra of G corresponding to the (fundamental) representation with the highest
weight ωi (see [MT95] for a general description of the homomorphism f).
Moreover, one can continue the exact sequence (3.2), namely, the sequence

(3.3) 0→ PicX → (PicXsep)
Γ f
−→ Br(F )→ Br(F (X))

is exact, where the last map is the restriction homomorphism (see [MT95]).

3.4 (Tits algebras and K0). There is another interpretation of the Tits algebras related
to Grothendieck’s K0 functor. Let G be a semisimple algebraic group over F of inner
type and let X be the variety of Borel subgroups of G. By Panin [Pa94] the K0-motive
of X is isomorphic to a direct sum of |W | motives, where W denotes the Weyl group
of G. Denote these motives by Lw, w ∈ W .
For w ∈ W consider

ρw =
∑

{αk∈Π|w−1(αk)∈Φ−}

w−1(ωk) ∈ Λ,

where Π is the set of simple roots, Φ− is the set of negative roots, and Λ is the weight
lattice.
Let Λr be the root lattice and

β : Λ/Λr → Br(F )

be the Tits homomorphism, which sends a fundamental weight ωi to [Ai] (see [Ti71]). In
particular, the homomorphism β is essentially the homomorphism f from Section 3.1.
Then over a splitting field K of G, the motive (Lw)K is isomorphic to a Tate motive
and the restriction homomorphism

K0(Lw)→ K0((Lw)K) = Z

is an injection Z → Z given by the multiplication by indAw, where [Aw] = β(ρw). In
particular, different motives Lw can be parametrized by the Tits algebras.
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Moreover, if all Tits algebras of G are split, then the K0-motive of X is a direct sum
of Tate motives over F .

3.5 (Tits algebras and simplicial varieties). Let Y be a smooth irreducible variety over
F . Consider the Čech simplicial scheme XY associated with Y , i.e. the simplicial
scheme

Y ←← Y × Y ←←← Y × Y × Y · · ·

Then for all n ≥ 2 there is a long exact sequence of cohomology groups (see [Ro07,
Corollary 2.2] and [Vo11, Proof of Lemma 6.5]):

(3.6) 0→ Hn,n−1
M (XY ,Q/Z)

g
−→ Hn

et(F,Q/Z(n− 1))→ Hn
et(F (Y ),Q/Z(n− 1)),

where Hn,n−1
M is the motivic cohomology and the homomorphism g is induced by the

change of topology from Nisnevich to étale (note that by [Vo03, Lemma 7.3] XY is
contractible in the étale topology).
Let n = 2 and let Y be the variety of Borel subgroups of a semisimple algebraic group

G of inner type. Then H2
et(F,Q/Z(1)) = Br(F ) and we have a long exact sequence

0→ H2,1
M (XY )

g
−→ Br(F )→ Br(F (Y ))

Thus, combining this exact sequence with exact sequence (3.3) and using explicit
description of the homomorphism f from Section 3.1, we obtain that H2,1

M (XY ) = Λ/Λ′,
where Λ′ denotes the kernel of f . Note also that Λr ⊂ Λ′. Thus, the Tits homomorphism
β factors through H2,1

M (XY ) by means of the homomorphism g. This gives one more
interpretation of the Tits algebras via a change of topology.

3.7 (Rost invariant). If G is a simple simply connected algebraic group, then there
exists an invariant

H1
et(−, G)→ H3

et(−,Q/Z(2))

of degree 3 of G-torsors which is called the Rost invariant (see [GMS03]). In a particular
case when G is the spinor group, this invariant is called the Arason invariant.
If G is of inner type, the Rost invariant can be constructed as follows. Let Y be a

G-torsor. Then there is a long exact sequence (see [GMS03, Section 9])

(3.8) 0→ A1(Y,K2)→ A1(Ysep, K2)
Γ

h
−→ Ker

(
H3

et(F,Q/Z(2))→ H3
et(F (Y ),Q/Z(2))

)
→ CH2(Y )

where A1(−, K2) is the K-cohomology group (see [Ro96], [GMS03, Section 4]), Γ is
the absolute Galois group, and Ysep = Y ×F Fsep. Moreover, A1(Ysep, K2)

Γ = Z and
CH2(Y ) = 0. The Rost invariant of Y is the image of 1 ∈ A1(Ysep, K2)

Γ under the
homomorphism h. We remark that sequence (3.8) for the Rost invariant is analogous
to the sequence (3.3) for the Tits algebras arising from the Hochschild–Serre spectral
sequence.
We remark also that if G is a group of inner type with trivial Tits algebras (simply-

connected or not), then there is a well-defined Rost invariant of G itself (not of G-
torsors); see [GP07, Section 2].
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4. Oriented cohomology theories and the Morava K-theory

In this section we will introduce a cohomology theory — the Morava K-theory.
We will prove later that it detects the triviality of some cohomological invariants (in
particular, of the Rost invariant) of algebraic groups.

4.1 (Characteristic numbers). Let X be a smooth projective irreducible variety over a
field F . Given a partition J = (l1, . . . , lr) of length r ≥ 0 with l1 ≥ l2 ≥ . . . ≥ lr > 0
one can associate with it a characteristic class

cJ(X) ∈ CH|J |(X) (|J | =
∑

i≥1

li)

of X as follows. Let PJ(x1, . . . , xr) be the smallest symmetric polynomial (i.e., with a
minimal number of non-zero coefficients) containing the monomial xl11 . . . x

lr
r . We can

express PJ as a polynomial on the standard symmetric functions σ1, . . . , σr as

PJ(x1, . . . , xr) = QJ (σ1, . . . , σr)

for some polynomial QJ . Let ci = ci(−TX) denote the i-th Chern class of the virtual
normal bundle of X . Then

cJ(X) = QJ(c1, . . . , cr).

For |J | = dim(X), the degrees of the characteristic classes are called the characteristic
numbers.
If J = (1, . . . , 1) (i times), then cJ(X) = ci(−TX) is the usual Chern class. If

dimX = pn − 1 and J = (pn−1) for some prime number p, we write cJ(X) = Spn−1(X).
The degree of the class SdimX(X) is always divisible by p and we set

sdimX(X) =
deg SdimX(X)

p

and call it the Milnor number of X (see [LM07, Section 4.4.4], [Sem16, Section 2]).

Definition 4.2. Let p be a prime. A smooth projective variety X is called a νn-
variety if dimX = pn − 1, all characteristic numbers of X are divisible by p and
sdimX(X) 6= 0 mod p.

4.3 (Oriented cohomology theories and Borel–Moore homology theories). In this article
we consider oriented cohomology theories A∗ in the sense of Levine–Morel (see [LM07,
Definition 1.1.2]). By a variety we always mean a quasi-projective variety.
For a smooth variety X over F with the irreducible components X1, . . . , Xl we

set A∗(X) := ⊕l
i=1A

dimXi−∗(Xi). Then the assignment X 7→ A∗(X) defines an
oriented Borel–Moore homology theory in the sense of Levine–Morel (see [LM07,
Definition 5.1.3]). Moreover, by [LM07, Proposition 5.2.1] this gives a one-to-
one correspondence between oriented cohomology theories and oriented Borel–Moore
homology theories on the category of smooth varieties over F .
Given an oriented Borel–Moore homology theory on the category of smooth varieties

over F we extend it to all separated schemes of finite type over F via

A∗(Y ) := colimV→YA∗(V ),

where the colimit runs over all projective morphisms V → Y , where V are smooth
varieties over F , and with push-forward maps as transition maps.
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For an oriented Borel–Moore homology theory A∗ we say that it satisfies the
localization axiom, if for every quasi-projective F -scheme X and a closed F -embedding
j : Z → X with the open complement i : U → X the sequence

A∗(Z)
j∗
−→ A∗(X)

i∗
−→ A∗(U)→ 0

is exact.

4.4 (Free theories). Consider the algebraic cobordism Ω∗ of Levine–Morel (see [LM07]).
By [LM07, Theorem 1.2.6] the algebraic cobordism is a universal oriented cohomology
theory, i.e. there is a (unique) morphism of theories Ω∗ → A∗ for every oriented
cohomology theory A∗ in the sense of Levine–Morel.
Each oriented cohomology theory A∗ is equipped with a 1-dimensional commutative

formal group law FA. For Ω
∗ the respective formal group law FΩ is the universal one,

and the canonical morphism L→ Ω∗(SpecF ) from the Lazard ring is an isomorphism
(see [LM07, Theorem 1.2.7]).
In this article, when necessary, we consider our oriented cohomology theories as Borel–

Moore homology theories and extend them to all separated schemes of finite type over
F as in Section 4.3. Conversely, every oriented Borel–Moore homology theory restricted
to the category of smooth varieties gives an oriented cohomology theory.

Definition 4.5 (Levine–Morel, [LM07, Remark 2.4.14(2)]). Let R be a commutative
ring, let FR be a formal group law over R, and let L → R be the respective ring
morphism. Then Ω∗ ⊗L R is an oriented Borel–Moore homology theory which is called
a free theory. Its ring of coefficients is R, and its associated formal group law is FR.

For example, the Chow theory is a free theory with the additive formal group law
and with the coefficient ring Z (see [LM07, Theorem 1.2.19]). In this article K0 stands
for a free theory with the multiplicative formal group law and with the coefficient ring
Z. If X is a smooth variety over F , then K0(X) is Grothendieck’s K0-theory of locally
free coherent sheaves on X (see [LM07, Theorem 1.2.18]).
By [LM07, Corollary 4.4.3] every free theory A∗ is generically constant, i.e. for every

integral scheme X over F the canonical map

A∗(SpecF )→ A∗(SpecF (X)) := colimU⊂XA∗+dimX(U)

is an isomorphism, where the colimit is taken over all non-empty open subschemes ofX .
By [LM07, Theorem 3.2.7] the algebraic cobordism theory satisfies the localization

axiom. Hence, every free theory satisfies the localization axiom as well.
In [Vi12, Definition 4.1] Vishik defines theories of rational type in geometric terms

and proves in [Vi12, Proposition 4.7] that the generically constant theories of rational
type are precisely the free theories. Vishik’s definition allows to describe efficiently the
sets of operations between such theories and Riemann–Roch type results for them.

4.6 (Brown–Peterson cohomology and Morava K-theories). For a prime number p and
a positive integer n we consider the n-th Morava K-theory K(n)∗ with respect to p.
Note that we do not include p in the notation. We define this theory as a free theory
with the coefficient ring Z(p)[vn, v

−1
n ] where deg vn = −(pn−1) and with a formal group

law which we will describe below.
The variable vn, as it is invertible, does not play an important role in computations

with Morava K-theories, and sometimes we will prefer to set it to be equal to 1. It
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will be always clear from the context which n-th Morava K-theory we use, i.e. with
Z(p)[vn, v

−1
n ]- or Z(p)-coefficients.

We follow [Ha78] and [Ra04]. There exists a universal p-typical formal group law
FBP over a ring BP . The latter ring is non-canonically isomorphic to the ring
Z(p)[v1, v2, . . .], and from now on we choose the isomorphism defined by Hazewinkel
(see [Ra04, Appendix 2]). The canonical morphism from FΩ over L(p) = L ⊗ Z(p) to
FBP over the ring Z(p)[v1, v2, . . .] defines a multiplicative projector on Ω∗

(p) := Ω∗⊗Z(p)

whose image is the Brown–Peterson cohomology BP ∗.
The logarithm of the formal group law of the Brown–Peterson theory equals

l(t) =
∑

i≥0

mit
pi,

where m0 = 1 and the remaining variables mi are related to vj following Hazewinkel as
follows:

mj =
1

p
·
(
vj +

j−1∑

i=1

miv
pi

j−i

)
,

see e.g. [Ra04, Appendix 2.2.1]. Let e(t) be the compositional inverse of l(t). Then
the Brown–Peterson formal group law is given by e(l(x) + l(y)). We remark that the
coefficients of the logarithm l(t) lie in Q[v1, v2, . . .], but the coefficient ring of BP ∗ is
BP = Z(p)[v1, v2, . . .]. Note also that deg vi = −(p

i − 1).
We define an n-th Morava K-theory K(n)∗ as a free theory with a pn-typical formal

group law F over Z(p)[vn, v
−1
n ] (or over Z(p)) such that the height of F modulo p is n (see

[S18c, Definition 3.9]). Thus, even for a fixed prime p and a fixed height n there exist
non-isomorphic n-th Morava K-theories (which are though isomorphic as presheaves of
abelian groups, see [S18c, Theorem 5.3]).
As in topology we denote by K(0)∗ the theory CH∗⊗Q (independently of a prime p).
In the classical construction of the n-th Morava formal group law one takes the BP

formal group law and sends all vj with j 6= n to zero. Modulo the ideal J generated by
p, xp

n

, yp
n

the formal group law for the n-th Morava K-theory equals then

FK(n)(x, y) = x+ y − vn

p−1∑

i=1

1

p

(
p

i

)
xip

n−1

y(p−i)pn−1

mod J

and the logarithm of the corresponding particular n-th Morava K-theory equals

logK(n)(t) =

∞∑

i=0

1

pi
v

pin−1
pn−1
n tp

in

.

More generally, every n-th Morava K-theory is obtained from BP ∗ by sending all vj
with n ∤j to zero, but vj with n|j are sent to some multiples of the corresponding powers
of vn (and the set of all thus obtained theories is independent of the choice of variables
vj).
For a variety X over F one has

K(n)∗(X) = Ω∗(X)⊗L Z(p)[vn, v
−1
n ],

and vn is a νn-element in the Lazard ring L.
We remark that classically in topology one considers the Morava K-theory with the

coefficient ring Fp[vn, v
−1
n ], but in the present article it is crucial that we consider an
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integral version. Note also that as was mentioned above two n-th Morava K-theories
are additively isomorphic, but are in general not multiplicatively isomorphic.
If n = 1, for a particular choice of K(1)∗ there exists a functorial (with respect to

pullbacks) isomorphism of algebras K(1)∗(X)/(v1 − 1) ≃ K0(X) ⊗ Z(p), which can
be obtained with the help of the Artin–Hasse exponent (for the latter see [Rob00,
Chapter 7, Section 2]).

4.7 (Euler characteristic). The Euler characteristic of a smooth projective irreducible
variety X with respect to an oriented cohomology theory A∗ (A∗-Euler characteristic)
is defined as the push-forward

πA
∗ (1X) ∈ A

∗(SpecF )

of the structural morphism π : X → SpecF . E.g., for A∗ = K0 ⊗ Z[v1, v
−1
1 ] with

push-forwards defined as in [LM07, Example 1.1.5] the Euler characteristic of X equals

vdimX
1 ·

∑
(−1)i dimH i(X,OX),

see [Ful98, Ch. 15]. If X is geometrically irreducible and geometrically cellular, then
this element equals vdimX

1 (see [Za10, Example 3.6]).
For the Morava K-theory K(n)∗ and a smooth projective irreducible variety X of

dimension d = pn− 1 the Euler characteristic modulo p equals the element vn ·u · sd for
some u ∈ F×

p , where sd is the Milnor number of X (see [LM07, Proposition 4.4.22(3)]).
In particular, it is invertible, if X is a νn-variety. If dimX is not divisible by pn−1, then
the Euler characteristic of X equals zero, since the target graded ring has non-trivial
components only in degrees divisible by pn − 1.

4.8 (Motives). For a theory A∗ we consider the category of A∗-motives over F , which
is defined in the same way as the category of Grothendieck’s Chow motives with CH∗

replaced by A∗ (see [Ma68], [EKM08]). Namely, the morphisms between two smooth
projective irreducible varieties X and Y over F are given by AdimY (X × Y ).
By T(l), l ≥ 0, we denote the Tate motives in the category of A∗-motives. They are

defined in the same way as the Tate motives in the category of Chow motives. Namely,
the A∗-motive of the projective line splits as a direct sum of the A∗-motive of SpecF ,
which we denote by T, and another motive, which we denote by T(1). Then T(l) is
defined as T(1)⊗l for l ≥ 0.

Definition 4.9. For an oriented cohomology theory A∗ and a motiveM in the category
of A∗-motives over F we say that M is split, if it is a finite direct sum of Tate motives
over F .

Note that this property depends on the theory A∗, i.e., there exist smooth projective
varieties whose motives are split for some oriented cohomology theories, but not for all
oriented cohomology theories. For example, it follows from Proposition 6.2 below that
the n-th Morava K-theory K(n)∗ for p = 2 of an anisotropic m-fold Pfister quadric
over F is split, if n < m − 1. On the other hand, the Chow motive of an anisotropic
Pfister quadric is never split.

4.10 (Rost nilpotence for oriented cohomology theories). Let A∗ be an oriented
cohomology theory and consider the category of A∗-motives over F . Let M be an
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A∗-motive over F . We say that the Rost nilpotence principle holds for M , if the kernel
of the restriction homomorphism

End(M)→ End(ME)

consists of nilpotent correspondences for all field extensions E/F .
By [CGM05, Section 8] Rost nilpotence holds for Chow motives of all twisted flag

varieties.
Rost nilpotence is a tool which allows to descend motivic decompositions over E to

motivic decompositions over the base field F . E.g., assume that Rost nilpotence holds
forM and that we are given a decompositionME ≃ ⊕Mi over E into a finite direct sum.
The motives M and Mi are defined as pairs (X, ρ) and (XE , ρi), where X is a smooth
projective variety over F , ρ ∈ A∗(X ×X) and ρi ∈ A

∗(XE ×XE) are some projectors.
Assume further that all ρi are defined over F , i.e. there exist ηi ∈ A

∗(X×X) such that
(ηi)E = ρi. We would like to modify ηi to make it a projector, while at the moment we
only know that the difference η◦2i − ηi is in the kernel of the map to A∗(XE ×XE) and,
thus, is nilpotent. In fact, considering a commutative subring of A∗(X ×X) generated
by ηi for a particular index i, one can show that some power of the element ηi is a
projector. It follows then that M ≃ ⊕Ni for some motives Ni over F , and the scalar
extension (Ni)E is isomorphic toMi for every i (for more details see [CGM05, Section 8],
[PSZ08, Section 2]).
Let M be a Chow motive. By [ViY07, Section 2] there is a unique lift of the motive

M to the category of Ω∗-motives and, since Ω∗ is the universal oriented cohomology
theory, there is a respective motive in the category of A∗-motives for every oriented
cohomology theory A∗. We denote this A∗-motive by MA.
By [GV18, Corollary 4.5] ifM = (X, π) is a direct summand of the Chow motive of a

twisted flag variety, then Rost nilpotence holds for MA for every oriented cohomology
theory obtained from Ω∗ by a change of coefficients.

4.11 (Generalized Riemann–Roch theorem). We follow [Vi14]. Let A∗ be a theory of
rational type, let B∗ be an oriented cohomology theory and let φ : A∗ → B∗ be an
operation (which does not necessarily preserve the grading and does not have to be
additive).
For a smooth variety Z over a field F and any c ≥ 0 denote by Gc

Z the composition

A∗(Z)→A∗(Z)[[zA1 , . . . , z
A
c ]]

φ
Z×(P∞)×c

−−−−−−→ B∗(Z)[[zB1 , . . . , z
B
c ]]

α 7→α · zA1 · · · z
A
c

where we have identified A∗(Z)[[zA1 , . . . , z
A
c ]] with A

∗(Z× (P∞)×c) and similarly for B∗,
i.e. zi is the first Chern class of the pullback along the projection of the canonical line
bundle O(1) over the i-th product component of (P∞)×c.
Note that by the so-called “continuity of operations” ([Vi14, Proposition 5.3]) for

every c and Z the series Gc
Z(1Z) is divisible by z

B
1 · · · z

B
c . We denote the quotient by F c

Z

and set F c = F c
pt(1) ∈ B[[zB1 , . . . , z

B
c ]] (we denote B = B∗(pt)). We write Gc

Z(α)|zBi =yi

when we plug in nilpotent elements yi ∈ B
∗(Z) in this series (similarly, for F c

Z and F c).
Finally, denote by ωB

t ∈ B[[t]]dt the canonical invariant 1-form of the formal group
law FB such that ωB(0) = dt (see [Vi12, Section 7.1]).
The following proposition is a particular case of a general form of Riemann–Roch

type theorems [Vi14, Theorem 5.19].



APPLICATIONS OF THE MORAVA K-THEORY TO ALGEBRAIC GROUPS 13

Proposition 4.12 (Vishik). Let X be a smooth variety over a field F . Let i : Z →֒ X
be a closed embedding of a smooth subvariety of codimension c. Let α ∈ A∗(Z) and
denote by µ1, . . . , µc the B-roots of the normal bundle NZ/X .
Let k ≥ 0 and let Li be line bundles over Z for 1 ≤ i ≤ k. Denote by xi = cA1 (Li),

yi = cB1 (Li) their first Chern classes.
Then

φ

(
i∗(α

k∏

i=1

xi)

)
= i∗Rest=0

Gc+k
Z (α)|zBi =t+Bµi,1≤i≤c, zBc+j=yj ,1≤j≤k

t ·
∏c

i=1(t+B µi)
ωB
t .

We will need only the following instance of this proposition.

Corollary 4.13. We have φ(i∗1Z) = i∗(π
∗(F c)|zB

i
=µi

), where

π∗ : B[[zB1 , . . . , z
B
c ]]→ B∗(Z)[[zB1 , . . . , z

B
c ]]

is induced by the pullback of the structure map π : Z → SpecF .
In particular, the right-hand side depends only on the action of operation φ on

products of projective spaces and the B-Chern classes of the normal bundle of Z.

Proof. Indeed, 1Z = π∗(1) and Gc
Z(π

∗(1)) = φ(π∗(1)zA1 · · · z
A
c ) = π∗(φ(zA1 · · · z

A
c )) =

π∗Gc
pt(1). It follows that F

c
Z(1Z) = π∗F c

pt(1) = π∗F c.
We can rewrite the formula in Proposition 4.12 as

φ(i∗1Z) = i∗Rest=0F
c
Z(1Z)|zi=t+Bµi

ωB
t

t

∏

i

t+B µi

t+B µi

.

Since ωB
t (0) = dt, we get the required formula. �

4.14 (Topological filtration on free theories). For a free theory A∗ and a smooth
variety X we define the topological filtration (sometimes referred to as a filtration by
codimension of support) as the kernel of the restriction maps to open subvarieties which
have a complement of codimension bounded below:

(4.15) τ iA∗(X) :=
⋃

U⊂X: codimX(X\U)≥i

Ker(A∗(X)→ A∗(U)).

Since the restriction maps commute with pullbacks, it is clear that τ iA∗ is a subpresheaf
of A∗.
We denote by Ã∗ := τ 1A∗ the subpresheaf consisting of all elements which

vanish in the generic points of varieties. Note that since A∗ is generically constant,
for every irreducible variety X we have a canonical splitting of abelian groups:
A∗(X) = A⊕ Ã∗(X), where A stands for A∗(SpecF ).
One shows using the localization axiom for free theories ([LM07, Theorem 3.2.7]) that

this definition is equivalent to the one given using images of push-forwards as in [LM07,
Section 4.5.2] (cf. [S18c, Proposition 1.17(1)] for a relation between the topological
filtration on Ω∗ and on free theories).
There exists a canonical surjective map of L-modules ρΩ : CHi⊗L → τ iΩ∗/τ i+1Ω∗

(see [LM07, Corollary 4.5.8]), and we denote by ρA : CHi⊗LA→ τ iA∗/τ i+1A∗ the map
of A-modules obtained by the change of coefficients of ρΩ from L to A.
Besides, we denote griτ Ã

j := τ iÃj/τ i+1Ãj, where τ iÃj is defined as in formula (4.15)
with A∗ replaced by Ãj .
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5. Gamma filtration on Morava K-theories

5.1 (Operations from Morava K-theories). In article [S18c] the first author classified all
operations from the n-th Morava K-theory to the so called pn-typical oriented theories
whose coefficient ring is a free Z(p)-module.
We will exploit these operations only when the target theory is either the n-th

Morava K-theory itself or the Chow theory with p-local coefficients. There exist certain
generators of the algebra of all operations constructed in [S18c] which in these cases

are denoted by c
K(n)
i and cCH

i respectively, and we summarize their properties in this
section.
In this section we consider MoravaK-theories with Z(p)-coefficients, i.e. we set vn = 1.

This agrees with [S18a, S18c]. This reduction to Z(p)-coefficients does not break the
grading completely. Namely, one can show the following proposition.

Proposition 5.2 ([S18a, Proposition 4.1.5] & [S18c, Proposition 3.15]).

(1) Morava K-theories K(n)∗ are Z/(pn − 1)-graded as presheaves of rings.
(2) The grading is compatible with push-forwards, i.e. for a projective morphism

f : X → Y of codimension c the push-forward map increases the grading in
Morava K-theories by c: f∗ : K(n)i(X)→ K(n)i+c(Y ).
In particular, the first Chern class of any line bundle L over a smooth variety
X lies in K(n)1(X).

(3) The topological filtration on the graded component of the n-th Morava K-theory
changes only every pn − 1 steps, i.e. we have

τ j+s(pn−1)+1K̃(n)j = τ j+s(pn−1)+2K̃(n)j = . . . = τ j+(s+1)(pn−1)K̃(n)j,

where j ∈ [1, pn − 1], s ≥ 0.

In particular, grjτ K̃(n)∗ = K̃(n)j/τ j+pn−1K̃(n)j for j : 1 ≤ j ≤ pn − 1.

We denote the graded components of K(n)∗ as K(n)1, K(n)2, . . ., K(n)p
n−1 and

freely use the notation K(n)i, K(n)i mod pn−1, K(n)i+r(pn−1) to denote the component
K(n)j where j ≡ i mod pn − 1, 1 ≤ j ≤ pn − 1.

Theorem 5.3 ([S18a, Theorem 4.2.1], [S18c, Theorem 3.16]). There exist operations

c
K(n)
i : K(n)i mod pn−1 → K(n)i mod pn−1 and cCH

i : K(n)i → CHi⊗Z(p) for i ∈ Z>0

satisfying the following properties (we omit the index K(n) resp. CH in the notation of
ci, since the index is always clear from the context):

(1) For any smooth variety X and for every pair of elements x, y ∈ K(n)∗(X) the
modified Cartan’s formula holds:

ctot(x+ y) = FK(n)(ctot(x), ctot(y)),

where FK(n) is the formal group law for the Morava K-theory, ctot =
∑

i≥1 cit
i, t

is a formal variable and we naturally consider each operation cj to be defined on
the whole group K(n)∗ via the composition with the natural projection to K(n)j.
The equality takes place in K(n)∗(X)⊗Z(p)

Z(p)[[t]] or CH∗(X)⊗ Z(p)[[t]].

(2) Every operation from the presheaf K̃(n)∗ to the corresponding target theory can
be uniquely expressed as a formal power series in ci’s with Z(p)-coefficients.
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5.4 (The gamma filtration). The above operations from the n-th Morava K-theory to
itself allow to define the gamma filtration verbatim as for the K-theory. We recall first
the classical picture, since the situation with Morava K-theories is very similar.
Recall that for K0 the Chern classes ci : K

0 → CHi can be restricted to additive
maps

ci : gr
i
τK

0 → CHi,

where griτK
0 stand for the graded components of the topological filtration τ • on K0.

There is also a canonical map (ρK0)i : CHi → griτK
0 which sends a cycle Z to the class

of the coherent sheaf [OZ ]. The compositions (ρK0)i ◦ ci, ci ◦ (ρK0)i are multiplications
by (−1)i−1(i− 1)!. In particular, ci is surjective if one inverts (i− 1)!.
The gamma filtration γ• for K0 is an approximation of the topological filtration. One

has γi ⊂ τ i for all i, and γi = τ i for i ≤ 2. Moreover, the induced map

griγK
0 → griτK

0 ci−→ CHi

is surjective for i ≤ 2.
A similar picture holds for the Morava K-theories. The canonical additive map

(ρK(n))i : CHi⊗Z(p) → τ iK(n)∗/τ i+1K(n)∗

is defined using [LM07, Corollary 4.5.8]. It is possible to calculate the compositions
(ρK(n))i ◦ c

CH
i , cCH

i ◦ (ρK(n))i, and they turn out to be isomorphisms in a bigger range
compared to K0.

Proposition 5.5 ([S18c, Proposition 6.2]). The canonical map

(ρK(n))i : CHi⊗Z(p) → τ iK(n)∗/τ i+1K(n)∗

is an isomorphism for 0 ≤ i ≤ pn, and the map cCH
i is its inverse for 1 ≤ i ≤ pn.

In general, it is hard to calculate the topological filtration for K(n)∗(X) even if X
is a geometrically cellular variety and K(n)∗-motive of X is split. The problem is
that the topological filtration is not strictly respected by the base change restrictions
like K(n)∗(X) → K(n)∗(X). The gamma filtration which we will now describe is a
computable approximation to the topological filtration which lacks such “handicap”.

Definition 5.6 ([S18c, Definition 6.1]). Define the gamma filtration on K(n)∗ of a
smooth variety X by the following formulas:

γ0K(n)∗(X) = K(n)∗(X),

γmK(n)∗(X) := 〈c
K(n)
i1

(α1) · · · c
K(n)
ik

(αk) |
∑

j

ij ≥ m, ij ≥ 1, k ≥ 1, αj ∈ K(n)∗(X)〉,

where the 〈 , 〉-brackets denote the generation as Z(p)-modules and m ≥ 1.

It is clear from the definition that γmK(n)∗ is an ideal subpresheaf of K(n)∗.

Theorem 5.7 ([S18c, Proposition 6.2]). The gamma filtration and the topological
filtration satisfy the following properties:

i) γi ⊂ τ i for all i;
ii) cCH

i |τ i+1K(n)∗ = 0, cCH
i |γi+1K(n)∗ = 0;
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iii) the operation cCH
i is additive when restricted to τ iK(n)∗ or γiK(n)∗ and the map

cCH
i ⊗ idQ : gr

i
γK(n)∗ ⊗Z(p)

Q→ CHi⊗Q

is an isomorphism;
iv) cCH

i induces an additive isomorphism between griτK(n)∗ and CHi⊗Z(p) for
1 ≤ i ≤ pn;

v) cCH
i restricted to γiK(n)∗ is surjective for 1 ≤ i ≤ pn;

vi) griγK(n)∗ = griγK(n)i mod pn−1.

In section 8 we will use the Riemann–Roch formula (Proposition 4.12, Corollary 4.13)
to perform computations with the gamma filtration. Let us sketch how it applies.
We follow the notation of Section 4.11. Let φ : A∗ → B∗ be an operation, let X be a

smooth variety, and let i : Z →֒ X be its smooth closed subvariety of codimension c.
It follows from the Riemann–Roch formula that the value φ(i∗1Z) is equal to b · 1Z

modulo (c + 1)-st part of the topological filtration, where b ∈ B is the coefficient of
zB1 · · · z

B
c in the series φ(zA1 · · · z

A
c ). The following technical statements describe this

coefficient for some operations for the Morava K-theory.

Proposition 5.8 ([S18c, Proposition 6.11]). Let c
K(n)
pn be the respective operation from

K(n)1 to γp
n

K(n)1.
Denote by ej, j ≥ 0, the coefficient of the monomial z1 · · · z1+j(pn−1) in the series

c
K(n)
pn (z1 · · · z1+j(pn−1)) ∈ K(n)1((P∞)×1+j(pn−1)).

Then for all primes p and for all j ≥ 1 we have ej ∈ Z×
(p).

Proposition 5.9 ([S18c, Proposition 6.13] for p = 2). Let j ≥ 0.

There exist operations χ, ψ : K(n)1 → γ2
n+1−1K(n)1 which satisfy the following.

Denote by gj, fj ∈ Z(2), the coefficients of the monomial z1 · · · z1+j(2n−1) in the series

χ(z1 · · · z1+j(2n−1)), ψ(z1 · · · z1+j(2n−1)) ∈ K(n)1((P∞)×1+j(2n−1)), respectively. Then

1) we have gj = fj = 0 for j = 0, 1.

Let j ≥ 2.

2) We have gj ∈ 2tjZ×
(2) where tj = ν2(j − 1) + 2 if j is odd, and tj = 1 if j is even.

Here ν2 denotes the 2-adic valuation on integers.
3) We have fj ∈ 22

n

Z×
(2).

6. Some computations of the Morava K-theory

Definition 6.1. Let m ≥ 2 and let α ∈ Hm
et (F, µ

⊗m
p ) be a non-zero pure symbol. A

motive Rm = (X, π) in the category of Chow motives with Z(p)-coefficients is called the
(generalized) Rost motive for α, if it is indecomposable, splits as a sum of Tate motives
over F (X) and for every field extension K/F the following conditions are equivalent:

(1) (Rm)K is decomposable;

(2) (Rm)K ≃
⊕p−1

i=0 Z(p)(b · i) with b =
pm−1−1

p−1
;

(3) αK = 0 ∈ Hm
et (K,µ

⊗m
p ).

The fields K from this definition are called splitting fields of Rm.
The Rost motives were constructed by Rost and Voevodsky (see [Ro07], [Vo11]).

Namely, for all pure symbols α there exists a smooth geometrically irreducible projective
νm−1-variety X (depending on α) over F such that the Chow motive of X has a direct
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summand isomorphic to Rm and for every field extension K/F the motive (Rm)K is
decomposable iff XK has a 0-cycle of degree coprime to p. The variety X is called a
norm variety of α. Moreover, it follows from [Y12, Lemma 9.2] that for a given α the
respective Rost motive is unique.
E.g., if p = 2 and α = (a1) ∪ . . . ∪ (am) with ai ∈ F×, then one can take for

X the projective quadric given by the equation 〈〈a1, . . . , am−1〉〉 ⊥ 〈−am〉 = 0, where
〈〈a1, . . . , am−1〉〉 denotes the Pfister form. (We use the standard notation from the
quadratic form theory as in [KMRT] and [EKM08].)
As in Section 4.10 using [ViY07, Section 2] one finds a unique lift of the Rost motive

Rm to the category of A∗-motives for every oriented cohomology theory A∗. We will
denote this A∗-motive by the same letter Rm, since A

∗ will be always clear from the
context. Recall that by T(l), l ≥ 0, we denote the Tate motives in the category of
A∗-motives. If A∗ = CH∗⊗Z(p), we keep the usual notation T(l) = Z(p)(l).
Moreover, it follows from [GV18, Lemma 4.2] that Rost nilpotence holds for Rm with

respect to every free theory A∗, since Rm splits over the residue fields of all points of
X .

Proposition 6.2. Let p be a prime number, let n ≥ 0 and m ≥ 2 be integers and

b = pm−1−1
p−1

. For a non-zero pure symbol α ∈ Hm
et
(F, µ⊗m

p ) consider the respective Rost

motive Rm. Then

(1) If n < m−1, then the K(n)∗-motive Rm is a sum of p Tate motives ⊕p−1
i=0T(b · i).

(2) If n = m− 1, then the K(n)∗-motive Rm is a sum of the Tate motive T and an
indecomposable motive L such that

(6.3) K(n)∗(L) ≃ (Z
⊕(p−1)
(p) ⊕ (Z/p)⊕(m−2)(p−1))⊗ Z(p)[vn, v

−1
n ].

For a field extension K/F the motive LK is isomorphic to a direct sum of Tate
motives iff the symbol αK = 0. If p > 2, then this is additionally equivalent to
the condition that the motive LK is decomposable.

(3) If n > m − 1, then the K(n)∗-motive Rm is indecomposable and K(n)∗(Rm) is
isomorphic to the group

(6.4) CH∗(Rm)⊗ Z(p)[vn, v
−1
n ] ≃ (Z⊕p

(p) ⊕ (Z/p)⊕(m−2)(p−1))⊗ Z(p)[vn, v
−1
n ].

For a field extension K/F the motive (Rm)K is decomposable iff αK = 0. In
this case (Rm)K is a sum of p Tate motives.

Proof. Let X be a norm variety of dimension pm−1 − 1 for α. Denote by Rm the scalar
extension of Rm to its splitting field. By [Y12, Theorem 10.6] (cf. [ViY07, Theorem 3.5,
Proposition 4.4]) the restriction map for the Brown–Peterson theory BP ∗

(6.5) res : BP ∗(Rm)→ BP ∗(Rm) = BP⊕p

is injective, and the image equals

(6.6) BP ∗(Rm) ≃ BP ⊕ I(m− 1)⊕(p−1),

where I(m− 1) is the ideal in the ring BP = Z(p)[v1, v2, . . .] generated by the elements
{v0, v1, . . . , vm−2} where v0 = p. We remark that the article [Y12, Theorem 10.6]
deals with the bigraded version of the Brown–Peterson cohomology theory ABP ∗,∗′.
Nevertheless, due to Levine’s comparison result [L09] Yagita identifies ABP 2∗,∗ with
BP ∗.
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The projectors for the motive Rm lie in the group K(n)p
m−1−1(Rm ⊗ Rm), and

by [LM07, Theorem 4.4.7] the elements of K(n)p
m−1−1(Rm ⊗ Rm) are Z(p)-linear

combinations of elements of the form

(6.7) vsn · [Y → X ×X ], s ∈ Z,

where Y is a resolution of singularities of a closed irreducible subvariety of X ×X , and
−s(pn − 1) + codimY = pm−1 − 1.
(1) Assume first that n < m− 1. Since the ideal I(m− 1) contains vn for n < m− 1

and vn is invertible in K(n), we immediately get that all elements in K(n)∗(Rm) are
rational, i.e., are defined over the base field.
Therefore, since the motive Rm is geometrically split, all elements in K(n)∗(Rm⊗Rm)

are rational, and hence by Rost nilpotence for Rm this gives the first statement of the
proposition.
(3) Let n > m − 1. First of all, taking the tensor product − ⊗BP (Spec F ) K(n) with

formula (6.5) and using (6.6) one immediately gets formula (6.4) for K(n)∗(Rm) and
CH∗(Rm).
We have dimX = pm−1 − 1 < pn − 1 = − deg vn.
Since every projector in K(n)p

m−1−1(Rm ⊗Rm) is a linear combination of elements
of the form (6.7) and dim(X×X) = 2(pm−1−1), we must have s = 0 in all summands.

Therefore, every projector ρ inK(n)p
m−1−1(Rm⊗Rm) comes from the connective Morava

K-theory CK(n)∗ (the connective Morava K-theory is a free oriented cohomology
theory with the same formal group law as the Morava K-theory, but with the coefficient
ring Z(p)[vn]). Thus, we have the following commutative diagram

CK(n)∗(Rm ⊗ Rm) //

��

CK(n)∗(Rm ⊗ Rm)� _

��

K(n)∗(Rm ⊗Rm) // K(n)∗(Rm ⊗Rm)

and the rational projector ρ̄ comes from some rational projector τ̄ ∈ CK(n)∗(Rm⊗Rm).
Note that the right vertical arrow is injective, since Rm is a direct sum of Tate motives.
By [ViY07, Section 2] the CK(n)∗-motive Rm is indecomposable, since so is the

respective Chow motive. Therefore τ̄ is either zero or the identity projector. Therefore,
so is ρ̄ and, hence, by Rost nilpotence for Rm so is the projector ρ. Therefore, the
K(n)∗-motive Rm is indecomposable.
(2) Assume now that n = m−1. Since theK(n)∗-Euler characteristic ofX equals u·vn

for some u ∈ Z×
(p) (see Section 4.7), the element v−1

n · u
−1(1× 1) ∈ K(n)∗(Rm ⊗ Rm) is

a projector defining the Tate motive T where 1 × 1 ∈ K(n)0(X × X). Note that this
projector lies in K(n)∗(Rm ⊗ Rm), since this is true over a splitting field of Rm and
since 1× 1 is a rational element. Thus, we get the decomposition Rm ≃ T⊕L for some
motive L.
Taking the tensor product −⊗BP (Spec F )K(n) with formula (6.5) and using (6.6) one

immediately gets formula (6.3) for K(n)∗(L).
We claim now that L is indecomposable. If p = 2, then this is clear, since in this

case L over a splitting field of Rm is a Tate motive. So, we assume that p > 2.
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We have dimX = pm−1 − 1 = pn − 1. Since every projector in K(n)p
n−1(Rm ⊗ Rm)

is a linear combination of elements of the form (6.7) and dim(X ×X) = 2(pn − 1), we
must have s = 0, 1 or −1 in all summands.
If a projector contains a summand with s = −1, then by dimensional reasons this

summand is up to a scalar of the form v−1
n (1×1). Subtracting this summand we obtain

a rational element, say σ̄, in K(n)p
n−1(Rm⊗Rm) which comes from a rational element

in CK(n)p
n−1(Rm ⊗ Rm). To prove indecomposability of L it is sufficient to prove its

indecomposability modulo p.
We denote by Ch∗ the Chow theory modulo p. The Chow motive Rm is a direct sum of

Tate motives with pairwise distinct twists, the Chow motive Rm is indecomposable over
F and some power of any rational cycle in End(Rm) is a rational projector. Therefore,
one can see that the only rational cycles in Chpn−1(Rm ⊗ Rm) are scalar multiples of
the diagonal.
Thus, by dimensional reasons σ̄ is of the form a∆Rm

+ bvn(pt×pt), where a, b ∈ Z/p,

∆Rm
is the diagonal of Rm and pt× pt is the class of a rational point on X ×X.

Therefore, the original rational projector in K(n)∗(Rm⊗Rm) is modulo p of the form

a∆Rm
+ bvn(pt× pt) + cv−1

n (1× 1)

for some c ∈ Z/p. Composing this elements with itself and using that

(pt× pt) ◦ (1× 1) = 1× pt,

(1× 1) ◦ (pt× pt) = pt× 1,

(pt× pt) ◦ (pt× pt) = 0,

(1× 1) ◦ (1× 1) = u · vn(1× 1),

we obtain that this element is a projector only if (a, b, c) = (0, 0, 0) (the
trivial projector), (a, b, c) = (1, 0, 0) (the diagonal), (a, b, c) = (0, 0, u−1) (the
projector v−1

n · u
−1(1× 1)), or (a, b, c) = (1, 0,−u−1) (the complementary projector

∆Rm
− v−1

n · u
−1(1× 1)). Thus, the motive L is indecomposable. �

Remark 6.8. Recall that some generalized Rost motives appear as direct summands
of motives of some twisted flag varieties (e.g. Pfister quadrics for p = 2 or varieties of
type F4 for (m, p) = (3, 3) or (5, 2) or of type E8 for (m, p) = (3, 5); see [Ro07], [NSZ09],
[Mac09], [PSZ08, Section 7]). The above proposition demonstrates a difference between
K0 and the Morava K(n)-theory, when n > 1. By [Pa94] K0 of all twisted flag varieties
is Z-torsion-free. This is not the case for K(n)∗, n > 1.
Moreover, the same arguments as in the proof of the proposition show that the

connective K-theory CK(1)∗ (see [Cai08]) of Rost motives Rm for m > 2 contains
non-trivial Z-torsion.

Remark 6.9. The same proof shows that the Johnson–Wilson theory E(n)∗ of the Rost
motive Rm is split, if n < m − 1. By definition, the coefficient ring of the Johnson–
Wilson theory E(n)∗ equals Z(p)[v1, . . . , vn][v

−1
n ].

Remark 6.10. The Chow groups of the Rost motives are known; see [Ro90,
Theorem 5], [KM02, Theorem 8.1], [KM13, Theorem RM.10], [Y12, Corollary 10.8],
[Vi07, Section 4.1].

The proof of the following proposition is close to [A12, Section 8].
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Proposition 6.11. Let A∗ be an oriented generically constant cohomology theory in the
sense of Levine–Morel satisfying the localization axiom. Let Z be a smooth variety over
a field F . Assume that there exists a smooth projective variety Y with invertible Euler
characteristic with respect to A∗ and such that for every point y ∈ Y (not necessarily
closed) the natural pullback

A∗(F (y))→ A∗(ZF (y))

is an isomorphism.
Then the pullback of the structural morphism Z

π
−→ SpecF induces an isomorphism

A∗(F )
∼
−→ A∗(Z).

Before proving this proposition we prove the following lemma.

Lemma 6.12. Let X be a variety over F , let Z be a smooth variety over F and let A∗

be as in Proposition 6.11. Assume that the natural pullback A∗(F (x)) → A∗(ZF (x)) is
an isomorphism for every point x ∈ X. Then the pullback A∗(X)→ A∗(Z ×X) of the
projection is surjective.

Proof. We use the Borel–Moore homology theory associated with A∗ as explained in
Section 4.3.
Let X1, . . . , Xl be the irreducible components of X with generic points x1, . . . , xl. We

have the following commutative diagram

⊕l
i=1 colim

X′⊂Xi

A∗(X
′) //

��

A∗(X) //

��

⊕l
i=1A∗(F (xi)) //

��

0

⊕l
i=1 colim

X′⊂Xi

A∗(Z ×X
′) // A∗(Z ×X) //

⊕l
i=1A∗(ZF (xi))

// 0

where the vertical arrows are pullbacks of the respective projections, the colimits are
taken over all closed codimension ≥ 1 subvarieties of irreducible components of X , and
the rows are exact by the localization property.
By the assumptions the right vertical arrow is an isomorphism. Note that every closed

subvariety X ′ of X satisfies the assumption of the lemma. Therefore, we can argue by
induction on the dimension of varieties X ′ that the left vertical arrow is surjective. It
follows by a diagram chase that the middle vertical arrow is surjective as well. �

Proof of Proposition 6.11. We omit gradings in the proof.
Let a : Y → SpecF be the structural morphism, let b : Z×Y → Y and c : Z×Y → Z

be the projections. Consider now the following commutative diagram:

A(F )

≃

��

a∗

##●
●●

●●
●●

●●

π∗
// A(Z)

c∗
yyss
ss
ss
ss
ss

≃

��

A(Y )
b∗

//

a∗
{{✇✇
✇✇
✇✇
✇✇
✇

A(Z × Y )
c∗

%%❑
❑❑

❑❑
❑❑

❑❑
❑

A(F )
π∗

// A(Z)
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By Lemma 6.12 applied to the variety Y the homomorphism b∗ is surjective. The left
and the right vertical arrows are isomorphisms, since they are multiplications by the
A∗-Euler characteristic of Y which is invertible.
Therefore, by a diagram chase the bottom horizontal arrow is surjective. But A(F )

is a direct summand of A(Z) because the theory A∗ is generically constant. Therefore,
the bottom arrow is an isomorphism. �

Let (a1) ∪ . . . ∪ (am) ∈ Hm
et (F,Z/2) be a pure symbol, ai ∈ F×. The quadratic

form q = 〈〈a1, . . . , am−1〉〉 ⊥ 〈−am〉 is called a norm form and the respective projective
quadric given by q = 0 is called a (projective) norm quadric. The respective affine norm
quadric is an open subvariety of the projective norm quadric given by the equation

〈〈a1, . . . , am−1〉〉 = am,

i.e. setting the last coordinate to 1.

Corollary 6.13. Let 0 ≤ n < m− 1 and set p = 2. Consider the affine norm quadric
Xaff of dimension 2m−1 − 1 corresponding to a pure symbol in Hm

et
(F,Z/2). Then the

pullback of the structural morphism Xaff π
−→ SpecF induces an isomorphism

K(n)∗(Xaff) = K(n)∗(F ).

Proof. Let α := (a1) ∪ . . . ∪ (am) ∈ Hm
et (F,Z/2) be our pure symbol, ai ∈ F×, q the

norm form for α, and Q the respective projective norm quadric given by q = 0. Let Y
be the projective norm quadric of dimension 2n − 1 corresponding to the subsymbol

(a1) ∪ . . . ∪ (an+1) ∈ H
n+1
et (F,Z/2).

We need to check the conditions of Proposition 6.11. By the choice of Y it is a
νn-variety (see e.g. [Sem16, Section 2]). Therefore, by Section 4.7 its K(n)∗-Euler
characteristic is invertible.
Moreover, the quadratic form q is split completely over F (y) for any point y of

Y . In particular, Xaff
F (y) is a split odd-dimensional affine quadric. The complement

Q′ := Q\Xaff is the projective Pfister quadric 〈〈a1, . . . , am−1〉〉 = 0 of dimension 2m−1−2,
and both Q and Q′ are split over F (y).
LetW be a split affine quadric of odd dimension 2k−1 ≥ 1. Then it is well known that

W is given by the equation
∑k

i=1 xiyi = 1 in the affine space Ak×Ak, and the projection
W → Ak \ {0}, (x, y) 7→ y, is a rank (k − 1) affine bundle over Ak \ {0}. Therefore,
by homotopy invariance K(n)∗(Xaff

F (y)) = K(n)∗(W ) = K(n)∗(Ak \ {0}) = K(n)∗(F (y))

with k = 2m−2. We are done. �

Remark 6.14. In the proof of Corollary 6.13 the motive of W in the category DM
of Voevodsky (see [MVW, Lecture 14]) is isomorphic by homotopy invariance to the
motive of Ak \ {0}. The Gysin exact triangle [MVW, 14.5.5] immediately implies that
the motive of Ak \ {0} is isomorphic to Z ⊕ Z(k)[2k − 1]. In particular, the motive of
Xaff in the category DM of motives of Voevodsky is not a Tate motive even if the base
field is algebraically closed.

Let now B be a central simple F -algebra of a prime degree p and c ∈ F×. Consider
the Merkurjev–Suslin variety

MS(B, c) = {α ∈ B | Nrd(α) = c},

where Nrd stands for the reduced norm on B.
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Corollary 6.15. In the above notation the structural morphism induces an
isomorphism

A∗(MS(B, c)) ≃ A∗(F ),

when A is Grothendieck’s K0 or the first Morava K-theory with respect to the prime p.

Proof. Let Y = SB(B) denote the Severi–Brauer variety of B. We need to check the
conditions of Proposition 6.11. The variety Y is a geometrically cellular ν1-variety (see
[Me03, Section 7.2]). Thus, by Section 4.7 its A∗-Euler characteristic is invertible.
Over a point y ∈ Y the variety MS(B, c) is isomorphic to SLp, since MS(B, c)

over F (y) is an SLp-torsor over F (y) and H1
et(F (y), SLp) is trivial. Since GLp is an

open subvariety in Ap2, by the localization sequence Ω∗(GLp) = L. Moreover, GLp is
isomorphic as a variety (not as a group scheme) to SLp×Gm with the isomorphism
sending a matrix α to the pair (β, detα) where β is obtained from α by dividing its
first row by detα. The composite morphism

SLp →֒ GLp
≃
−→ SLp×Gm → SLp,

where the first morphism is the natural embedding and the last morphism is the
projection, is the identity. Taking pullbacks in this sequence, one gets that Ω∗(SLp) = L
and, hence, A∗(SLp) = A∗(F (y)) for A∗ as in the statement of the present corollary.
We are done. �

Let J be an Albert algebra over F (see [KMRT, Chapter IX]) and NJ denote the
cubic norm form on J . For d ∈ F× consider the variety

Z = {α ∈ J | NJ(α) = d}.

The group G of isometries of NJ is a group of type 1E6 and it acts on Z geometrically
transitively. Note also that Z is in general anisotropic.

Corollary 6.16. In the above notation the natural map K0(F ) → K0(Z) is an
isomorphism.

Proof. Let Y be the variety of Borel subgroups of the group G. We need to check the
conditions of Proposition 6.11. The K0-Euler characteristic of Y is invertible, since Y
is geometrically cellular.
Let y ∈ Y be a point. Then G splits over F (y), the variety Z has a rational point

over F (y) and its stabilizer is the split group of type F4, i.e., Z is isomorphic to E6/F4

over F (y), where E6 and F4 stand for the split groups of the respective Dynkin types.
Finally, by [Ya16, Theorem 2] K0(E6/F4) ≃ K0(F (y)). We are done. �

Remark 6.17. In [Ya16] Yakerson computes the whole higher K-theory of twisted
forms of E6/F4 by means of cocycles from Z1(F,F4). Note that such twisted forms are
isotropic.

Consider the Witt-ring of the field F and denote by I its fundamental ideal.

Proposition 6.18. Let m ≥ 2 and set p = 2. A non-degenerate even-dimensional
quadratic form q belongs to Im iff the K(n)∗-motive of the respective projective quadric
is split for all 0 ≤ n < m− 1.

Remark 6.19. Note that by Proposition 7.10 below the K(m − 2)∗-motive of the
respective quadric splits iff its K(n)∗-motive is split for all 0 ≤ n < m− 1. We do not
use this in the proof of Proposition 6.18.
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Proof of Proposition 6.18. Note that the statement of the proposition is clear form = 2,
since K(0)∗ is defined as CH⊗Q and I2 consists of all non-degenerate even-dimensional
quadratic forms with trivial discriminant. Therefore, q belongs to I2 iff the K(0)∗-
motive of the respective projective quadric is split. So, we assume that m > 2. It is
also clear that it suffices to proof the proposition for 0 < n < m− 1.
Assume that q does not belong to Im. Let 1 ≤ s < m be the maximal integer with

q ∈ Is, and assume that the K(s − 1)∗-motive of the respective quadric is split. If
s = 1, then as was mentioned above its K(0)∗-motive is not split. So, we can assume
that s > 1.
By [OVV07, Theorem 2.10] there exists a field extension K of F such that the

anisotropic part of qK is similar to an anisotropic s-fold Pfister form, say q′. Thus, qK
is isomorphic to an orthogonal sum of q′ (up to a scalar multiple) and a hyperbolic
form. Let Q and Q′ be the projective quadrics over K associated with qK and q′ resp.
By [Ro98, Proposition 2] the Chow motive of Q is isomorphic to a sum of Tate motives
and a Tate twist of the motive of Q′. Therefore, by Vishik–Yagita [ViY07, Section 2]
the same decomposition holds for the cobordism motives and, hence, for the Morava
motives. But by Proposition 6.2 the K(s − 1)∗-motive of Q′ and, hence, of Q is not
split. Contradiction.
Conversely, assume that q belongs to Im and let Q be the respective projective

quadric. Let 1 ≤ n < m − 1. Then we can present q as a finite sum of (up to
proportionality) m-fold Pfister forms. We prove our statement using induction on the
length of such a presentation in the Witt-ring. If the length is zero, i.e., if q is a split
form, then the K(n)∗-motive of Q is split for all n.
Let α be anm-fold Pfister form in the decomposition of q. Let Xaff be the affine norm

quadric of dimension 2n+1 − 1 corresponding to a subsymbol of α from Hn+2
et (F,Z/2)

(note that n + 2 ≤ m). Then the length of q over F (Xaff) is strictly smaller than the
length of q over F .
Applying Lemma 6.12 to the varieties X = Q × Q and Z = Xaff and using

Corollary 6.13 we obtain that the pullback of the natural projection

K(n)∗(Q×Q)→ K(n)∗(Xaff ×Q×Q)

is surjective.
But by the localization sequence

K(n)∗(Xaff ×Q×Q)→ K(n)∗((Q×Q)F (Xaff ))

is surjective. By the induction hypothesis on the length of q, the restriction
homomorphism

K(n)∗((Q×Q)F (Xaff ))→ K(n)∗((Q×Q)F̃ )

to a splitting field F̃ of QF (Xaff ) is surjective. Therefore, the restriction homomorphism

K(n)∗(Q×Q)→ K(n)∗((Q×Q)F̃ )

is surjective. In particular, since the projectors for the Morava motive of Q lie in
K(n)∗(Q × Q), it follows from Rost nilpotence that the K(n)∗-motive of Q over F is
split. �

Remark 6.20. The same statement with a similar proof holds for the variety of totally
isotropic subspaces of dimension k for all 1 ≤ k ≤ (dim q)/2. Note that in the case of
a Pfister form, the motive of such a variety is still a direct sum of Rost motives.
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The same proof also shows the following proposition.

Proposition 6.21. If q ∈ Im for some m ≥ 2 and q′ = q ⊥ 〈c〉 for some c ∈ F×, then
the K(n)∗-motive of the respective projective quadric q′ = 0 is split for all 0 ≤ n < m−1.
Conversely, if q′ is an odd-dimensional quadratic form such that the K(n)∗-motive

of the respective projective quadric q′ = 0 is split for some n ≥ 0, then in the Witt ring
q′ = q ⊥ 〈c〉 for some q ∈ In+2 and c ∈ F×.

Proof. The proof is almost verbatim as of Proposition 6.18. For the reader’s convenience
we sketch the proof of the second part of the proposition.
Set q = q′ ⊥ 〈−disc(q′)〉 in the Witt ring. Then q ∈ In+2. Indeed, otherwise as in

the proof of Proposition 6.18 over some field extension K of F the anisotropic part of
the form qK will be similar to an anisotropic s-fold Pfister form with 2 ≤ s < n + 2.
Then the motive of the respective Pfister quadric is a direct sum of Tate twists of Rost
motives Rs. But by Proposition 6.2 the K(n)∗-motive Rs is not split. Besides, it follows
from [Ro98, Theorem 17] that the motive of the quadric q′ = 0 contains over K a Tate
twist of Rs. Hence, the K(n)∗-motive of the projective quadric q′ = 0 is not split over
K and, hence, is not split over F . �

7. K(n)-split varieties and p-torsion in Chow groups

In this section we obtain several general results concerning Morava K-theories. First,
with the help of the Landweber–Novikov operations we prove that if a projective
homogeneous variety is split with respect to K(n)∗, then it is split with respect to
K(m)∗ for m : 1 ≤ m ≤ n (Corollary 7.11). Recall that by results of [ViY07] if the
motive of a smooth projective variety X is split with respect to the Chow theory, then
it is split for every oriented theory.
Thus, to prove the non-splitting of the p-local Chow motive of a projective

homogeneous variety one could consecutively check the splitting of the Morava motives
MK(1), MK(2), etc. If one of these motives is non-split, then the p-local Chow motive
is non-split as well. Conversely, if all Morava motives are split, then the p-local Chow
motive is split as well. In fact, by Corollary 7.12 below it suffices to consider the n-th
Morava K-theory such that pn is greater than or equal to the dimension of the variety.
In this sense one could interpret CH∗⊗Z(p) as a Morava K-theory of an infinite height.
Secondly, we investigate properties of smooth projective geometrically cellular

varieties X for which the pullback restriction map K(n)∗(X) → K(n)∗(X) is an
isomorphism. Using symmetric operations we show in Theorem 7.19 that CHi(X)
has no p-torsion for such varieties where i ≤ pn−1

p−1
. Finally, in Theorem 7.23 we use

the gamma filtration on K(n)∗ to prove finiteness of p-torsion in Chow groups of such
varieties in codimensions up to pn.

7.1 (Landweber–Novikov operations and split K(n)∗-motives). As was mentioned in
Section 4.4 every formal group law (R,FR) yields a free theory Ω∗⊗LR. It is natural to
ask about relationships between free theories corresponding to isomorphic formal group
laws. For simplicity, taking an isomorphism between formal group laws (R,FR) and
(R,F ′

R) which is the identity on R (i.e., it is a change of the “parameter” of the formal
group law), one obtains an isomorphism of the presheaves of rings of corresponding
free theories. Moreover, a considerable part of such isomorphisms can be obtained via
the specialization of the total Landweber–Novikov operations on the level of algebraic
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cobordism. These operations put severe constraints on the structure of the algebraic
cobordism as an L-module, and we will use this in the study of the Morava K-theories
of K(n)∗-split varieties.
Recall that there exists a graded Hopf algebroid (L,LB) which represents the formal

group laws and strict isomorphisms between them (see e.g. [Ra04, Appendix 1.1.1,
Appendix 2.1.16]), where LB = L[b1, b2, . . .]. The total Landweber–Novikov operation

Stot
L−N : Ω∗ → Ω∗ ⊗L LB

is a multiplicative operation which in some sense corresponds to the universal strict
isomorphism of formal group laws, see [Vi12, Example 3.9].

Proposition 7.2 ([S18b, Proposition 2.10]). The action of the Landweber–Novikov
operations makes Ω∗ into a functor to the graded comodules over the Hopf algebroid
(L,LB).

In particular, L = Ω∗(SpecF ) is canonically a comodule over (L,LB), and its
subcomodules are the same as the ideals which are invariant with respect to the
Landweber–Novikov operations. The only non-zero prime ideals among them are
I(p,m) = (p, v1, . . . , vm−1) and I(p) = ∪mI(p,m), where p is a prime number and
vi’s are νi-elements ([La76, Theorem 2.2]).
The situation with BP ∗ is very similar with Ω∗. For every smooth variety X the BP -

module BP ∗(X) is a direct summand of Ω∗(X)⊗Z(p) (see e.g. [S18b, Proposition 2.4]),
and one can restrict the action of the Landweber–Novikov operations to BP ∗(X) which
makes it a graded comodule over the Hopf algebroid (BP,BP∗BP ) (for the latter
see [Ra04, Appendix 2.1.27]). In particular, there is an action of the Landweber–
Novikov operations on BP and the only non-zero invariant prime ideals are of the form
I(k) = (p, v1, . . . , vk−1) ([La76, Theorem 2.2BP ]).
The abelian category of comodules over (L,LB) (or over (BP,BP∗BP )) was

extensively studied by topologists. Note also that (L,LB) is canonically isomorphic
to (MU∗,MU∗(MU)), and the latter notation is often used in the literature.

Proposition 7.3 ([La73, Theorem 3.3], [La76, Theorem 2.2, 2.3, 2.2BP , 2.3BP ]). Let M
be a graded comodule over (L,LB) (over (BP,BP∗BP ), respectively) which is finitely
presented as an L-module (as a BP -module, respectively). Then M has a filtration

M =M0 ⊃M1 ⊃ . . . ⊃Md = 0

such that for every i the module Mi/Mi+1 is isomorphic to L/I(pi, ni) or L (BP/I(mi)
or BP , respectively) after a shift of grading, where pi is a prime number and ni is a
positive integer (mi is a positive integer, respectively).

Corollary 7.4. Fix a prime p and for s ≥ 1 denote by K(s) ∼= Z(p)[vs, v
−1
s ] the L-algebra

corresponding to a choice of a formal group law for a Morava K-theory K(s)∗. If for
M as in Proposition 7.3 we have M⊗LK(n) = 0 for some n ≥ 1, then M⊗LK(m) = 0
for all m : 1 ≤ m < n.

Proof. We call by a filtration of an (L,LB)-comodule M just any filtration from
Proposition 7.3. We will prove a stronger statement by induction on the minimal
length d of a filtration of M . Namely, if M ⊗L K(n) = 0, then TorLi (M,K(m)) = 0 for
all i ≥ 0 and m ≤ n, and the graded factors of the filtration on M can be only of the
form L/I(q, k) with q 6= p or with q = p and n ≤ k − 1.
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For the base of induction d = 1 we just need to check the statement for modules
L/I(q, k). In both cases (if q 6= p or if q = p and n ≤ k− 1) TorLi (L/I(q, k), K(m)) = 0
because it is naturally both a K(m)-module and an L/I(q, k)-module (compatible with
the structure of an L-module). If q 6= p, then q is invertible in K(m) = Z(p)[vm, v

−1
m ].

If q = p and m ≤ k − 1, then vm is invertible in K(m) and is zero in L/I(q, k).
Therefore, TorLi (L/I(q, k), K(m)) = 0 for all i ≥ 0. Clearly, if q = p and n > k − 1,
then L/I(q, k)⊗L K(n) 6= 0.
For the induction step suppose that M has a filtration of length d+ 1, which means

that there exists a short exact sequence of (L,LB)-comodules:

0→ N →M → L/I(q, k)→ 0,

where N has a filtration of length d. Tensoring this sequence with K(n), we see
from the above that either q 6= p or q = p and n ≤ k − 1. Tensoring with K(m),
1 ≤ m ≤ n, we obtain that N ⊗ K(n) = 0 and TorLi (N,K(m)) ≃ TorLi (M,K(m)) for
all i ≥ 0 and 1 ≤ m ≤ n. We then apply the induction hypothesis to N to conclude
that TorLi (M,K(m)) = 0 for all i ≥ 0 and all m, 1 ≤ m ≤ n. �

Remark 7.5. Let CH(p) denote the coefficient ring of CH∗⊗Z(p) and let M be as in
Corollary 7.4. Analogously one can show that ifM ⊗LCH(p) = 0, thenM ⊗LK(m) = 0
for all m ≥ 1.

Remark 7.6. The language of stacks might provide a more geometric view on the
statement above. Indeed, the category of comodules over the Hopf algebroid (L,LB)
can be identified with the category of quasi-coherent sheaves over the stack of formal
groups Mfg (see e.g. [Na07]). Working modulo p this stack has an exhaustive

descending filtration by closed substacks where the n-th piece of it M≥n
fg classifies

formal groups of height bigger than or equal to n. Moreover, these substacks are the
only irreducible closed (reduced) substacks, and M≥n+1

fg is in some sense a divisor in

M≥n
fg whose complement has a unique geometric point which corresponds to the n-th

Morava K-theory.
The support of a coherent sheaf G over Mfg is closed, and therefore the reduced

support is the closed substackM≥m
fg for some m. In particular, the fibre of G over the

points corresponding to the n-th Morava K-theory is zero if n < m and non-zero if
m ≥ n. This gives a vague explanation of Corollary 7.4.

Corollary 7.7. Let C be a finitely presented BP -module endowed with the structure of
a (BP,BP∗BP )-comodule.
If C ⊗BP K(n) = 0, then C ⊗BP BP [v

−1
n ] = 0.

Proof. By Proposition 7.3 the BP -module C has a filtration with the graded factors
BP/I(ki). The same proof as of Corollary 7.4 in which one replaces L with BP and
I(p, k) with I(k) shows that if C ⊗BP K(n) = 0, then for the graded factors of the
filtration above for all i we have n ≤ ki − 1, i.e. vn ∈ I(ki). The claim follows. �

The following lemma is straight-forward.

Lemma 7.8. Let X be a geometrically cellular smooth projective variety over a field
F and let A∗ be a free oriented cohomology theory. Assume that the A∗-motive MA(X)
satisfies the Rost nilpotence property. Denote X = X ×F F . Then the following
statements are equivalent:
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(1) MA(X) is split;
(2) the restriction map A∗(X ×X)→ A∗(X ×F X) is an isomorphism;
(3) the restriction map A∗(X ×X)→ A∗(X ×F X) is a surjection;
(4) the restriction map A∗(X)→ A∗(X) is an isomorphism;
(5) the restriction map A∗(X)→ A∗(X) is a surjection.

Proof. To prove the implication (5) ⇒ (3) note that X is cellular, its motive is split
and all elements in A∗(X) and, therefore, in A∗(X×F X) are rational. The implication
(3)⇒ (1) follows from Rost nilpotence. �

Corollary 7.9. Assume that two free theories A∗ and B∗ are isomorphic as presheaves
of sets, and the motives MA(X) and MB(X) satisfy the Rost nilpotence property. Then
MA(X) is split iff MB(X) is split.

Proof. Indeed, an isomorphism between A∗ and B∗ commutes with the change of the
base field. Thus, whenever one of the maps A∗(X) → A∗(X), B∗(X) → B∗(X) is
surjective, so is the other one. �

In particular, it follows from the above corollary and [GV18, Corollary 4.5] that for
a fixed prime p, a fixed integer n and a projective homogeneous variety X there is a
well-defined property for MK(n)(X) to be split which does not depend on the choice of
an n-th Morava K-theory.

Proposition 7.10. Let 1 ≤ m ≤ n, and let X be a smooth projective geometrically
cellular variety such that MK(m)(X) satisfies the Rost nilpotency property.
If MK(n)(X) is split, then MK(m)(X) is split.

Proof. By Lemma 7.8 it is sufficient to prove that the map K(m)∗(X)→ K(m)∗(X) is
surjective, whenever K(n)∗(X)→ K(n)∗(X) is so.
Consider the following short exact sequence of (L,LB)-comodules:

Ω∗(X)
ρ
−→ Ω∗(X)→ C → 0.

Clearly, the map ρ⊗LK(m) is surjective iff C⊗LK(m) = 0. However, C ⊗L K(n) = 0
by the assumption, and C is a coherent L-module by [S18b, Proposition 2.21,
Remark 2.24]. Therefore, Corollary 7.4 applies. �

Corollary 7.11. If X is a projective homogeneous variety such that MK(n)(X) is split,
then MK(m)(X) is split for all 1 ≤ m ≤ n.

Proof. By [GV18, Corollary 4.5] for every free theory A∗ the motive MA(X) satisfies
the Rost nilpotence property. �

Corollary 7.12. Let X be a projective homogeneous variety with dimX ≤ pn. Then
the Chow motive of X with Z(p)-coefficients is split if and only if the K(n)∗-motive of
X is split.

Proof. If the Chow motive of X with Z(p)-coefficients is split, then obviously the K(n)∗-
motive of X is split as well.
Assume now that the K(n)∗-motive of X is split. The operations

cCH
i : K(n)∗(X)→ CHi(X)⊗ Z(p)

are surjective for i ≤ pn and commute with extensions of scalars (see Theorem 5.7).
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Therefore, condition (5) of Lemma 7.8 is satisfied for A∗ = CH∗⊗Z(p). This implies
the corollary. �

7.13 (Symmetric operations of Vishik and K(n)∗-split varieties). We have used above
the Landweber–Novikov operations which are stable ([Vi12, Definition 3.4]) and provide
constraints on the structure of cobordism which do not “see” the grading. Being
interested in the Chow groups and in the topological filtration of small codimension we
employ more subtle unstable operations, among which the most powerful are symmetric
operations.
Recall that Vishik has defined symmetric operations in algebraic cobordism first for

p = 2 in [Vi07] using elaborate and elegant constructions and then for all primes in
[Vi16] using [Vi12, Vi14, Theorems 5.1] classifying all operations. We follow the latter
approach and explain several properties of these operations.
Fix a set of integers ī = {ij | 0 < j < p} of all representatives of non-zero integers

modulo p, and denote i =
∏p−1

j=1 ij . There exists a Quillen-type Steenrod operation in
algebraic cobordism

St(̄i) : Ω∗ → Ω∗[i−1][[t]][t−1],

which induces a morphism of formal group laws uniquely defined by the power series
γ(x) = x

∏p−1
j=1(x+Ω ij ·Ω t). We will sometimes drop ī from the notation of St.

Theorem 7.14 (Vishik, [Vi16, Theorem 7.1]).
There exists a unique operation Φ(̄i) : Ω∗ → Ω∗[i−1][t−1], called the symmetric

operation, such that

(7.15) (�p − St(̄i)−
p ·Ω t

t
Φ(̄i)) : Ω∗ → Ω∗[i−1][[t]]t,

where �
p is the p-power operation.

It is convenient to use “slices” of the symmetric operation Φ(̄i) defined as the
coefficients of the monomials tl for l ≤ 0. We will denote these operations as Φl(̄i) = Φl.
Fix a prime p and for simplicity we will work p-locally, in particular, using BP ∗

instead of Ω∗. Recall that there exists a multiplicative projector on Ω∗ ⊗ Z(p) making
BP ∗ a direct summand of Ω∗⊗Z(p). This allows one to restrict the symmetric operation
to BP ∗ even though it is non-additive (see [Vi15, Section 3]).
Recall that following Hazewinkel we have chosen the generators vn of the ring BP

(see Section 4.6). Symmetric operations Φl allow to “divide” certain elements of BP ∗

by elements vn as was observed e.g. in [S18b, Section 3.2]. The following is an instance
of this property.

Proposition 7.16. Let k > 0 and let α ∈ BP−k(pn−1) such that α ≡ vkn mod I(n).
Then Φ−k(p−1)(pn−1)−(pn−1)(α) ≡ −v

k−1
n mod I(n).

Proof. By the definition of the symmetric operation we have the following identity in
the ring BP [[t]][t−1] in the coefficients of t≤0:

(7.17) αp − St(α) =t≤0

[p] · Φ(α), [p] :=
p ·BP t

t
.

Recall that St is a generalized specialization of the total Landweber–Novikov
operation ([Vi15, p. 977]), i.e. it can be obtained from the unstable total Landweber–
Novikov operation Ω∗ → Ω∗ ⊗L L[b±1

0 , b1, b2, . . .] defined by the inverse Todd genus
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∑∞
i=0 bit

i. Therefore, it is an (infinite) BP -linear combination of the Landweber–
Novikov operations (see [Vi15, Section 3] for more details). In particular, St preserves
the ideals I(n), hence St(α) ≡ St(vkn) mod I(n).
It follows from the Riemann–Roch theorem for multiplicative operations (see e.g.

[S18b, Lemma 2.16]) that

St(vn) ≡ vnt
−(p−1)(pn−1) mod I(n).

The series [p] appearing above is graded of degree 0 where we take deg t = 1.
Moreover, it starts with p, and therefore modulo I(n) the smallest power of t appearing
in it is equal to pn−1 and its coefficient is proportional to vn. The choice of Hazewinkel
implies that it is exactly vn ([Ra04, A2.2.4]), i.e. [p] = vnt

pn−1 + higher degree terms.
Combining all this together, equation (7.17) modulo I(n) looks as:

vkpn − v
k
nt

−k(p−1)(pn−1) ≡t≤0

(vnt
pn−1 + higher degree terms)Φ(α) mod I(n),

from which the statement follows using [S18b, Lemma 3.3] and the fact that BP/I(n)
is an integral domain. �

The previous proposition can be used to study rational elements in the BP ∗-theory
as the following lemma shows. It will be a crucial step in the proof of Theorem 7.19
below.
For an element z ∈ BP r(X) we write deg z = r.

Lemma 7.18. Let f : X → Y be a morphism of smooth quasi-projective varieties. Let
z ∈ BP r(X). Assume that r > pn−1

p−1
and for some k ≥ 0 the element vknz belongs to the

image of BP ∗(Y ) under the map f ∗.
Then there exists a homogeneous element β ∈ BP such that the element βz belongs

to the image of f ∗ modulo τ r+1BP ∗(X) and

• β ≡ vbn mod I(n) for some b ≥ 0;
• deg(βz) = r − b(pn − 1) > pn−1

p−1
.

Proof. Let x ∈ BP ∗(Y ) be such that f ∗(x) = vknz. We will apply the symmetric
operation Φ to x several times producing the needed element y ∈ BP ∗(Y ) such that
f ∗(y) ≡ βz mod τ r+1BP ∗(X) for β as in the statement of the proposition. Since all
operations commute with pullbacks, we just have to calculate how the operation Φ acts
on vknz.
Moreover, all operations preserve the topological filtration, and by [Vi16,

Proposition 7.14] there is a simple description of the action of the symmetric operation
on gr•τBP

∗. Namely, for any λ ∈ BP and z as above we have

Φ(λz) ≡ ir · tr(p−1) · Φ≤−r(p−1)(λ)z mod τ r+1BP ∗(X),

where Φ≤−r(p−1)(λ) is the part of the polynomial Φ(λ) ∈ BP [t−1] with the degree of t
no greater than −r(p− 1).
Thus, to be able to use Proposition 7.16 and “divide” vknz by vn we need that k > 0

(if k = 0 we do not have to do anything) and

−k(p− 1)(pn − 1)− (pn − 1) ≤ −r(p− 1).
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Equivalently, (r − k(pn − 1))(p − 1) ≤ pn − 1 or deg(vknz) ≤
pn−1
p−1

. We can

continue this process until we get the desired element βz modulo τ r+1BP ∗(X) where
deg(βz) = r − b(pn − 1) > pn−1

p−1
. �

Theorem 7.19. Let X be a smooth projective geometrically cellular variety such that
the pullback map f ∗ : K(n)∗(X)→ K(n)∗(X) is an isomorphism, where X = X ×F F .
Then the pullback maps

(7.20) grrτK(n)∗(X)→ grrτK(n)∗(X), CHr(X)⊗ Z(p) → CHr(X)⊗ Z(p)

are isomorphisms for r ≤ pn−1
p−1

.

In particular, CHr(X) has no p-torsion for all r ≤ pn−1
p−1

.

Proof. For a smooth projective cellular variety Y and a free theory A∗ the A-module
A∗(Y ) is free, generated by chosen classes of desingularizations of (closed) cells. We
will call these elements classes of cells, and the codimension of the class of a cell is
the codimension of the corresponding cell. Moreover, the r-th part of the topological
filtration on A∗(Y ) is generated by the cells of codimension no less than r.
It follows that CHr(X)⊗Z(p) is torsion-free, and the last claim of the theorem follows

from claim (7.20).
For simplicity of notation we switch now from Morava K-theories with Z(p)[vn, v

−1
n ]-

coefficients to Morava K-theories with Z(p)-coefficients by sending vn to 1. Clearly, this
does not affect neither assumptions, nor conclusions of the theorem.
Under the assumptions of the theorem the pullback map from grrτK(n)∗(X) to

grrτK(n)∗(X) is surjective for r : 0 ≤ r ≤ pn − 1 since

(7.21) grrτ K̃(n)∗ = K̃(n)r/τ r+pn−1K̃(n)r

in this range of r by Proposition 5.2(3). On the other hand, grrτK(n)∗(X) is a free Z(p)-
module generated by the classes of cells of codimension r. Thus, to prove the theorem it
is sufficient to show that preimages under f ∗ of classes of all cells of codimension greater

than pn−1
p−1

lie in τ>
pn−1
p−1 K(n)∗(X). Indeed, this would imply that f ∗ is an isomorphism

between τ r+pn−1K(n)r(X) and τ r+pn−1K(n)r(X) for r ≤ pn−1
p−1

, and therefore f ∗ is also

an isomorphism on grrτ K̃(n)r by formula (7.21).
For the class z of a cell in BP r(X) denote by zK(n) its image in K(n)∗(X). Also

abusing notation we denote the preimage of this element in K(n)∗(X) under f ∗ by the
same letter.
We now argue by decreasing induction on r from dimX + 1 to pn−1

p−1
+ 1 that

zK(n) ∈ τ
pn−1
p−1

+1K(n)∗(X).

Base of induction is trivial for r = dimX + 1, since BP r(X) = 0.
Induction step. Assume that for all classes zs of cells in BP

>r(X) the classes zs,K(n)

lie in τ
pn−1
p−1

+1K(n)∗(X).
Denote by C the cokernel of the map BP ∗(X)→ BP ∗(X). It is a finitely presented

BP -module with the structure of a comodule over the Hopf algebroid (BP,BP∗BP )
([S18b, Proposition 2.21, Remark 2.24]). Moreover, C ⊗K(n) = 0 by the assumptions
of the theorem, and, therefore, by Corollary 7.7 the pullback map

BP ∗(X)[v−1
n ]→ BP ∗(X)[v−1

n ]
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is surjective. In particular, for every class of a cell z ∈ BP r(X) of codimension r there
exists k ≥ 0 such that vknz is a rational element.
If z ∈ BP r(X) is the class of a cell of codimension r > pn−1

p−1
, then by Lemma 7.18

applied to f : X → X we obtain that the element βz +
∑

s αszs ∈ BP
j(X) is rational

for some j > pn−1
p−1

, αs, β ∈ BP such that β maps to 1 in K(n) and zs are classes of cells

of bigger codimension (recall that τ r+1BP ∗(X) is generated by cells of codimension at
least r + 1).
Let y be an element of BP j(X) which maps to βz +

∑
s αszs ∈ BP

j(X) under the
pullback map. Then y ∈ τ jBP j(X), since BP j = τ jBP j (the last formula holds by the
definition of the topological filtration and by the fact that BP contains no elements of
strictly positive degree). Therefore, the image of y inK(n)∗(X) also lies in τ jK(n)∗(X),
and at the same time its image in K(n)∗(X) has the form zK(n)+

∑
[αs]K(n)zs,K(n) where

[αs]K(n) is the image of αs under the canonical morphism BP → K(n) = Z(p). However,
by the induction assumption the preimages under the isomorphism f ∗ of the elements

zs,K(n) already lie in τ
pn−1
p−1

+1K(n)∗(X), hence the claim.

As explained above it follows that the pullback map griτK(n)∗(X) → griτK(n)∗(X)
is an isomorphism for i ≤ pn−1

p−1
. The operation cCH

i : griτK(n)∗ → CHi⊗Z(p) commutes

with pullbacks by definition and induces an isomorphism for i ≤ pn by Theorem 5.7, iv).
It follows that the map CHi(X) ⊗ Z(p) → CHi(X) ⊗ Z(p) is also an isomorphism for

i ≤ pn−1
p−1

. �

7.22 (Finiteness of torsion in Chow groups via the gamma filtration). We consider the
Morava K-theory K(n)∗ with vn set to be 1.
Above we have used the topological filtration on MoravaK-theories to show that there

is no p-torsion in Chow groups of certain varieties up to codimension pn−1
p−1

. However,

calculating graded factors of the topological filtration griτK(n)∗ in the range between
pn−1
p−1

+ 1 and pn is a very complicated task even though it would still yield CHi⊗Z(p)

by Theorem 5.7. Yet another approach to estimate p-torsion in Chow groups is to use
the gamma filtration instead of the topological filtration.

Theorem 7.23. Fix a prime p and let K(n)∗ be the corresponding n-th Morava K-
theory. Assume that X is a geometrically cellular smooth projective variety such that
the restriction map K(n)∗(X)→ K(n)∗(X) is an isomorphism, where X = X ×F F .
Then the p-torsion in CHj(X) is a quotient of the p-torsion in grjγK(n)∗(X) for

j ≤ pn.
In particular, the p-torsion in the Chow groups of X is finite in codimensions up to

pn and it can be bounded based on the variety X only.

Proof. As the gamma filtration is defined using the operations which commute with
pullbacks by definition, the gamma filtrations on K(n)∗(X) and K(n)∗(X) coincide via
the change of the base field. Therefore, the graded pieces of the gamma filtration of X
depend only on X .
Note that as X is cellular, its Chow motive is of Tate type, i.e. is split, and, therefore,

its algebraic cobordism motive is of Tate type as well. Therefore, K(n)∗(X) is a finitely
generated free Z(p)-module generated by the classes of desingularizations of the closed
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cells. This proves that the graded pieces of the gamma filtration (on both K(n)∗(X)
and K(n)∗(X)) are finitely generated, and thus have finite torsion.
By Theorem 5.7, v) and iii) we have surjective additive maps

cCH
j : grjγK(n)∗(X)→ CHj(X)⊗ Z(p)

for j ≤ pn, which are isomorphisms rationally. Therefore, CHj(X) has finite torsion for
every j ≤ pn which is bounded above by the torsion of grjγK(n)∗(X). �

An advantage of this approach is that the calculations are of a purely combinatorial
nature and are often amenable as we will show in the case of quadrics in the next section.
However, the bounds obtained by the gamma filtration are not exact in general (see
Remark 8.15).

8. Bounds on torsion in Chow groups via Morava K-theory

In this section we will provide some bounds on torsion in Chow groups of quadrics.
Before doing this we would like to summarize known results in this direction. We
apologize in advance in case we forgot to mention some contributions.

8.1 (Karpenko’s bounds in small codimensions).

Proposition 8.2 (Karpenko). Let Q be a smooth projective anisotropic quadric of
dimension D defined over a field of characterstic not 2.

• [Ka90, Theorem 6.1]: Tors CH2(Q) = 0 for D > 6;
• [Ka95, Theorem 6.1]: Tors CH3(Q) = 0 for D > 10;
• [Ka95, Theorem 8.5]: Tors CH4(Q) = 0 for D > 22;

When dimension of a quadric is smaller than in the above proposition, Karpenko
gives some bounds for the torsion in CH3 and CH4 and explicitly computes CH2 (see
[Ka90, Theorem 6.1], [Ka96]).
We remark at this point that there are examples of quadrics having infinite torsion

in CH4 (see [KM90]).

8.3 (Rost motives and excellent quadrics). The Chow groups of Pfister quadrics and
more generally of excellent quadrics are explicitely known. This was computed by Rost
in [Ro90, Theorem 5], see also [KM02, Theorem 7.1, Theorem 8.1]. More generally,
Yagita computed the multiplicative structure of the Chow rings of excellent quadrics
(see [Y08]).
In particular, the following result holds.

Proposition 8.4 (Rost). Let Qα be the Pfister quadric corresponding to a pure non-zero
symbol α ∈ Hn

et
(F,Z/2), n ≥ 3.

Then TorsCHi(Qα) = 0 for i < 2n−2 and TorsCH2n−2

(Qα) = Z/2.

8.5 (Vishik’s calculation for generalized Albert’s forms). Consider a generalized Albert
form of dimension 6 · 2r over F , i.e. a form of the type ρ ⊗ ϕ, where ρ is an Albert
form, i.e. ρ = 〈a, b,−ab,−c,−d, cd〉 for some a, b, c, d ∈ F×, and ϕ is an r-fold Pfister
form. Note that by [Vi00, Lemma 1.4] there exist anisotropic generalized Albert forms
of dimension 6 · 2r over suitable fields.
For a quadratic form q denote by Q the respective projective quadric.
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Proposition 8.6 (Vishik, [Vi00, Main Theorem]). If a generalized Albert forms q of
dimension 6 · 2r with r ≥ 1 is anisotropic, then TorsCH2r+1(Q) 6= 0.

Below we will show that there is no torsion in CHj(Q) for j < 2r+1 (Corollary 8.16).

Finally, there are numerous results with computations of the Chow groups of generic
quadrics and generic orthogonal Grassmannians (see [Ka18], [P16], [SV14]).

8.7 (The gamma and the topological filtration on Morava K-theories of quadrics). In
this section p = 2. Denote by Q a split quadric of dimension D and assume that
D ≥ 2n+2 − 3.
Denote by d := [D/2] the dimension of the maximal isotropic projective space inside

Q and by ι : Pd → Q the corresponding inclusion map. Denote by h ∈ K(n)∗(Q) the
first Chern class of the canonical line bundle O(1). Abusing notation we will denote by
the same letter the pullbacks of this class along restrictions to open subsets of Q.
The following proposition is well-known. We consider the Morava K-theory K(n)∗

with vn set to be 1.

Proposition 8.8. The natural linear projection map b : Q \ Pd → Pd induces an
isomorphism b∗ : K(n)∗(Pd)→ K(n)∗(Q \ Pd).
Moreover, there is a short (split) exact sequence of abelian groups:

0→ ⊕d
s=0Z(2)ls

ι∗−→ K(n)∗(Q)
π∗

−→ K(n)∗(Pd)→ 0,

where the map π∗ is a morphism of rings compatible with the gamma filtration and ls
is the class of a linear projective space inside Q of dimension s.

Proof. Since the statement of the proposition is well-known, we only sketch the proof.
Let (V, q) be the quadratic space of dimension D + 2 with a split quadratic form q.

Let W ⊂ V be the maximal totally isotropic subspace of V . Then dimW = d+1. The
map ι∗ is the push-forward of the embedding ι : Pd = P(W ) →֒ Q.
The quadratic form q induces a natural linear map V → W ∗. This map induces a

morphism b : Q\P(W ) →֒ P(V )\P(W )→ P(W ∗) = Pd which is an affine bundle of rank
D − d. Therefore, by homotopy invariance the homomorphism b∗ is an isomorphism.
Let θ : Q \ P(W ) →֒ Q be the open embedding. Then by the localization axiom the

sequence

K(n)∗(Pd)
ι∗−→ K(n)∗(Q)

θ∗
−→ K(n)∗(Q \ Pd)→ 0

is exact. Now the homomorphism π∗ is defined as (b∗)−1 ◦ θ∗. Using the fact that all
objects here are free Z(2)-modules of suitable ranks one can check that the resulting
exact sequence is exact on the left and is split. �

Note that π∗ in Proposition 8.8 induces surjective maps of abelian groups

grrγK(n)∗(Q)→ grrγK(n)∗(Pd)

for r ≥ 0. A direct calculation shows that grrγK(n)∗(Pd) has no torsion for all r, i.e. it
equals Z(2) for 0 ≤ r ≤ d and 0 for r > d. Thus, we have

hr ∈ γrK(n)∗(Q) \ γr+1K(n)∗(Q)

for 0 ≤ r ≤ d (one could also see this using rational comparisons of Theorem 5.7).
We claim that the torsion in grrγK(n)∗(Q) is generated by elements of Im ι∗. Indeed,

take an element α from γrK(n)∗(Q). By Proposition 8.8 one can express α as a linear
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combination of elements from Im ι∗ and elements hk with k ≥ r. Taking α modulo
γr+1K(n)∗(Q) we may assume that it is a linear combination of elements from Im ι∗
and the element hr, say, with a coefficient a.
If α gives a torsion element in grrγK(n)∗(Q), then it maps to a torsion element in

grrγK(n)∗(Pd), hence to 0. But it maps to aℏr where ℏ is the first Chern class of O(1)

on Pd. Therefore, a = 0.
We recall the multiplication structure in K(n)∗(Q).

Proposition 8.9. (1) We have h · li = li−1 where we denote l−1 = 0.
(2) If the dimension of the quadric is odd, then hd+1 ≡ 2ld mod (lj | 0 ≤ j < d).

Moreover, hd+1 is expressible in terms of lj with j ≡ d mod 2n − 1.

Proof. To prove (1) note that h can be represented by a general hyperplane section of
Q, so that it intersects transversally the linear subspace representing the class li. The
product h · li is represented by their intersection, which is then a linear subspace of
dimension one less.
Part (2) follows from the well-known multiplication in the Chow ring of Q. �

For simplicity of notation set lr = 0 for r < 0.
Let D − d ≡ 1 + j mod 2n − 1 where j ∈ [0, 2n − 2].
From now on we consider a non-split smooth projective quadric Q of positive

dimension such that the restriction map

K(n)∗(Q)→ K(n)∗(Q)(8.10)

to a splitting field of Q is an isomorphism. Note that in this case dimQ ≥ 2n+2 − 3.
Indeed, in view of Lemma 7.8, if dimQ is even, this follows from Proposition 6.18 and
the Arason–Pfister Hauptsatz. If dimQ is odd, then by Proposition 6.21 the respective
quadratic form is of the type f ⊥ 〈c〉 for some anisotropic form f ∈ In+2 and c ∈ F×.
Therefore, since the dimension of the anisotropic part of f ⊥ 〈c〉 is at least dim f − 1,
it follows from the Arason–Pfister Hauptsatz that dimQ ≥ 2n+2 − 3.
Abusing notation we will consider the elements h, li of K(n)∗(Q) defined above also

as the corresponding elements of K(n)∗(Q) with respect to the isomorphism (8.10).

Lemma 8.11. Let k ∈ [0, d]. Assume that the element lk lies in

γrK(n)∗(Q) mod ⊕s<k Z(2)ls

(resp. in τ rK(n)∗(Q) mod ⊕s<k Z(2)ls) for some r ≥ 1.
Then for every u ≥ 0 the element lk−u lies in γr+uK(n)∗(Q) (resp. in τ r+uK(n)∗(Q)).

Proof. The proof is the same for the gamma and for the topological filtration and
exploits only its multiplicativity. We confine ourselves to the case of the gamma
filtration. By our assumptions we have lk+

∑
s<k asls ∈ γ

rK(n)∗(Q) for some as ∈ Z(2).
We prove the statement by decreasing induction starting with the highest u = k+1.

In this case l−1 = 0 and the claim is trivial.
By Proposition 8.9 we have

hu · (lk +
∑

s<k

asls) = lk−u +
∑

u≤s<k

asls−u.

The left-hand side lies in γr+uK(n)∗(Q) by the multiplicativity of the gamma
filtration and the fact that h ∈ γ1K(n)∗(Q), while the “tail” of the right-hand
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side lies in γr+u+1K(n)∗(Q) by the induction assumption. Therefore, we have
lk−u ∈ γ

r+uK(n)∗(Q). �

Denote by H the first Chern class of the canonical line bundle O(1) on Q in the
Brown–Peterson cohomology. Again abusing notation, denote by the same letter the
corresponding class in BP ∗(Q). Denote by Lr ∈ BP

∗(Q) the class of a linear subspace
inside Q of dimension r. Note that the canonical map of theories

πK(n) : BP
∗(Q)→ K(n)∗(Q)

sends H to h and Lr to lr.

Lemma 8.12. ld ∈ τ
j+2nK(n)∗(Q).

Proof. One could argue as in the proof of Theorem 7.19 to show that ld ∈ τ
2nK(n)∗(Q).

A more direct approach of the use of Theorem 7.19 is the following. Let i be the
maximal positive integer such that ld ∈ τ

iK(n)∗(Q). If i < 2n, then ld defines a non-
trivial element of the group griτK(n)∗(Q). However, this group maps isomorphically
to griτK(n)∗(Q) where the class of ld is zero. Contradiction and, therefore, i ≥ 2n, i.e.
ld ∈ τ

2nK(n)∗(Q).
However, ld ∈ K(n)1+j(Q) and τ 2

n

K(n)1+j(Q) = τ j+2nK(n)1+j(Q) by
Proposition 5.2(3). This implies the claim. �

Proposition 8.13. In the notation of this section we have

(1) grsτK(n)∗(Q) = Z(2) for 1 ≤ s ≤ 2n − 1;
(2) if j 6= 0, then gr2

n

τ K(n)∗(Q) = Z(2);
(3) if j = 0, and the dimension of the quadric is odd, then the torsion subgroup of

gr2
n

γ K(n)∗(Q) is at most Z/2;
(4) if j = 0 and the dimension of the quadric is even, let d = 1 + r(2n − 1)

for some1 r ≥ 2. If r is even, then the torsion in gr2
n

γ K(n)∗(Q) is at most

Z/2. If r is odd, then the torsion in gr2
n

γ K(n)∗(Q) is at most Z/2s, where
s = min(ν2(r − 1) + 2, 2n). Here we denote by ν2 the 2-adic valuation.

Proof. (1) This follows from Theorem 7.19.
(2) If j 6= 0, then by Lemma 8.12 the element ld lies in τ

2n+1K(n)∗(Q) and therefore,
by Lemma 8.11 the same holds for ls, s < d. Thus, the graded factors grsτK(n)∗(Q) for
s ≤ 2n have to be generated by some power of h and have no torsion.
(3, 4) If j = 0, then we will show now that ld ∈ γ2

n

K(n)∗(Q) ⊂ τ 2
n

K(n)∗(Q).
Let ι : Pd →֒ Q be the inclusion of the maximal isotropic linear subspace. In order

to calculate c
K(n)
2n (ld) = c

K(n)
2n (ι∗1Pd) we apply the generalized Riemann–Roch formula

(Corollary 4.13). Using Proposition 5.8 we have c
K(n)
2n (ι∗1Pd) is equal to

erld +
∑

s>0

bsld−s(2n−1)

with bs ∈ Z(2), where r is such that d = 1 + r(2n − 1) and er ∈ Z×
(2). This element lies

in γ2
n

K(n)∗(Q) by the definition of the gamma filtration.
By Lemma 8.11 we obtain that all other elements ls, s < d, lie in the higher parts of

the gamma filtration. It follows that the torsion in the group gr2
n

γ K(n)∗(Q) is generated
by ld.

1The case r = 2 is the well-known case of a Pfister quadric.
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(only 3) If the dimension of the quadric is odd, then by Proposition 8.9 we have
hd+1 = 2ld +

∑
s>0 βsld−s(2n−1) for some βs ∈ Z(2). By the multiplicativity of the

gamma filtration this element lies in γd+1K(n)∗(Q). Recall that d ≥ 2n+1 − 2
by our assumptions, and therefore, d + 1 > 2n. Thus, by the results above
ld−s(2n−1) ∈ γ

2n+1K(n)∗(Q) for s > 0, and we obtain that 2ld ∈ γ
2n+1K(n)∗(Q). This

proves the claim.
(only 4) Let us consider the element χ(ld) ∈ γ2

n+1−1K(n)1(Q) for the operation χ
from Proposition 5.9. Using the Riemann–Roch formula and Proposition 5.9, 2) we
obtain that this element is equal to grld +

∑
s>0 bsld−s(2n−1) for some bs ∈ Z(2) (gr was

defined in Proposition 5.9). Since the elements ld−s(2n−1) lie in γ2
n+1−1K(n)∗(Q), we

obtain that grld ∈ γ2
n+1−1K(n)∗(Q). If r is even, then gr ∈ 2Z×

(2). If r is odd, then

ν2(gr) = ν2(r − 1) + 2.
If we use the operation ψ from Proposition 5.9 instead of χ, we obtain that

22
n

ld ∈ γ
2n+1−1K(n)∗(Q).

The result now follows. �

Combining this together with Theorem 5.7 and Propositions 6.18 and 6.21 we obtain
the following theorem.

Theorem 8.14. Let Q be a smooth quadric of positive dimension over a field F such
that corresponding quadratic form q lies either in the ideal In+2 or in the set 〈c〉+ In+2

inside the Witt ring for some c ∈ F×. Let D be the dimension of Q, d := [D/2], and
let j ∈ [0, 2n − 2] be such that D − d ≡ 1 + j mod 2n − 1.
Then CH0≤∗≤2n−1(Q) = Z and

(1) if j 6= 0, then CH2n(Q) = Z.
(2) if j = 0, and the dimension of the quadric is odd, then the torsion in CH2n(Q)

is at most Z/2;
(3) if j = 0 and the dimension of the quadric is even, d = 1 + r(2n − 1), then the

torsion in CH2n(Q) is at most Z/2s where s = 1, if r is even, and

s = min(ν2(r − 1) + 2, 2n)

otherwise. Here we denote by ν2 the 2-adic valuation.

Remark 8.15. One can show that the estimates one gets using just the gamma
filtration are not so strong if j 6= 0. Namely, if j 6= 0 one obtains Z/2 in the components
CH≥j+1. This shows that the graded factors of the gamma filtration do not give exact
bounds for the topological filtration even in small codimensions.

Corollary 8.16. Let q be a generalized anisotropic Albert form of dimension 6 · 2r.
Then TorsCHj(Q) = 0 for all j < 2r + 1.

Proof. Indeed, the Albert form lies in I2(F ), and therefore, q lies in Ir+2(F ). Since
d ≡ 2 mod (2r − 1), Theorem 8.14 implies the claim. �

Vishik has communicated to the authors that one can show the above corollary using
techniques of [SV14].
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9. Morava K-theory and cohomological invariants

In this section we relate the Morava K-theory with cohomological invariants of
algebraic group; see also Proposition 6.18.

Theorem 9.1. Let p be a prime number. Let G be a simple algebraic group over F
and let X be the variety of Borel subgroups of G. Then

(1) G is of inner type iff the K(0)∗-motive of X is split.
(2) (Panin). Assume that G is of inner type. All Tits algebras of G are split iff the

K0-motive with integral coefficients of X is split.
(3) Assume that G is of inner type and the p-components of the Tits algebras of

G are split. Then the p-component of the Rost invariant of G is zero iff the
K(2)∗-motive of X is split.

(4) Let p = 2. Assume that G is of type E8. Then G is split by an odd degree field
extension iff the K(m)∗-motive of X is split for some m ≥ 4 iff the K(m)∗-
motive of X is split for all m ≥ 4.

Proof. (1) Recall that K(0)∗ = CH∗⊗Q by definition. If G is of inner type, then it
is well-known that the Chow motive of X with rational coefficients is split (e.g. this
follows from [Pa94, Theorems 2.2 and 4.2], since K0 and CH∗ are isomorphic theories
with rational coefficients). On the other hand, if G is of outer type, then the absolute
Galois group of F acts non-trivially on the Chow group ofXFsep (see [MT95, Section 2.1]
for the description of the action on the Picard group of XFsep). Therefore, the Chow
motive of X with any coefficients cannot be split in this case.
(2) Follows from [Pa94]; see also Section 3.4.
(3) First we make several standard reductions. Since all prime numbers coprime to p

are invertible in the coefficient ring of the Morava K-theory, by transfer argument we
are free to take finite field extensions of the base field of degree coprime to p. Hence
we can assume that not only the p-components of the Tits algebras are split, but that
the Tits algebras are completely split (and the same for the Rost invariant).
Types A and C. If G is a group of inner type A or C with trivial Tits algebras,

then G is split and the statement follows. Indeed, by [KMRT, §26] the group G is
isogenous to SL1(A) for a central simple algebra A or, respectively, to Sp(B, σ) for a
central simple algebra B with a symplectic involution σ. By [KMRT, §27.B] the algebra
A, respectively, the algebra B is a Tits algebra of G. Therefore, if A, respectively, B is
split, then G is split, and the statement of the proposition is obvious.
Types B and D. If G is a group of inner type B or D, then G is isogenous

to Spin(V, q) or, respectively, to Spin(D, τ) for an odd-dimensional quadratic space
(V, q) or, respectively, for an algebra D with an orthogonal involution τ with trivial
discriminant. By [KMRT, §27.B] the even Clifford algebra C0(V, q), respectively, the
algebra D and the Clifford algebras C±(D, τ) are Tits algebras of G. Therefore, if the
Tits algebras of G are split, we are in the situation of quadratic forms.
Now the statement of the proposition follows from Proposition 6.18 (in the even-

dimensional case) and from Proposition 6.21 (in the odd-dimensional case). Indeed,
an even-dimensional quadratic form with trivial discriminant lies in I4 (resp. an odd-
dimensional quadratic form lies in I4+ 〈c〉 for some c ∈ F×) iff its Clifford and its Rost
invariants are zero (see [KMRT, §31.B] for a description of the Rost invariant in the
case of quadratic forms).
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Exceptional types. Let now G be a group of an exceptional type. Taking coprime
to p field extensions we assume that our base field is p-special. Assume that the K(2)∗-
motive of X is split, but the Rost invariant of G is not trivial.
There is a field extension K of F such that the Rost invariant of GK is a non-zero

pure symbol. Indeed, for groups of types E6, F4, G2, E7 with p = 3 and E8 with p = 5
this is already the case for K = F (see [Ga09, Part II]).
If G is of type E7 with p = 2, then by [PS10, Theorem 5.7] the variety Y of maximal

parabolic subgroups of G of type 6 (enumeration of simple roots follows Bourbaki) is
not generically split. Over its function field K = F (Y ) the anisotropic kernel of GK is
of type D4 and, thus, the Rost invariant of GK is a non-zero pure symbol.
If G is of type E8 with p = 2, then by [PS10, Theorem 5.7] one can take K = F (Y ),

where Y is the variety of maximal parabolic subgroups of G of type 6 (the anisotropic
kernel of GK will be again of type D4), and if G is of type E8 with p = 3, then one can
take K = F (Y ), where Y is the variety of maximal parabolic subgroups of G of type 7
(the anisotropic kernel of GK will be of type E6).
In all cases the motive of XK is a direct sum of Rost motives corresponding to

this non-zero symbol of degree 3 (see [PSZ08]). This gives a contradiction with
Proposition 6.2.
Conversely, if the Rost invariant of G is zero and G is not of type E8 with p = 2, then

by [Ga01, Theorem 0.5] (for exceptional groups different from E8), [C94] and [Ga09,
Proposition 15.5] (for E8 at the prime 5), [C10] and [GPS16, Section 10c] (for E8 at the
prime 3) the group G is split and the statement of the proposition follows.
Therefore, it remains to consider the case when G is a group of type E8 with trivial

Rost invariant. By [Sem16, Theorem 8.7] G has an invariant u ∈ H5
et(F,Z/2) such that

for every field extension K/F the invariant uK = 0 iff GK splits over a field extension
of K of odd degree. Exactly as in the proof of Proposition 6.18 (note that we can

represent u by a quadratic form from I5) we can pass to a splitting field F̃ of u such
that the restriction homomorphism K(2)∗(X × X) → K(2)∗((X × X)F̃ ) is surjective.
Therefore, by Rost nilpotence the K(2)∗-motive of X is split.
(4) If G is split by an odd degree field extension, then the K(m)∗-motives of X are

split for all m, since p = 2. Conversely, if G does not split over an odd degree field
extension of F and the even component of the Rost invariant of G is non-trivial, then
by item (3) the K(2)∗-motive of X is not split and, hence, by Proposition 7.10 the
K(m)∗-motives are not split for all m ≥ 2.
Besides, if G does not split over an odd degree field extension of F and the even

component of the Rost invariant of G is trivial, then the invariant u is defined and is
non-zero. By [OVV07, Theorem 2.10] there is field extension K of F such that uK
is a non-zero pure symbol. Over K the motive of X is a direct sum of Rost motives
corresponding to uK . By Proposition 6.2 the K(m)∗-Rost motives for a symbol of
degree 5 are not split, if m ≥ 4. �

Finally we remark that sequence (3.6) can be used to define the Rost invariant in
general, the invariant f5 for groups of type F4 (see [KMRT, §40]) and an invariant of
degree 5 for groups of type E8 with trivial Rost invariant (see [Sem16]). Namely, for
the Rost invariant let G be a simple simply-connected algebraic group over F . Let Y
be a G-torsor and set n = 3. Then sequence (3.6) gives an exact sequence

0→ H3,2
M (XY ,Q/Z)→ Ker

(
H3

et(F,Q/Z(2))→ H3
et(F (Y ),Q/Z(2))

)
→ 0
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But by sequence (3.8) Ker
(
H3

et(F,Q/Z(2)) → H3
et(F (Y ),Q/Z(2))

)
is a finite cyclic

group. Therefore, H3,2
M (XY ,Q/Z) is a finite cyclic group and the Rost invariant of Y is

the image of 1 ∈ H3,2
M (XY ,Q/Z) in H

3
et(F,Q/Z(2)).

To construct invariants of degree 5 for F4 (resp. for E8) one takes n = 5 and Y to
be the variety of parabolic subgroups of type 4 for F4 (the enumeration of simple roots
follows Bourbaki) and resp. the variety of parabolic subgroups of any type for E8. In
both cases H5,4

M (XY ,Q/Z) is cyclic of order 2 and the invariant is the image of the only

non-zero element of H5,4
M (XY ,Q/Z) in H

5
et(F,Q/Z(4)); see [Sem16].
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