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Abstract
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that a large-N gauge theory on a group manifold is realized by a matrix model which is obtained
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1 Introduction

The large-N reduction [1] states that large-N gauge theories are independent of the volume of
the space-time on which they are defined. (For further developments in the large-N reduction,
see [2–22].) In particular, this implies that large-N gauge theories are equivalent to the matrix
models called the reduced models that are obtained by dimensionally reducing the original theories
to zero dimension. The large-N reduction can give an efficient way to define large-N gauge the-
ories nonperturbatively, and is also conceptually interesting as examples of emergent space-time.
The large-N reduction is also called the large-N volume independence when the aspect of volume
independence is emphasized.

The large-N reduction had been studied on flat space-time. It was shown in [19, 20] that the
large-N reduction holds on group manifolds in the sense that a large-N gauge theory on a group
manifold is realized by a matrix model which is obtained by reducing the original theory to zero
dimension.

In this note, we examine whether phenomenon analogous to the large-N volume independence
occurs on group manifolds. We find that it indeed does in the sense that a large-N gauge theory
on a group manifold G is equivalent to the theory obtained by reducing it to a coset space G/H
where H is a subgroup of G. Here, we call this phenomenon the large-N equivalence in dimensional
reduction on group manifolds.

This paper is organized as follows. In section 2, as a warm up, we examine the large-N volume
independence on a torus. In section 3, we review some properties of Lie groups and coset spaces. In
section 4, we study the large-N equivalence in dimensional reduction on group manifolds. Section
5 is devoted to conclusion and discussion.

2 Large-N volume independence on torus

In this section, as a warm-up, we examine the large-N volume independence on a D-dimensional
torus TD ≃ U(1)D. We denote coordinates of TD by xµ (µ = 1, . . . ,D), assuming, for simplicity,
the periodicity xµ ∼ xµ + L. Using a positive integer K, we define a ‘reduced torus’ TD/(ZK)D

whose coordinates are denoted by σµ. The periodicity for σµ is σµ ∼ σµ + l where l = L/K. We
have a relation

xµ = luµ + σµ (2.1)

with uµ integers.
To illustrate the large-N volume independence, we consider a scalar matrix field theory on TD:

S =

∫

dDx Tr

(

1

2
∂µφ(x)∂µφ(x) +

m2

2
φ(x)2 +

κ

3
φ(x)3

)

, (2.2)

where φ(x) is a Hermitian matrix-valued field with the matrix size N .
We apply a following reduction rule to the above theory (2.2):

φ(x) → eiPµxµφ(σ)e−iPµxµ with Pµ =









2πn
(1)
µ

L
2πn

(2)
µ

L
. . .









,

∫

dDx→ v

v′

∫

dDσ . (2.3)

Here the relation between xµ and σµ is given by (2.1), and Pµ are constant diagonal matrices whose

eigenvalues 2πn
(i)
µ /L (i = 1, . . . , N) correspond to the momenta on TD distributed uniformly in the

momentum space. v and v′ are given by

v = LD/N , v′ = (2π/Λ)D , (2.4)
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Figure 1: Two-loop planar diagram for the free
energy.

Figure 2: Two-loop non-planar diagram for the
free energy.

where Λ is a UV cutoff on TD/(ZK)D. (2.4) implies that TD is divided into N cells with the volume
of a unit cell given by v and that TD/(ZK)D is divided into lD/v′ cells with the volume of a unit
cell given by v′. Then, we obtain the action of a reduced model defined on TD/(ZK)D:

Sr =
v

v′

∫

dDσ Tr

(

1

2
(∂σµφ(σ) + i [Pµ, φ(σ)])

2 +
m2

2
φ(σ)2 +

κ

3
φ(σ)3

)

. (2.5)

Note that vlD/v′ can be viewed as an effective volume in the reduced model.
We consider the two-loop contribution to the free energy. There are two diagrams. One is planar

(Fig.1) and the other non-planar (Fig.2). First, we calculate them in the original theory (2.2). The
planar diagram is calculated as

λN2

6

∫

dDxdDx′D(x− x′)3 , (2.6)

where λ = κ2N is the ’t Hooft coupling and D(x − x′) is the free propagator of the theory (2.2)
with N = 1:

D(x− x′) =
1

LD

∑

n

ei
2πnµ

L (xµ−x′µ)
(

2πnµ

L

)2
+m2

. (2.7)

The non-planar diagram is given by (2.6)/N2 so that it is suppressed by 1/N2 compared to the
planar diagram in the N → ∞ limit.

Next, we calculate them in the reduced model using a bilocal field representation for matrices
[19,20]. We take a coordinate basis |x〉 in the vector space on which φ(σ) and Pµ act and define a
bilocal field

φ(σ, x, x′) = 〈x|φ(σ)|x′〉 . (2.8)

The reduced model (2.5) is rewritten as

Sr =
v

v′

∫

dDσdDxdDx′
1

2
φ(σ, x′, x)

[

−
(

∂σµ + ∂µ + ∂′µ
)2

+m2
]

φ(σ, x, x′)

+
κv

3v′

∫

dDσdDxdDx′dDx′′φ(σ, x, x′)φ(σ, x′, x′′)φ(σ, x′′, x) . (2.9)

We make a change of variables, x̄µ = xµ, x̃µ = xµ − x′µ, σ̄µ = σµ − xµ, which gives

∂

∂σµ
+

∂

∂xµ
+

∂

∂x′µ
=

∂

∂x̄µ
. (2.10)
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Figure 3: Two-loop planar diagram in the bilo-
cal representation for the free energy.

Figure 4: Two-loop non-planar diagram in the
bilocal representation for the free energy.

Thus, from (2.10) we obtain the propagator

〈

φ(σ1, x1, x
′
1)φ(σ2, x

′
2, x2)

〉

=
v′

v
D(x1 − x2)δ

(D)
L ((x1 − x′1)− (x2 − x′2))δ

(D)
l ((σ1 − σ2)− (x1 − x2)) ,

(2.11)

where δ
(D)
L and δ

(D)
l are periodic delta functions with the period L and l, respectively.

The planar diagram (Fig.3) in the reduced model is calculated as

3 · 1
2

( κv

3v′

)2
∫

dDσ1d
Dσ2d

Dx1d
Dx′1d

Dx′′1d
Dx2d

Dx′2d
Dx′′2

× v′

v
D(x1 − x2)δ

(D)
L ((x1 − x′1)− (x2 − x′2))δ

(D)
l ((σ1 − σ2)− (x1 − x2))

× v′

v
D(x′1 − x′2)δ

(D)
L ((x′1 − x′′1)− (x′2 − x′′2))δ

(D)
l ((σ1 − σ2)− (x′1 − x′2))

× v′

v
D(x′′1 − x′′2)δ

(D)
L ((x′′1 − x1)− (x′′2 − x2))δ

(D)
l ((σ1 − σ2)− (x′′1 − x′′2))

=
κ2v′

6v
δ
(D)
L (0)L2D

∫

dDσ1d
Dσ2d

Dx1d
Dx2D(x1 − x2)

3δ
(D)
l ((σ1 − σ2)− (x1 − x2))

3

=
κ2v′

6v2
L3D

∫

dDσ1d
Dσ2d

Dx̃D(x̃)3δ
(D)
l ((σ1 − σ2)− x̃)3

=
κ2L3Dv′

6v2
δ
(D)
l (0)2

∫

dDσ1d
Dσ2

∑

u

D(lu+ σ1 − σ2)
3

=
κ2L3D

6v2v′

∫

dDx̃dDσ2D(x̃− σ2)
3

=
κ2L3DlD

6v2v′

∫

dDx̃D(x̃)3

=
κ2lD

6v2v′
(Nv)3

∫

dDx̃D(x̃)3

=
vlD

v′
λN2

6

1

LD

∫

dDxdDx′D(x− x′)3 , (2.12)

where we have used δL(0) = 1/v and δl(0) = 1/v′.
The non-planar diagram (Fig.4) in the reduced model is calculated as

3 · 1
2

( κv

3v′

)2
∫

dDσ1d
Dσ2d

Dx1d
Dx′1d

Dx′′1d
Dx2d

Dx′2d
Dx′′2

× v′

v
D(x1 − x2)δ

(D)
L ((x1 − x′1)− (x2 − x′2))δ

(D)
l ((σ1 − σ2)− (x1 − x2))

3



× v′

v
D(x′1 − x′′2)δ

(D)
L ((x′1 − x′′1)− (x′′2 − x2))δ

(D)
l ((σ1 − σ2)− (x′1 − x′′2))

× v′

v
D(x′′1 − x′2)δ

(D)
L ((x′′1 − x1)− (x′2 − x′′2))δ

(D)
l ((σ1 − σ2)− (x′′1 − x′2))

=
κ2v′

6v
δ
(D)
L (0)

∫

dDσ1d
Dσ2d

Dx1d
Dx′1d

Dx2d
Dx′′2D(x1 − x2)D(x′1 − x′′2)D(x1 − x′′2)

× δ
(D)
l ((σ1 − σ2)− (x1 − x2))δ

(D)
l ((σ1 − σ2)− (x′1 − x′′2))δ

(D)
l ((σ1 − σ2)− (x1 − x′′2))

=
κ2v′

6v2
LD

∫

dDσ1d
Dσ2

∑

u,u′,u′′

D(lu+ σ1 − σ2)D(lu′ + σ1 − σ2)D(lu′′ + σ1 − σ2)

=







vlD

v′
λN2

6

lD

L2D

∫

dDσ1d
Dσ2

∑

u,u′,u′′

D(lu+ σ1 − σ2)D(lu′ + σ1 − σ2)D(lu′′ + σ1 − σ2)







×
(

v′

lD

)2

.

(2.13)

We see again that the non-planar diagram is suppressed compared to the planar diagram in the
v′ → 0 limit, because the quantity in the curly bracket in (2.13) has the same order of magnitude
as (2.12).

The non-planar diagram is suppressed compared to the planar diagram in both the original and
reduced models. By comparing the planar contribution (2.6) and (2.12), we find a relation between
the free energy F in the original model and the one Fr in the reduced model in the N → ∞ limit:

F

N2V
=

Fr
N2vV ′/v′

, (2.14)

where V = LD and V ′ = lD are the volumes of TD and TD/(ZK)D, respectively, and the LHS and
RHS correspond to the planar contribution to the free energy per unit volume divided by N2 in the
original and reduced models, respectively. In a similar manner, by referring the argument in [5],
one can show that the relation (2.14) holds to all orders in perturbative expansion. It is also easy
to show a correspondence between correlation functions in the N → ∞ limit [5]:

1

N q/2+1
〈Tr(φ(x1)φ(x2) · · ·φ(xq))〉 =

1

N q/2+1

〈

Tr
(

φ̂(x1)φ̂(x2) · · · φ̂(xq)
)〉

r
, (2.15)

where 〈· · · 〉 and 〈· · · 〉r stand for the expectation value in the original and reduced models, respec-
tively, and φ̂(x) = eiPµxµφ(σ)e−iPµxµ with (2.1). Thus, we find that the large-N volume inde-
pendence holds on a torus in the sense that a theory on TD is equivalent to a certain theory on
TD/(ZK)D in the large-N limit.

Finally, we consider Yang-Mills theory on TD:

S =
1

4κ2

∫

dDx Tr(FµνFµν) , (2.16)

where Fµν = ∂µAν − ∂νAµ + i[Aµ, Aν ]. By applying the reduction rule (2.3) to (2.16), we obtain

Sr =
v

v′
1

4κ2

∫

dDσ Tr
(

F̃µν F̃µν

)

, (2.17)

where F̃µν = ∂σµÃν − ∂σν Ãµ + i
[

Ãµ, Ãν

]

with Ãµ(σ) = Pµ + Aµ(σ). Namely, the reduced model

agrees with the one that is obtained by dimensionally reducing the original model to TD/(ZK)D.
If the background Ãµ = Pµ is stable in the reduced model (2.17), the reduced model is equivalent
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to the original model (2.16) in the N → ∞ with κ2N fixed in the sense that (2.14) holds and a
following relation for Wilson loops also holds:

〈

1

N
P exp

(

i

∫ 1

0
dζ
dxµ(ζ)

dζ
Aµ(x(ζ))

)〉

=

〈

1

N
P exp

(

i

∫ 1

0
dζ
dxµ(ζ)

dζ
Ãµ(σ(ζ))

)〉

r

, (2.18)

where xµ(ζ) and σµ(ζ) are related as (2.1). Namely, the large-N volume independence holds literally.
Note that the stability depends on the dynamics of the model1.

3 Group manifolds and coset spaces

In this section, we review some basic facts about group manifolds and coset spaces. For more
details, see, for instance, [19, 20,23]. Let G be a compact simply connected Lie group2 and H be a
Lie subgroup of G. D and d denote the dimensions of G and H, respectively. Then, the dimension
of G/H is D−d. xM (M = 1, . . . ,D), ym (m = D−d+1, . . . ,D) and σµ (µ = 1, . . . ,D−d) denote
the coordinates of G, H and G/H, respectively, while A,B = 1, . . . ,D, a, b = D− d+1, . . . ,D and
α, β = 1, . . . ,D − d are the corresponding local Lorentz indices.

Let tA be a basis for the Lie algebra of G in which ta are a basis for the Lie algebra of H.
tA satisfy commutation relations [tA, tB ] = ifABCtC with fABC completely anti-symmetric and
fabα = 0. g(x) ∈ G is factorized locally as g(x) = L(σ)h(y), where h(y) ∈ H. The isometry of
G is the G × G symmetry, where one corresponds to the left translation and the other the right
translation. Only the left translation survives as the isometry of G/H.

A D ×D matrix Ad(g) for g ∈ G is defined by g tA g
−1 = tB Ad(g)BA. It is easy to show that

Ad(g)ABAd(g)AC = δBC . Note that if h is an element of H, Ad(h)αa = Ad(h)aα = 0, which implies
that Ad(h)αβAd(h)αγ = δβγ , Ad(h)abAd(h)ac = δbc.

The right invariant 1-form EAM and the left invariant 1-form SAM are defined by

∂Mg(x)g
−1(x) = −iEAM (x) tA , g−1(x)∂Mg(x) = iSAM (x) tA . (3.1)

They satisfy the Maurer-Cartan equation

∂ME
A
N − ∂NE

A
M − fABCE

B
ME

C
N = 0 , ∂MS

A
N − ∂NS

A
M − fABCS

B
MS

C
N = 0 . (3.2)

Defining eAµ , ẽ
a
m, s

A
µ and s̃am by

∂µL(σ)L
−1(σ) = −ieAµ (σ) tA , ∂mh(y)h

−1(y) = −iẽam(y) ta ,
L−1(σ)∂µL(σ) = isAµ (σ)tA , h−1(y)∂mh(y) = is̃am(y)ta , (3.3)

we obtain the relations:

Eαµ (x) = eαµ(σ) , Eaµ(x) = eaµ(σ) , Eαm(x) = Ad(L)αb(σ)ẽ
b
m(y) , Eam(x) = Ad(L)ab(σ)ẽ

b
m(y) ,

Sαµ (x) = Ad(h−1)αβ(y)s
β
µ(σ) , Saµ(x) = Ad(h−1)ab(y)s

b
µ(σ) , Sαm(x) = 0 , Sam(x) = s̃am(y) .

(3.4)

A metric of G, GMN = EAME
A
N = SAMS

A
N , is right and left invariant. By using (3.4), we obtain

ds2G = sβµs
β
νdσµdσν+

(

Ad(h−1)bas̃
b
mdy

m + saµdσ
µ
)2
, where the invariant metric of G/H, gµν , is given

by gµν = sαµs
α
ν . The Haar measure of G is given by dg = dDx

√

G(x), where G(x) is detGMN (x).

1 Instability corresponds to SSB of the so-called U(1)D symmetry or the center invariance.
2If G is not simply connected, the reduced model is not obtained in a globally consistent way.
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It is factorized as dg = dD−dσddy
√

g(σ) det s̃am(y). We denote the invariant measure of G/H,
dD−dσ

√
g, by dL.

We define the right invariant Killing vectors LA and the left invariant Killing vectors RA by

LA = −iEMA
∂

∂xM
, RA = −iSMA

∂

∂xM
, (3.5)

where EMA and SMA are the inverses of EAM and SAM , respectively. LA and RA generate the left
translation and right translation, respectively, and obey the following commutation relations:

[LA,LB ] = ifABCLC , [RA,RB ] = ifABCRC , [LA,RB ] = 0 . (3.6)

By using (3.4), we obtain

Lα = isµβAd(L)βα
∂

∂σµ
− iẽmb

(

Ad(L)bα − sbρs
ρ
βAd(L)βα

) ∂

∂ym
,

La = isµβAd(L)βa
∂

∂σµ
− iẽmb

(

Ad(L)ba − sbρs
ρ
βAd(L)βa

) ∂

∂ym
,

Rα = −iAd(h−1)αβs
µ
β

∂

∂σµ
+ iAd(h−1)bcAd(h

−1)αβ s̃
m
b s

c
νs
ν
β

∂

∂ym
,

Ra = −is̃ma
∂

∂ym
, (3.7)

where sµα, s̃ma and ẽma are the inverses of sαµ, s̃
a
m and ẽam, respectively. L′

A = isµβAd(L)βA
∂
∂σµ are the

Killing vectors on G/H and are indeed independent of y.
Let us consider a scalar matrix field theory on G given by3

S =

∫

dDx
√

G(x) Tr

[

1

2
GMN∂Mφ(x)∂Nφ(x) +

m2

2
φ(x)2 +

κ

3
φ(x)3

]

=

∫

dD−dσddy
√

g(σ) det s̃am(y)Tr

[

−1

2
(LAφ(x))2 +

m2

2
φ(x)2 +

κ

3
φ(x)3

]

, (3.8)

where φ(x) is an N × N hermitian matrix. This theory has the G × G symmetry. Namely, (3.8)
is invariant under δφ = ǫLAφ or δφ = ǫRAφ. We impose a constraint Raφ(x) = 0, which implies
from (3.7) that φ is independent of y. Then, the theory (3.8) is reduced to the theory on G/H as

S =

∫

dD−dσddy
√
g det s̃amTr

[

−1

2

(

L′
Aφ

)2
+
m2

2
φ2 +

κ

3
φ3

]

= VH

∫

dD−dσ
√
g Tr

(

1

2
gµν∂µφ∂νφ+

m2

2
φ2 +

κ

3
φ3

)

, (3.9)

where VH is the volume of H. The theory (3.9) has the left G symmetry. Note that this is a
consistent truncation in the sense that every solution to the equation of motion in (3.9) is also a
solution to the equation of motion in (3.8).

As an example, we consider SU(2) ≃ S3 and SU(2)/U(1) ≃ S2. We have

g = e−iϕσ3/2e−iθσ2/2e−iψσ3/2 , L = e−iϕσ3/2e−iθσ2/2 , h = e−iψσ3/2 , (3.10)

3The invariant 1-forms, the Killing vectors, the integral measures and the delta functions are all well-defined
globally. Hence, all expressions on group manifolds and their coset spaces make sense globally, although they look
dependent on coordinate patches.
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where θ, ϕ and ψ are the Euler angles, and σi (i = 1, 2, 3) are the Pauli matrices. Here µ =
(θ, ϕ), m = ψ, α = (1, 2), and a = 3. LA are given by

L1 = −i
(

− sinϕ
∂

∂θ
− cot θ cosϕ

∂

∂ϕ
+

cosϕ

sin θ

∂

∂ψ

)

,

L2 = −i
(

− cosϕ
∂

∂θ
− cot θ sinϕ

∂

∂ϕ
+

sinϕ

sin θ

∂

∂ψ

)

,

L3 = −i ∂
∂ϕ

. (3.11)

RA are given by

R1 = −i
(

− sinψ
∂

∂θ
+

cosψ

sin θ

∂

∂ϕ
− cot θ cosψ

∂

∂ψ

)

,

R2 = −i
(

− cosψ
∂

∂θ
− sinψ

sin θ

∂

∂ϕ
+ cot θ sinψ

∂

∂ψ

)

,

R3 = i
∂

∂ψ
. (3.12)

The right and left invariant metric of SU(2) is given by ds2 = dθ2 + sin2 θdϕ2 + (dψ + cos θdϕ)2.
The first and second terms in the RHS give the metric of SU(2)/U(1). The Haar measure takes
the form dg = sin θdθdϕdψ.

4 Bilocal representation for the reduced model on G/H

We consider a coordinate basis |g〉 for G as in the case of torus. We define the generators of the left

translation L̂A by eiǫL̂A |g〉 = |eiǫtAg〉4. It is easy to show that L̂A|g〉 = −LA|g〉, 〈g|L̂A = LA〈g|. We
denote the volumes of G and G/H by V and V ′, respectively. To obtain a reduced model of (3.8)
defined on G/H, we apply the following rule

φ(g) → φ(L) , LA →
[

L̂A,
]

,

∫

dg → v

v′

∫

dL =
v

v′

∫

dD−dσ
√
g . (4.1)

The first rule is realized by imposing Raφ = 0. Thus, by introducing the bilocal representation for
φ(L)

φ(L, g, g′) = 〈g|φ(L)|g′〉 , (4.2)

we obtain a bilocal representation of the reduced model:

Sr =
v

v′

∫

dLdgdg′
1

2
φ(L, g′, g)

[

(

L′L
A + LgA + Lg′A

)2
+m2

]

φ(L, g, g′)

+
κv

3v′

∫

dLdgdg′dg′′φ(L, g, g′)φ(L, g′, g′′)φ(L, g′′, g) . (4.3)

As in the case of a torus, we make a change of variables w = g, ξ = g′−1g, ρ = g−1L and obtain a
relation

(

L′L
A + LgA + Lg′A

)

φ(L, g, g′) = LwAφ(L, g, g′) . (4.4)

Thus, the propagator is read off as

〈

φ(L1, g1, g
′
1)φ(L2, g

′
2, g2)

〉

=
v′

v
∆

(

g1g
−1
2

)

δ
(

g′1
−1
g1, g

′
2
−1
g2

)

δG/H
(

g−1
1 L1, g

−1
2 L2

)

, (4.5)

4
L̂A are the generators in the regular representation [19,20].
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where ∆(g1g
−1
2 ) is the propagator of the original model (3.8) with N = 1, δ(g1, g2) is the right and

left invariant delta function on G, and δG/H(L1, L2) is the left invariant delta function on G/H.
We consider the two-loop contribution to the free energy in the original and reduced models.

The planar diagram (Fig.3) in the original theory is calculated as

λN2

6

∫

dg1dg2∆(g1g
−1
2 )3 . (4.6)

The non-planar diagram (Fig.4) is calculated as (4.6)/N2. The planar diagram (Fig.3) in the
reduced model is calculated as

3 · 1
2

( κv

3v′

)2
(

v′

v

)3 ∫

dL1dL2dg1dg
′
1dg

′′
1dg2dg

′
2dg

′′
2

×∆
(

g1g
−1
2

)

δ
(

g′1
−1
g1, g

′
2
−1
g2

)

δG/H
(

g−1
1 L1, g

−1
2 L2

)

×∆
(

g′1g
′
2
−1

)

δ
(

g′′1
−1
g′1, g

′′
2
−1
g′2

)

δG/H

(

g′1
−1
L1, g

′
2
−1
L2

)

×∆
(

g′′1g
′′
2
−1

)

δ
(

g1
−1g′′1 , g2

−1g′′2
)

δG/H

(

g′′1
−1
L1, g

′′
2
−1
L2

)

. (4.7)

A change of variables g′2 = g2g
−1
1 g′1 and g′′2 = g2g

−1
1 g′′1 leads to

κ2v′

6v
δ(0)

∫

dL1dL2dg1dg
′
1dg

′′
1dg2∆

(

g1g
−1
2

)3
δG/H

(

g−1
1 L1, g

−1
2 L2

)

× δG/H

(

g′1
−1
L1, g

′
1
−1
g1g

−1
2 L2

)

δG/H

(

g′′1
−1
L1, g

′′
1
−1
g1g

−1
2 L2

)

. (4.8)

Making a further change of variables g′1
−1g1 → g′1

−1 and g′′1
−1g1 → g′′1

−1, we obtain

κ2v′

6v
δ(0)

∫

dL1dL2dg1dg
′
1dg

′′
1dg2∆

(

g1g
−1
2

)3
δG/H

(

g−1
1 L1, g

−1
2 L2

)

× δG/H

(

g′1
−1
g−1
1 L1, g

′
1
−1
g−1
2 L2

)

δG/H

(

g′′1
−1
g−1
1 L1, g

′′
1
−1
g−1
2 L2

)

=
κ2v′

6v
δ(0)

∫

dL1dL2dg1dg
′
1dg

′′
1dg2∆

(

g1g
−1
2

)3
δG/H

(

g−1
1 L1, g

−1
2 L2

)3

=
κ2v′

6v
δ(0)V 2δG/H(0)

2V ′

∫

dg1dg2∆
(

g1g
−1
2

)3

=
vV ′

v′
λN2

6V

∫

dg1dg2∆
(

g1g
−1
2

)3
. (4.9)

In the above calculation δ(0) = 1/v, δG/H(0) = 1/v′, V = Nv and λ = κ2N have been used. The
non-planar diagram (Fig.4) in the reduced model is calculated as

3 · 1
2

( κv

3v′

)2
(

v′

v

)3 ∫

dL1dL2dg1dg
′
1dg

′′
1dg2dg

′
2dg

′′
2

×∆
(

g1g
−1
2

)

δ
(

g′1
−1
g1, g

′
2
−1
g2

)

δG/H
(

g−1
1 L1, g

−1
2 L2

)

×∆
(

g′1g
′′
2
−1

)

δ
(

g′′1
−1
g′1, g2

−1g′′2

)

δG/H

(

g′1
−1
L1, g

′′
2
−1
L2

)

×∆
(

g′′1g
′
2
−1

)

δ
(

g1
−1g′′1 , g

′′
2
−1
g′2

)

δG/H

(

g′′1
−1
L1, g

′
2
−1
L2

)

. (4.10)
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A change of variables g′′1 = g′1g
′′
2
−1g2 and g′2 = g2g1

−1g′1 gives rise to

κ2v′

6v

∫

dL1dL2dg1dg
′
1dg2dg

′′
2 ∆

(

g1g2
−1

)

∆
(

g′1g
′′
2
−1

)

∆
(

g′1g
′′
2
−1
g2g

′
1
−1
g1g2

−1
)

δ
(

g−1
1 g′1g

′′
2
−1
g2, g

′′
2
−1
g2g

−1
1 g′1

)

× δG/H
(

g−1
1 L1, g2

−1L2

)

δG/H

(

g′1
−1
L1, g

′′
2
−1
L2

)

δG/H

(

g−1
2 g′′2g

′
1
−1
L1, g

′
1
−1
g1g

−1
2 L2

)

. (4.11)

A further change of variables g1g
−1
2 = g̃−1

2 and g′1g
′′
2
−1 = g̃′1 leads to

κ2v′

6v

∫

dL1dL2dg1dg̃
′
1dg̃2dg

′′
2∆

(

g̃−1
2

)

∆
(

g̃′1
)

∆
(

g̃′1g̃2g1g
′′
2
−1
g̃′

−1
1 g̃−1

2

)

δ
(

g−1
1 g̃′1g̃2g1, g

′′
2
−1
g̃2g̃

′
1g

′′
2

)

× δG/H
(

L1, g̃
−1
2 L2

)

δG/H
(

L1, g̃
′
1L2

)

δG/H

(

L1, g̃
′
1g̃2g1g

′′
2
−1
g̃′

−1
1 g̃−1

2 L2

)

=
κ2v′

6v

∫

dL1dL2dg1dg̃
′
1dg̃2dg

′′
2∆

(

g̃−1
2

)

∆
(

g̃′1
)

∆
(

g1g
′′
2
−1

)

δ
(

g̃′1g̃2g1, g1g
′′
2
−1
g̃2g̃

′
1g

′′
2

)

× δG/H
(

L1, g̃
−1
2 L2

)

δG/H
(

L1, g̃
′
1L2

)

δG/H

(

L1, g1g
′′
2
−1
L2

)

. (4.12)

By making a change of variables g1g
′′
2
−1 = g̃, we obtain

κ2v′

6v
V

∫

dL1dL2dg̃
′
1dg̃2dg̃∆

(

g̃−1
2

)

∆
(

g̃′1
)

∆(g̃)

× δ
(

g̃′1g̃2g̃, g̃g̃2g̃
′
1

)

δG/H
(

L1, g̃
−1
2 L2

)

δG/H
(

L1, g̃
′
1L2

)

δG/H (L1, g̃L2) . (4.13)

Since δ (g̃′1g̃2g̃, g̃g̃2g̃
′
1) ≤ δ(0) = 1/v,

Absolute value of (4.13)

≤ κ2v′

6v
δ(0)V

∫

dL1dL2dhdh
′dh′′

∣

∣∆
(

L−1
2 L1h

)

∆
(

L−1
2 L1h

′
)

∆
(

L−1
2 L1h

′′
)∣

∣

=

{

vV ′

v′
λN2

6V

V ′

V

∫

dL1dL2dhdh
′dh′′

∣

∣∆
(

L−1
2 L1h

)

∆
(

L−1
2 L1h

′
)

∆
(

L−1
2 L1h

′′
)∣

∣

}

×
(

v′

V ′

)2

.

(4.14)

We see that the above quantity is analogous to the one (2.13) and suppressed by (v′/V ′)2 in the
v′ → 0 limit compared to (4.9). Thus, the non-planar diagram is suppressed compared to the planar
diagram in both the original and reduced model. By comparing (4.6) and (4.9), we again obtain the
relation (2.14). As in the case of torus, one can show that (2.14) holds to all orders in perturbative
expansion.

Defining φ̂(g) by φ̂(g) = eiLAθAφ(L)e−iLAθA , where g = eiθAtA , we see that the relation (2.15)
also holds in this case. Thus, we find that the large-N equivalence in dimensional reduction holds
on group manifolds.

Finally, we consider U(N) Yang-Mills theory on G:

S =
1

4κ2

∫

dDx
√
GGACGBDTr(FABFCD) , (4.15)

where FAB = ∂AAB − ∂BAA + i[AA, AB ]. We expand the gauge field AA in terms of the right
invariant 1-form as AM = EAMXA. By using (3.2), we rewrite (4.15) as

S = − 1

4κ2

∫

dDx
√
G Tr (LAXB − LBXA − ifABCXC + [XA,XB ])

2 . (4.16)
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By imposing RaXA = 0 on (4.15), we obtain Yang-Mills theory on G/H. The reduced model on
G/H is given by

Sr = − v

v′
1

4κ2

∫

dD−dσ
√
g Tr

(

LAX̃B − LBX̃A − ifABCXC +
[

X̃A, X̃B

])2
, (4.17)

where X̃A(σ) = LA +XA(σ). If G is simple, the gauge theory is massive due to the fABCXC term
so that the there is no moduli for the background X̃A = LA. Thus, since the background X̃A = LA
is stable, the large-N equivalence in dimensional reduction on group manifolds holds. Namely, the
reduced model is equivalent to the original model (4.16) in the N → ∞ with κ2N fixed in the sense
that (2.14) holds and a following relation for Wilson loops [24] holds:

〈

1

N
P exp

(

i

∫ 1

0
dζ
dxM (ζ)

dζ
EAM (x(ζ))XA(x(ζ))

)〉

=

〈

1

N
P exp

(

i

∫ 1

0
dζ
dxM (ζ)

dζ
EAM (x(ζ))X̃A(σ(ζ))

)〉

r

,

(4.18)
where xM (ζ) and σµ(ζ) are related through g(x) = L(σ)h(y).

5 Conclusion and Discussion

In this paper, we showed that a theory on a group manifold G is equivalent to the corresponding
theory on G/H with H a subgroup of G in the large-N limit. The degrees of freedom on G are
retrieved by the degrees of freedom of matrices in a consistent way with the dimensional reduction
to G/H. An advantage of reduction to G/H with a finite volume compared to reduction to a matrix
model is that one does not need to introduce k multiplicity and take the k → ∞ limit to extract
only planar contribution as in the latter case [19, 20], since the UV cutoff V ′/v′ plays the role of
extracting planar contribution. While we showed the equivalence perturbatively, we can show it
non-perturbatively based on the continuum Schwinger-Dyson equations as in [5], by assuming the
stability of the background, which is a counterpart of the center symmetry.

An interesting application of the large-N equivalence in dimensional reduction on group mani-
folds is that the SU(2|4) symmetric gauge theory on R×S2 is equivalent to N = 4 super Yang-Mills
theory on R×S3 in the large-N limit. (For another large-N equivalence between these two theories,
see [17, 25].) Both of the theories have gravity duals, so that the above equivalence would be seen
on the gravity side. It is interesting to search for gravity duals of other large-N equivalences in
dimensional reduction [26–30].
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