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TOPOLOGICAL STRUCTURE OF THE SPACE OF
(WEIGHTED) COMPOSITION OPERATORS BETWEEN

FOCK SPACES IN SEVERAL VARIABLES

PHAM TRONG TIEN1 & LE HAI KHOI2

Abstract. In this paper, we consider the topological structure
problem for spaces of composition operators as well as nonzero
weighted composition operators acting from a Fock space Fp(Cn)
to another one Fq(Cn). Explicit descriptions of all (path) con-
nected components and isolated points in these spaces are ob-
tained.

1. Introduction

Composition operators Cϕ and weighted composition operatorsWψ,ϕ

have been intensively investigated on various Banach spaces of holo-
morphic functions on the unit disc or the unit ball during the past
several decades in different directions. One of the recent main prob-
lems in the study of such operators is to characterize (path) connected
components and isolated points in spaces of these operators endowed
with the operator norm topology. There is a huge literature in this
topic: [1, 2, 6, 11, 15, 16] on Hardy spaces, [11, 13] on Bergman spaces,
[7, 12, 14, 20] on spaces H∞ of all bounded holomorphic functions, [8]
on Bloch spaces, etc. On many spaces, this question is difficult and
not yet solved completely.

Recently, much progress was made in the study of (weighted) compo-
sition operators on Fock spaces (see, for instance, [3, 4, 10, 17, 21]). One
of the main differences between operators Cϕ and Wψ,ϕ on Fock spaces
and those on the above-mentioned spaces of holomorphic functions on
the unit disc or the unit ball is the lack of bounded holomorphic func-
tions in the Fock space setting. In fact, entire functions ϕ that induce
bounded operators Cϕ and Wψ,ϕ are quite restrictive, in details, they
are only affine functions. Thanks to this, some difficult problems were
completely solved on Fock spaces. In particular, concerning the topo-
logical structure, the path connected components and isolated points
in the space of composition operators on the Hilbert Fock space in
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several variables were characterized in [5]. Later, in [18] the authors
obtained complete descriptions of all (path) connected components and
isolated points in not only the space of composition operators but also
the space of nonzero weighted composition operators between different
general Fock spaces in one variable.

The aim of this paper is to develop the study related to the topologi-
cal structure in [18] for the case of several variables. Roughly speaking,
our main result is to give complete answers to all important questions
of the topological structure problem for both spaces of composition op-
erators and nonzero weighted composition operators in the Fock space
context. It should be noted that the techniques used in [5] for Hilbert
Fock spaces cannot be applied to this paper for general ones. Also the
techniques in several variables are much more complicated than in one
variable.

The paper is organized as follows. In Section 2 we recall some prelim-
inaries results on general Fock spaces Fp(Cn) and (weighted) composi-
tion operators between different Fock spaces. Section 3 is devoted to the
space C(Fp(Cn),F q(Cn)) of composition operators acting from a Fock
space Fp(Cn) to another one F q(Cn). We prove that if 0 < q < p <∞,
then the space C(Fp(Cn),F q(Cn)) is path connected (Theorem 3.2). In
the case 0 < p ≤ q <∞, we completely determine all (path) connected
components and isolated points in C(Fp(Cn),F q(Cn)) (Theorem 3.9).
The study of the space Cw(F

p(Cn),F q(Cn)) of nonzero weighted com-
position operators acting from a Fock space Fp(Cn) to another one
F q(Cn) is more complicated and carried out in Section 4. In The-
orem 4.3, we show that the space Cw(F

p(Cn),F q(Cn)) is also path
connected when 0 < q < p < ∞, while all (path) connected compo-
nents of Cw(F

p(Cn),F q(Cn)) when 0 < p ≤ q < ∞ are characterized
in Theorem 4.6.

It should be noted that the key technique in this paper is to study
composition operators Cϕ and weighted composition operators Wψ,ϕ

via the operators Cϕ̃ and W
ψ̃,ϕ̃

, which are induced by the so-called

normalizations ϕ̃ of ϕ and (ψ̃, ϕ̃) of (ψ, ϕ), respectively.

2. Preliminaries

Recall that for a number p ∈ (0,∞), the Fock space Fp(Cn) consists
of all entire functions f on Cn for which

‖f‖n,p =

(( p

2π

)n ∫

Cn

|f(z)|pe−
p|z|2

2 dA(z)

) 1
p

<∞,

where dA is the Lebesgue measure on Cn. It is well known that Fp(Cn)
with 1 ≤ p < ∞ is a Banach space, while for 0 < p < 1, Fp(Cn) is a
complete metric space with the distance d(f, g) = ‖f − g‖pn,p.
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For each w ∈ Cn, we define the functions

Kw(z) = e〈z,w〉 and kw(z) = e〈z,w〉−
|w|2

2 , z ∈ C
n,

where 〈z, w〉 = z1w1 + · · ·+ znwn and |w|2 = 〈w,w〉. Then ‖kw‖n,p = 1
for all w ∈ Cn and 0 < p < ∞, and kw converges to 0 in the space
O(Cn) as |w| → ∞, where O(Cn) is the space of all entire functions on
Cn with the usual compact open topology.

We give some notation and auxiliary results which will be used
throughout the paper.

For each point z = (z1, ..., zn) ∈ Cn and 0 ≤ s ≤ n, we define

z[s] =

{
∅, if s = 0

(z1, ..., zs), if s 6= 0,
and z′[s] =

{
(zs+1, ..., zn), if s 6= n

∅, if s = n,

by convention that |z[0]| = 0 and |z′[n]| = 0.

For each z = (z1, ..., zn) ∈ C
n and 1 ≤ i ≤ n, we put

z′i =





(z2, ..., zn), if i = 1,

(z1, ..., zi−1, zi+1, ..., zn), if 2 ≤ i ≤ n− 1,

(z1, ..., zn−1), if i = n,

and, briefly, write z = (zi, z
′
i).

For an n × n diagonal matrix A and 0 < s < n, we denote by
A[s] the principal submatrix of A with diagonal entries aii, i = 1, ..., s,
and by A′

[s] the principal submatrix of A with diagonal entries aii, i =
s+ 1, ..., n.

The following lemmas can be found in [19, Section 2].

Lemma 2.1. Let p ∈ (0,∞), b = (b1, ..., bn) be a point in Cn, and
f ∈ Fp(Cn). For each 0 < s < n the following statements are true:

(i) The function f(b[s], ·) ∈ Fp(Cn−s) and

‖f(b[s], ·)‖n−s,p e
−
|b[s]|

2

2 ≤ ‖f‖n,p.

(ii) The function f(·, b′[s]) ∈ Fp(Cs) and

‖f(·, b′[s])‖s,p e
−
|b′[s]|

2

2 ≤ ‖f‖n,p.

Lemma 2.2. Let p ∈ (0,∞) and 1 ≤ i ≤ n be given. Then for each
function f ∈ Fp(Cn) and z ∈ Cn, the following inequalities hold:

(i)

|f(z)|e−
|z|2

2 ≤ ‖f‖n,p.

(ii) ∣∣∣∣
∂f

∂zi
(z)

∣∣∣∣ ≤ e2(1 + |zi|)e
|z|2

2 ‖f‖n,p.
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Proof. (i) was proved in [19, Lemma 2.2].
(ii) For every point z′i ∈ Cn−1 fixed, by Lemma 2.1, the function

f(·, z′i) ∈ Fp(C). Then, by [18, Lemma 2.1], for every zi ∈ C,
∣∣∣∣
∂f

∂zi
(zi, z

′
i)

∣∣∣∣ ≤ e2(1 + |zi|)e
|zi|

2

2 ‖f(·, z′i)‖1,p.

This and Lemma 2.1 imply the desired inequality. �

Lemma 2.3. For every 0 < p < q < ∞, Fp(Cn) ⊂ F q(Cn) and the
inclusion is continuous. Moreover,

‖f‖n,q ≤

(
q

p

)n
q

‖f‖n,p, ∀f ∈ Fp(Cn).

Let ψ : Cn → C be a nonzero entire function and ϕ : Cn → Cn

a holomorphic mapping. The weighted composition operator Wψ,ϕ in-
duced by ψ and ϕ is defined as follows Wψ,ϕf = ψ · (f ◦ ϕ). When the
function ψ is identically 1, the operator Wψ,ϕ reduces to the composi-
tion operator Cϕ. As in [10, 18], we define the following quantities

mz(ψ, ϕ) = |ψ(z)|e
|ϕ(z)|2−|z|2

2 , z ∈ C
n,

and
m(ψ, ϕ) = sup

z∈Cn

mz(ψ, ϕ).

In [19, Section 3] it was shown that bounded weighted composition
operators from a Fock space Fp(Cn) to another one F q(Cn) can be in-
duced only by nonzero entire functions ψ ∈ F q(Cn) and such mappings
ϕ(z) = Az + b with some n× n matrix A, ‖A‖ ≤ 1 and n× 1 vector b.
In particular, boundedness and compactness of composition operators
Cϕ : Fp(Cn) → F q(Cn) were characterized in terms of the matrix A.
These characterizations will be used in the sequel and for the reader’s
convenience we state them in the following theorems. The proofs can
be founded in [19, Corollaries 3.11 and 3.14].

Theorem 2.4. Let 0 < p ≤ q < ∞ and ϕ : Cn → Cn a holomorphic
mapping. The following statements are true.

(a) The operator Cϕ : Fp(Cn) → F q(Cn) is bounded if and only if
ϕ(z) = Az + b, where A is an n × n matrix and b is an n × 1
vector such that ‖A‖ ≤ 1 and 〈Aζ, b〉 = 0 for every ζ in Cn with
|Aζ | = |ζ |.

(b) The operator Cϕ : Fp(Cn) → F q(Cn) is compact if and only if
ϕ(z) = Az + b, where A is an n × n matrix with ‖A‖ < 1 and
b is an n× 1 vector.

Theorem 2.5. Let 0 < q < p < ∞ and ϕ : Cn → Cn a holomorphic
mapping. The following conditions are equivalent:

(i) The operator Cϕ : Fp(Cn) → F q(Cn) is bounded.
(ii) The operator Cϕ : Fp(Cn) → F q(Cn) is compact.
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(iii) ϕ(z) = Az + b, where A is an n × n matrix with ‖A‖ < 1 and
b is an n× 1 vector.

The criteria for boundedness and compactness of weighted composi-
tion operators Wψ,ϕ : Fp(Cn) → F q(Cn) were obtained in terms of the

so-called normalization (ψ̃, ϕ̃) of (ψ, ϕ) (see [19, Theorems 3.8, 3.9 and

3.12]). The normalization (ψ̃, ϕ̃) also plays an important role in the
current paper. We recall this notation based on the following singular
value decomposition of the matrix A (see also [9, Theorem 2.6.3]).

Lemma 2.6. If A is an n×n matrix of rank s, then A can be written as

A = V ÃU , where V, U are n×n unitary matrices, and Ã is a diagonal
matrix (ãij) with ã11 ≥ ã22 ≥ ... ≥ ãss ≥ ãs+1,s+1 = ... = ãnn = 0.
The ãii are the non-negative square roots of the eigenvalues of AA∗; if

we require that they are listed in decreasing order, then Ã is uniquely
determined from A.

Let Wq be the set of all pairs (ψ, ϕ) consisting of a nonzero entire
function ψ in F q(Cn) and a mapping ϕ(z) = Az + b with an n × n

matrix A satisfying ‖A‖ ≤ 1 and an n× 1 vector b.
We denote by Vq,s the subset ofWq consisting of all pairs (ψ, ϕ) inWq

with ϕ(z) = Az+b, where A is a diagonal matrix (aij) of rankA = s > 0
and

1 ≥ a11 ≥ a22 ≥ ... ≥ ass ≥ as+1,s+1 = ... = ann = 0.

Note that for each (ψ, ϕ) in Vq,s and f ∈ O(Cn), we have

‖Wψ,ϕf‖n,q =

(( q

2π

)n ∫

Cn

|ψ(z)|q|f(ϕ(z))|qe−
q|z|2

2 dA(z)

) 1
q

(2.1)

=

(( q

2π

)s ∫

Cs

|f(ϕ(z))|qe−
q|z[s]|

2

2 ‖ψ(z[s], ·)‖
q
n−s,qdA(z[s])

) 1
q

.

In view of this, boundedness and compactness of weighted composition
operators Wψ,ϕ induced by a pair (ψ, ϕ) in Vq,s, are characterized by
the following quantities:

ℓz[s](ψ, ϕ) = e
|ϕ(z)|2−|z[s]|

2

2 ‖ψ(z[s], .)‖n−s,q, z[s] ∈ C
s,

and

ℓ(ψ, ϕ) = sup
z[s]∈Cs

ℓz[s](ψ, ϕ),

where we consider ‖ψ(z[s], .)‖n−s,q = |ψ(z)| if s = n, and in this case
ℓz(ψ, ϕ) = mz(ψ, ϕ).

For each pair (ψ, ϕ) in Wq with ϕ(z) = Az + b and rankA = s > 0

and the singular value decomposition V ÃU of A, we define a new pair
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(ψ̃, ϕ̃) as follows:

ψ̃(z) = ψ(U∗z) and ϕ̃(z) = Ãz + b̃, b̃ = V ∗b, z ∈ C
n.

We call (ψ̃, ϕ̃) a normalization of (ψ, ϕ) with respect to the singular

value decomposition A = V ÃU (briefly, normalization of (ψ, ϕ)). In
the case ψ is identically 1, ϕ̃ is also called a normalization of ϕ. Note

that (ψ̃, ϕ̃) belongs to Vq,s.
We give the following auxiliary lemma which will be used in the

sequel.

Lemma 2.7. Let (ψ, ϕ) be a pair in Wq with ϕ(z) = Az+ b and (ψ̃, ϕ̃)
its normalization. If m(ψ, ϕ) <∞ and ‖A‖ = 1, then

ψ̃(z) = e−〈z[j] ,̃b[j]〉ψ̃∗(z
′
[j]), z ∈ C

n,

where j = max{i : ãii = 1} and ψ̃∗ is a nonzero entire function of z′[j]
on Cn−j. In particular, if ψ is identically 1, then b̃i = 0 for every i ≤ j.

Proof. By [19, Lemma 3.5], we have m(ψ̃, ϕ̃) = m(ψ, ϕ) < ∞. Then,
for each z ∈ Cn,

∞ > m(ψ̃, ϕ̃) ≥ |ψ̃(z)|e
|ϕ̃(z)|2−|z|2

2

=
∣∣∣ψ̃(z)e〈z[j] ,̃b[j]〉

∣∣∣ e
|b̃[j]|

2

2 e
|Ã′

[j]
z′
[j]

+b̃′
[j]|

2
−|z′[j]|

2

2 .

Thus, for each z′[j] ∈ Cn−j fixed, the entire function ψ̃(z[j], z
′
[j])e

〈z[j] ,̃b[j]〉

is bounded on Cj, and hence, ψ̃(z[j], z
′
[j])e

〈z[j] ,̃b[j]〉 = ψ̃∗(z
′
[j]) for every

z ∈ Cn. From this the conclusions follow. �

Next, for simplicity, if ϕ(z) ≡ b, then we write Cb instead of Cϕ;
and in the case ϕ(z) = Az with an n × n matrix A, we denote the
composition operator Cϕ by CA. Obviously, if U is a unitary matrix,
then CU is invertible on every Fock space Fp(Cn) with (CU)

−1 = CU∗

and ‖CUf‖n,p = ‖f‖n,p for all f ∈ Fp(Cn). From this and the definition

of (ψ̃, ϕ̃) and [19, Proposition 3.4] it follows that

(2.2) Wψ,ϕ = CUWψ̃,ϕ̃
CV and W

ψ̃,ϕ̃
= CU∗Wψ,ϕCV ∗ .

3. The space of composition operators

In this section we study path connected components in the space
C(Fp(Cn),F q(Cn)) of all composition operators acting from Fp(Cn) to
F q(Cn) under the operator norm topology. For two operators Cϕ and
Cφ in C(Fp(Cn),F q(Cn)), we write Cϕ ∼ Cφ in C(Fp(Cn),F q(Cn)) if
Cϕ and Cφ belong to the same path connected component of the space
C(Fp(Cn),F q(Cn)).
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Firstly we investigate the set of all compact composition operators
from Fp(Cn) to F q(Cn), denoted by C0(F

p(Cn),F q(Cn)). By Theorems
2.4 and 2.5, we get

C0(F
p(Cn),F q(Cn)) = {Cϕ : ϕ(z) = Az + b, ‖A‖ < 1, b ∈ C

n} .

Proposition 3.1. Let p, q ∈ (0,∞) be given. The set C0(F
p(Cn),F q(Cn))

of all compact composition operators acting from Fp(Cn) to F q(Cn) is
path connected in the space C(Fp(Cn),F q(Cn)).

Proof. We divide the proof into three steps.
Step 1. We show that if the operator Cϕ : Fp(Cn) → F q(Cn)

is compact, then Cϕ ∼ Cϕ(0) in C(Fp(Cn),F q(Cn)) via a path in
C0(F

p(Cn),F q(Cn)). Let ϕ(z) = Az + b, where A is an n × n ma-
trix with ‖A‖ < 1 and b is an n× 1 vector.

If A = 0, then the assertion is trivial. Suppose that 0 < ‖A‖ < 1 and
rankA = s. For each t ∈ [0, 1], put ϕt(z) = ϕ(tz) = tAz+b, z ∈ Cn. By
Theorems 2.4 and 2.5, all operators Cϕt with t ∈ [0, 1] are compact from
Fp(Cn) to F q(Cn), i. e. Cϕt ∈ C0(F

p(Cn),F q(Cn)) for all t ∈ [0, 1].
Moreover, Cϕ = Cϕ1 and Cϕ(0) = Cϕ0 .

We now prove that the map

[0, 1] −→ C(Fp(Cn),F q(Cn)), t 7−→ Cϕt ,

is continuous, that is, ‖Cϕt − Cϕt0
‖ → 0 as t→ t0 for every t0 ∈ [0, 1].

Let ϕ̃(z) = Ãz + b̃ be the normalization of ϕ, where the singular

value decomposition of A is V ÃU and b̃ = V ∗b. Then ϕ̃t (z) = tÃz+ b̃,
and by (2.2), Cϕt = CUCϕ̃t

CV and Cϕ̃t
= CU∗CϕtCV ∗ for all t ∈ [0, 1].

Thus, ‖Cϕt − Cϕt0
‖ = ‖Cϕ̃t

− Cϕ̃t0
‖ for all t, t0 ∈ [0, 1].

Fix t0 ∈ [0, 1]. For every t ∈ [0, 1] and f ∈ Fp(Cn) with ‖f‖n,p ≤ 1,
using (2.1) and the fact that for each z[s] ∈ Cs, there is a number
τ = τ(z[s]) in between t0 and t such that

f(ϕ̃t(z))− f(ϕ̃t0(z)) = f
(
tÃ[s]z[s] + b̃[s], b̃

′
[s]

)
− f

(
t0Ã[s]z[s] + b̃[s], b̃

′
[s]

)

= (t− t0)

s∑

i=1

ãiizi
∂f

∂zi

(
τÃ[s]z[s] + b̃[s], b̃

′
[s]

)
,

we obtain

‖Cϕ̃tf − Cϕ̃t0
f‖qn,q

=
( q

2π

)s ∫

Cs

∣∣∣f
(
tÃ[s]z[s] + b̃[s], b̃

′
[s]

)
− f

(
t0Ã[s]z[s] + b̃[s], b̃

′
[s]

)∣∣∣
q

e−
q|z[s]|

2

2 dA(z[s])

=|t− t0|
q
( q

2π

)s ∫

Cs

∣∣∣∣∣

s∑

i=1

ãiizi
∂f

∂zi

(
τÃ[s]z[s] + b̃[s], b̃

′
[s]

)
∣∣∣∣∣

q

e−
q|z[s]|

2

2 dA(z[s]).

From this and Lemma 2.2(ii), for some constant C > 0 satisfying

(x1 + ... + xs)
q ≤ Cq(xq1 + ...+ xqs), ∀x1, ..., xs ≥ 0,
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we get that for every t ∈ [0, 1] and f ∈ Fp(Cn) with ‖f‖n,p ≤ 1,

‖Cϕ̃t
f − Cϕ̃t0

f‖qn,q

≤ Cq|t− t0|
q
( q

2π

)s ∫

Cs

s∑

i=1

|ãiizi|
q

∣∣∣∣
∂f

∂zi

(
τÃ[s]z[s] + b̃[s], b̃

′
[s]

)∣∣∣∣
q

e−
q|z[s]|

2

2 dA(z[s])

≤ Cqe2q|t− t0|
q
( q

2π

)s

×

∫

Cs

s∑

i=1

|ãiizi|
q
(
1 +

∣∣τ ãiizi + b̃i
∣∣)qe

q

∣∣∣∣∣

(
τÃ[s]z[s]+b̃[s],b̃

′
[s]

)∣∣∣∣∣
2

2 ‖f‖qn,pe
−

q|z[s]|
2

2 dA(z[s])

≤ Cqe2q|t− t0|
q
( q

2π

)s

×

∫

Cs

s∑

i=1

|ãiizi|
q
(
1 + |ãiizi|+ |̃bi|

)q
e

q

(
|Ã[s]z[s]|+|b̃[s]|

)2
+q|b̃′[s]|

2

2 e−
q|z[s]|

2

2 dA(z[s])

=M q|t− t0|
q,

where

M q = Cqe2q
( q

2π

)s

×

∫

Cs

s∑

i=1

|ãiizi|
q
(
1 + |ãiizi|+ |̃bi|

)q
e

q

(
|Ã[s]z[s]|+|b̃[s]|

)2
+q|b̃′[s]|

2

2 e−
q|z[s]|

2

2 dA(z[s]) <∞,

since ‖Ã[s]‖ < 1.
Consequently,

‖Cϕt − Cϕt0
‖ = ‖Cϕ̃t − Cϕ̃t0

‖ ≤M |t− t0|, ∀t, t0 ∈ [0, 1].

This implies that lim
t→t0

‖Cϕt − Cϕt0
‖ = 0 for all t0 ∈ [0, 1].

Step 2. We prove that for every α, β ∈ Cn, the operators Cα ∼ Cβ
in C(Fp(Cn),F q(Cn)) via a path in C0(F

p(Cn),F q(Cn)).
For each t ∈ [0, 1], put γt = (1 − t)α + tβ. Then Cα = Cγ0 and

Cβ = Cγ1 , and all operators Cγt , t ∈ [0, 1], are compact from Fp(Cn) to
F q(Cn), i. e. Cγt ∈ C0(F

p(Cn),F q(Cn)) for all t ∈ [0, 1].
We show that the map

[0, 1] −→ C(Fp(Cn),F q(Cn)), t 7−→ Cγt ,

is continuous. Fix an arbitrary number t0 ∈ [0, 1]. For each t ∈ [0, 1]
and f ∈ Fp(Cn) with ‖f‖n,p ≤ 1, using Lemma 2.2(ii), for some number
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τ in between t0 and t, we have

‖Cγtf − Cγt0f‖n,q = |f(γt)− f(γt0)|‖1‖n,q

= |t− t0|

∣∣∣∣∣

n∑

i=1

∂f(γτ )

∂zi
(βi − αi)

∣∣∣∣∣ ≤ |t− t0|
n∑

i=1

|βi − αi|

∣∣∣∣
∂f(γτ )

∂zi

∣∣∣∣

≤ e2|t− t0|
n∑

i=1

|βi − αi|(1 + |(1− τ)αi + τβi|)e
|γτ |2

2 ‖f‖n,p

≤ e2|t− t0|
n∑

i=1

|βi − αi|(1 + |αi|+ |βi|)e
(|α|+|β|)2

2 .

From this it follows that

‖Cγt−Cγt0‖ ≤ e2|t−t0|
n∑

i=1

|βi−αi|(1+|αi|+|βi|)e
(|α|+|β|)2

2 , ∀t, t0 ∈ [0, 1].

Therefore, lim
t→t0

‖Cγt − Cγt0‖ = 0.

Step 3. Let Cϕ and Cφ be two compact composition operators from
Fp(Cn) to F q(Cn). By Steps 1 and 2, Cϕ ∼ Cϕ(0) ∼ Cφ(0) ∼ Cφ in
C(Fp(Cn),F q(Cn)) via the paths in the set C0(F

p(Cn),F q(Cn)).
From this the assertion follows. �

From Theorem 2.5 and Proposition 3.1 we immediately get the fol-
lowing result.

Theorem 3.2. If 0 < q < p < ∞, then the space C(Fp(Cn),F q(Cn))
is path connected.

Now we study the case when 0 < p ≤ q <∞. Let denote by En the
set of all n×n matrices whose norm is not greater than 1. We say that
two matrices A and D in En are equivalent and, briefly, write A ∼ D

if Aξ = Dξ for all ξ ∈ Cn with |Aξ| = |ξ| or |Dξ| = |ξ|. Obviously, the
relation A ∼ D is an equivalence relation on En. Let [En] be the set of
all equivalence classes induced by this relation A ∼ D.

For a class [A] ∈ [En], we denote by C(n, p, q, [A]) the set of all
bounded composition operators Cϕ from Fp(Cn) to F q(Cn) induced
by ϕ(z) = Az + b with A ∈ [A]. Then, by Theorem 2.4,

C(n, p, q, [A]) = {Cϕ : ϕ(z) = Az + b, A ∈ [A], 〈Aξ, b〉 = 0 if |Aξ| = |ξ|} .

We can verify that [0] = {A ∈ En : ‖A‖ < 1}. Indeed, if ‖A‖ < 1,
then |Aξ| < |ξ| for all nonzero vectors ξ ∈ C

n, hence A is equivalent
to the zero matrix. Otherwise, if ‖A‖ = 1, then there is a nonzero
vector ξ ∈ Cn such that |Aξ| = |ξ|, but obviously, Aξ 6= 0ξ, i.e.,
A 6∼ 0. From this and Theorem 2.4 and Proposition 3.1, it follows
that C(n, p, q, [0]) = C0(F

p(Cn),F q(Cn)) is a path connected set in
C(Fp(Cn),F q(Cn)).
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In view of this, we will show that this statement is also true for
all sets C(n, p, q, [A]), i.e. all sets C(n, p, q, [A]) are path connected in
C(Fp(Cn),F q(Cn)). To do this, we need the following results.

Lemma 3.3. For every nonzero equivalence class [A] ∈ [En], there
exist a number j ∈ N and a pair of n× n unitary matrices (V, U) such
that the class [A] consists of all the following matrices

(3.1) A = V

(
Ij 0
0 G

)
U,

where Ij is the j × j unit matrix and G is an (n− j)× (n− j) matrix
with ‖G‖ < 1.

Proof. Fix an arbitrary matrix A0 ∈ [A] and suppose that the singular

value decomposition of A0 is V Ã0U with Ã0 =

(
Ij 0
0 G0

)
, where j =

max{i : ã0ii = 1} and G0 is a diagonal (n − j) × (n − j) matrix with
non-negative diagonal elements in the decreasing order and ‖G0‖ < 1.

By the proof of [5, Lemma 2.4], every matrix A ∈ [A], i.e. A ∼ A0,
can be represented as in (3.1).

Conversely, we can easily see that every matrix A in the form (3.1)
is equivalent to A0, i.e. A ∈ [A]. Indeed, for every ξ ∈ Cn, |Aξ| = |ξ|
or |A0ξ| = |ξ| if and only if (Uξ)′[j] = 0; and hence,

Aξ = V

(
(Uξ)[j]

0

)
= A0ξ

for every ξ ∈ Cn satisfying |Aξ| = |ξ| or |A0ξ| = |ξ|. �

Remark 3.4. While the number j in Lemma 3.3 is uniquely determined
for each class [A] ∈ [En] \ {[0]}, the pair of unitary matrices (V, U) is
not unique. However, all these pairs are closely related in the following

sense. Suppose that (V̂ , Û) is another pair. Then A0 = V̂

(
Ij 0
0 G

)
Û ,

where G is some (n− j)× (n− j) matrix and ‖G‖ < 1.

Let G = V1G̃U1 be the singular value decomposition of G and put

(3.2) V0 =

(
Ij 0
0 V1

)
and U0 =

(
Ij 0
0 U1

)
.

We have

A0 = V̂ V0

(
Ij 0

0 G̃

)
U0Û .

From this it follows that G̃ = G0, which means that (V̂ V0, U0Û) is
the other pair of unitary factors of the singular value decomposition

A0 = (V̂ V0)Ã0(U0Û). Then, by [9, Theorem 2.6.5], there are n1 × n1



TOPOLOGICAL STRUCTURE 11

unitary matrix H1,..., nd × nd unitary matrix Hd and (n− s)× (n− s)
unitary matrices W1 and W2 such that

(3.3) V̂ V0 = V (H1⊕ ...⊕Hd⊕W1) and U0Û = (H∗
1 ⊕ ...⊕H

∗
d⊕W

∗
2 )U

where, for each 1 ≤ i ≤ d, ni is the multiplicity of the distinct positive
singular value σi of A

0 and σ1 > σ2 > ... > σd and rankA0 = s. In this
case σ1 = 1 and n1 = j.

Proposition 3.5. Let 0 < p ≤ q < ∞ and Cϕ and Cφ be two
composition operators in C(Fp(Cn),F q(Cn)) with ϕ(z) = Az + b and
φ(z) = Dz + e. If A 6∼ D then

‖Cϕ − Cφ‖ ≥
1

2
.

Proof. Since A 6∼ D, there exists a point ξ ∈ Cn such that Aξ 6= Dξ

and |Aξ| = |ξ| or |Dξ| = |ξ|. Without loss of generality, assume that
|Aξ| = |ξ|.

For all z, w ∈ Cn, by Lemma 2.2(i) and ‖kw‖n,p = 1, we have

‖Cϕ − Cφ‖ ≥ ‖Cϕkw − Cφkw‖n,q ≥
∣∣e〈ϕ(z),w〉 − e〈φ(z),w〉

∣∣ e−
|z|2+|w|2

2 .

In particular, if w = ϕ(z) or w = φ(z), then

‖Cϕ − Cφ‖ ≥ e
|ϕ(z)|2−|z|2

2 − e
|φ(z)|2−|z|2

2 e−
|ϕ(z)−φ(z)|2

2 ,

or, respectively,

‖Cϕ − Cφ‖ ≥ e
|φ(z)|2−|z|2

2 − e
|ϕ(z)|2−|z|2

2 e−
|φ(z)−ϕ(z)|2

2 ,

for all z ∈ Cn. Thus

2‖Cϕ − Cφ‖ ≥

(
e

|ϕ(z)|2−|z|2

2 + e
|φ(z)|2−|z|2

2

)(
1− e−

|ϕ(z)−φ(z)|2

2

)

≥ e
|ϕ(z)|2−|z|2

2

(
1− e−

|ϕ(z)−φ(z)|2

2

)
, ∀z ∈ C

n.

On the other hand, since |Aξ| = |ξ|, by Theorem 2.4(a), 〈Aξ, b〉 = 0.
Hence, for all λ ∈ C,

|ϕ(λξ)|2 − |λξ|2 = |λAξ + b|2 − |λξ|2 = |b|2

and

|ϕ(λξ)− φ(λξ)|2 ≥ (|λ||Aξ −Dξ| − |b− e|)2 → +∞ as |λ| → +∞,

since Aξ 6= Dξ. Consequently, with z = λξ, λ ∈ C, we have

2‖Cϕ − Cφ‖ ≥ e
|b|2

2

(
1− e−

|ϕ(λξ)−φ(λξ)|2

2

)
→ e

|b|2

2 as |λ| → +∞.

From this the desired inequality follows. �
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Proposition 3.6. Let 0 < p ≤ q < ∞ and Cϕ be a composition
operator in C(Fp(Cn),F q(Cn)) induced by ϕ(z) = Az + b with ‖A‖ =
1. Then the operators Cϕ and CA belong to the same path connected
component of C(Fp(Cn),F q(Cn)).

Proof. For each t ∈ [0, 1], put ϕt(z) = Az + tb, z ∈ Cn. Then, by
Theorem 2.4, all operators Cϕt , t ∈ [0, 1], are bounded from Fp(Cn) to
F q(Cn) and Cϕ1 = Cϕ and Cϕ0 = CA. Thus, we need to show that the
map

[0, 1] −→ C(Fp(Cn),F q(Cn)), t 7−→ Cϕt ,

is continuous, that is, ‖Cϕt − Cϕt0
‖ → 0 as t→ t0 for all t0 ∈ [0, 1].

Let ϕ̃(z) = Ãz + b̃ be the normalization of ϕ, where the singular

value decomposition of A is V ÃU and b̃ = V ∗b. Then ϕ̃t (z) = Ãz+ t̃b

and by (2.2), Cϕt = CUCϕ̃t
CV and Cϕ̃t

= CU∗CϕtCV ∗ for all t ∈ [0, 1].
Thus, ‖Cϕt − Cϕt0

‖ = ‖Cϕ̃t − Cϕ̃t0
‖ for all t, t0 ∈ [0, 1].

Put rankA = s and j = max{i : ãii = 1}. Then, by Lemma 2.7,

b̃i = 0 for all i ≤ j.
Fix t0 ∈ [0, 1]. For every t ∈ [0, 1] and f ∈ Fp(Cn) with ‖f‖n,p ≤ 1,

using the fact that for each z ∈ Cn, there is a number τ = τ(z) in
between t and t0 such that

f(Ãz + t̃b)− f(Ãz + t0b̃) = f
(
z[j],

(
Ãz + t̃b

)′
[j]

)
− f

(
z[j],

(
Ãz + t0b̃

)′
[j]

)

= (t− t0)
n∑

i=j+1

b̃i
∂f

∂zi

(
z[j],

(
Ãz + τ b̃

)′
[j]

)
,

we obtain

‖Cϕ̃tf − Cϕ̃t0
f‖qn,q

=
( q

2π

)n ∫

Cn

∣∣∣f(Ãz + t̃b)− f(Ãz + t0b̃)
∣∣∣
q

e−
q|z|2

2 dA(z)

≤ Cq|t− t0|
q
( q

2π

)n ∫

Cn

n∑

i=j+1

∣∣∣∣̃bi
∂f

∂zi

(
z[j],

(
Ãz + τ b̃

)′
[j]

)∣∣∣∣
q

e−
q|z|2

2 dA(z),

for some constant C > 0.
Moreover, for every i = j+1, ..., n and z ∈ C

n fixed, applying Lemma
2.2(ii) to the function f

(
z[j], ·

)
in Fp(Cn−j), hence, in F q(Cn−j), we get

∣∣∣∣
∂f

∂zi

(
z[j],

(
Ãz + τ b̃

)′
[j]

)∣∣∣∣ ≤ e2
(
1 + |ãiizi + τ b̃i|

)
e

∣∣∣∣∣

(
Ãz+τb̃

)′
[j]

∣∣∣∣∣

2

2 ‖f(z[j], ·)‖n−j,q

≤ e2
(
1 + |ãiizi|+ |̃bi|

)
e
(|Ã′

[j]
z′
[j]|+|b̃′[j]|)

2

2 ‖f(z[j], ·)‖n−j,q.
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From this and Lemma 2.3, it follows that for every i = j + 1, ..., n,

( q

2π

)j ∫

Cj

∣∣∣∣
∂f

∂zi

(
z[j],

(
Ãz + τ b̃

)′
[j]

)∣∣∣∣
q

e−
q|z[j]|

2

2 dA(z[j])

≤ e2q
(
1 + |ãiizi|+ |̃bi|

)q
e

q(|Ã′
[j]

z′
[j]|+|b̃′[j]|)

2

2

×
( q

2π

)j ∫

Cj

‖f(z[j], ·)‖
q
n−j,qe

−
q|z[j]|

2

2 dA(z[j])

= e2q
(
1 + |ãiizi|+ |̃bi|

)q
e

q(|Ã′
[j]

z′
[j]|+|b̃′[j]|)

2

2 ‖f‖qn,q

≤ e2q
(
1 + |ãiizi|+ |̃bi|

)q
e

q(|Ã′
[j]

z′
[j]|+|b̃′[j]|)

2

2

(
q

p

)n
‖f‖qn,p

≤ e2q
(
q

p

)n (
1 + |ãiizi|+ |̃bi|

)q
e

q(|Ã′
[j]

z′
[j]|+|b̃′[j]|)

2

2 .

Therefore, for every t ∈ [0, 1] and f ∈ Fp(Cn) with ‖f‖n,p ≤ 1, we get

‖Cϕ̃tf − Cϕ̃t0
f‖qn,q

≤ Cq|t− t0|
q
( q

2π

)n ∫

Cn

n∑

i=j+1

∣∣∣∣̃bi
∂f

∂zi

(
z[j],

(
Ãz + τ b̃

)′
[j]

)∣∣∣∣
q

e−
q|z|2

2 dA(z)

≤ Cqe2q|t− t0|
q

(
q

p

)n ( q

2π

)n−j

×

∫

Cn−j

n∑

i=j+1

|̃bi|
q
(
1 + |ãiizi|+ |̃bi|

)q
e

q(|Ã′
[j]

z′
[j]|+|b̃′[j]|)

2

2 e−
q|z′[j]|

2

2 dA(z′[j])

= M q|t− t0|
q,

where

M q = Cqe2q
(
q

p

)n ( q

2π

)n−j

×
n∑

i=j+1

|̃bi|
q

∫

Cn−j

(
1 + |ãiizi|+ |̃bi|

)q
e

q

(
|Ã′

[j]
z′
[j]|+|b̃′[j]|

)2
2 e−

q|z′[j]|
2

2 dA(z′[j]) <∞,

since ‖Ã′
[j]‖ < 1.

Consequently, ‖Cϕt − Cϕt0
‖ = ‖Cϕ̃t − Cϕ̃t0

‖ ≤ M |t − t0| for all
t ∈ [0, 1], which completes the proof. �

Proposition 3.7. Let 0 < p ≤ q <∞ and 1 ≤ j ≤ n− 1 and G be an
arbitrary (n− j)× (n− j) matrix with ‖G‖ < 1. Put

A =

(
Ij 0
0 0

)
and D =

(
Ij 0
0 G

)
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where Ij is the j × j unit matrix. Then CA and CD are in the same
path connected component of C(Fp(Cn),F q(Cn)).

Proof. Put ϕt(z) = (1− t)Az+ tDz for each t ∈ [0, 1]. Then Cϕ0 = CA
and Cϕ1 = CD, and by Theorem 2.4, the operators Cϕt are bounded
from Fp(Cn) to F q(Cn) for all t ∈ [0, 1]. We show that the map

[0, 1] −→ C(Fp(Cn),F q(Cn)), t 7−→ Cϕt ,

is continuous.
Let G = V1G̃U1 be the singular value decomposition of G and put

V =

(
Ij 0
0 V1

)
and U =

(
Ij 0
0 U1

)
.

Then V and U are n× n unitary matrices and put

Ã = V ∗AU∗ =

(
Ij 0
0 0

)
and D̃ = V ∗DU∗ =

(
Ij 0

0 G̃

)
.

Obviously, for each t ∈ [0, 1], ϕ̃t (z) = (1 − t)Ãz + tD̃z and by (2.2),
Cϕt = CUCϕ̃t

CV and Cϕ̃t
= CU∗CϕtCV ∗ . It implies that ‖Cϕ̃t

−Cϕ̃t0
‖ =

‖Cϕt − Cϕt0
‖ for all t, t0 ∈ [0, 1].

Fix t0 ∈ [0, 1]. For every t ∈ [0, 1] and f ∈ Fp(Cn) with ‖f‖n,p ≤ 1,
using the fact that for each z ∈ Cn, there is a number τ = τ(z) in
between t and t0 such that

f(ϕ̃t (z))− f(ϕ̃t0(z)) = f
(
z[j], tG̃z

′
[j]

)
− f

(
z[j], t0G̃z

′
[j]

)

= (t− t0)

n∑

i=j+1

g̃iizi
∂f

∂zi

(
z[j], τG̃z

′
[j]

)
,

we get

‖Cϕ̃t
f − Cϕ̃t0

f‖qn,q

=
( q

2π

)n ∫

Cn

∣∣f(ϕ̃t (z))− f(ϕ̃t0(z))
∣∣qe− q|z|2

2 dA(z)

≤ Cq|t− t0|
q
( q

2π

)n ∫

Cn

n∑

i=j+1

∣∣∣∣g̃iizi
∂f

∂zi

(
z[j], τG̃z

′
[j]

)∣∣∣∣
q

e−
q|z|2

2 dA(z),

for some constant C > 0.
Similarly to the proof of Proposition 3.6, for every i = j + 1, ..., n

and z ∈ C
n fixed, using Lemma 2.2(ii), we have

∣∣∣∣
∂f

∂zi

(
z[j], τG̃z

′
[j]

)∣∣∣∣ ≤ e2
(
1 + |τ g̃iizi|

)
e

∣∣
τG̃z′

[j]

∣∣2
2

∥∥f
(
z[j], ·

)∥∥
n−j,q

≤ e2
(
1 + |g̃iizi|

)
e

∣∣
G̃z′

[j]

∣∣2
2

∥∥f
(
z[j], ·

)∥∥
n−j,q

.
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From this and Lemma 2.3, for every i = j + 1, ..., n, we obtain

( q

2π

)j ∫

Cj

∣∣∣∣
∂f

∂zi

(
z[j], τG̃z

′
[j]

)∣∣∣∣
q

e−
q|z[j]|

2

2 dA(z[j])

≤ e2q
(
1 + |g̃iizi|

)q
e

q

∣∣
G̃z′

[j]

∣∣2
2

( q

2π

)j ∫

Cj

‖f
(
z[j], ·

)
‖qn−j,qe

−
q|z[j]|

2

2 dA(z[j])

= e2q
(
1 + |g̃iizi|

)q
e

q

∣∣
G̃z′

[j]

∣∣2
2 ‖f‖qn,q

≤ e2q
(
1 + |g̃iizi|

)q
e

q|G̃z′
[j]|

2

2

(
q

p

)n
‖f‖qn,p

≤ e2q
(
q

p

)n (
1 + |g̃iizi|

)q
e

q|G̃z′
[j]|

2

2 .

Therefore, for every t ∈ [0, 1] and f ∈ Fp(Cn) with ‖f‖n,p ≤ 1, we get

‖Cϕ̃t
f − Cϕ̃t0

f‖qn,q

≤ Cq|t− t0|
q
( q

2π

)n ∫

Cn

n∑

i=j+1

∣∣∣∣g̃iizi
∂f

∂zi

(
z[j], τG̃z

′
[j]

)∣∣∣∣
q

e−
q|z|2

2 dA(z)

≤ Cqe2q|t− t0|
q

(
q

p

)n ( q

2π

)n−j

×

∫

Cn−j

n∑

i=j+1

|g̃iizi|
q
(
1 + |g̃iizi|

)q
e

q|G̃z′
[j]|

2

2 e−
q|z′[j]|

2

2 dA(z′[j])

=M q|t− t0|
q,

where

M q = Cqe2q
(
q

p

)n ( q

2π

)n−j

×
n∑

i=j+1

∫

Cn−j

|g̃iizi|
q
(
1 + |g̃iizi|

)q
e

q|G̃z′
[j]|

2

2 e−
q|z′[j]|

2

2 dA(z′[j]) <∞,

since ‖G̃‖ < 1.
Consequently, ‖Cϕt − Cϕt0

‖ = ‖Cϕ̃t − Cϕ̃t0
‖ ≤ M |t − t0| for all

t ∈ [0, 1], which completes the proof. �

From these auxiliary results we can get necessary and sufficient con-
ditions under which two composition operators belong to the same path
connected component in the space C(Fp(Cn),F q(Cn)).

Theorem 3.8. Let 0 < p ≤ q < ∞ be given. Suppose that Cϕ and Cφ
are two composition operators in C(Fp(Cn),F q(Cn)) induced by ϕ(z) =
Az + b and φ(z) = Dz + e. Then Cϕ and Cφ are in the same path
connected component of C(Fp(Cn),F q(Cn)) if and only if A ∼ D.
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Proof. Necessity. Suppose that Cϕ ∼ Cφ in C(Fp(Cn),F q(Cn)). This
means that there is a continuous path in C(Fp(Cn),F q(Cn)) connecting
Cϕ and Cφ. Then we can find a finite sequence of composition operators
(Cϕi

)mi=1 in C(Fp(Cn),F q(Cn)) induced by ϕi(z) = Aiz + bi so that

Cϕ1 = Cϕ and Cϕm = Cφ and ‖Cϕi
− Cϕi+1

‖ <
1

2
,

for all i = 1, 2, ..., m− 1. From this and Proposition 3.5, it follows that
Ai ∼ Ai+1 for all i = 1, 2, ..., m− 1. Thus, A ∼ D.

Sufficiency. Suppose now A ∼ D. If one of two matrices A and D
has norm less than 1, then so does the other. Hence, Cϕ and Cφ are
compact. From this and Proposition 3.1 the assertion follows.

Now consider the case ‖A‖ = ‖D‖ = 1. Then, by Lemma 3.3, there
exist n× n unitary matrices U and V such that

A = V

(
Ij 0
0 G

)
U and D = V

(
Ij 0
0 G1

)
U,

where G and G1 are (n − j) × (n − j) matrices with ‖G‖ < 1 and
‖G1‖ < 1. Put

A1 =

(
Ij 0
0 G

)
, D1 =

(
Ij 0
0 G1

)
and A0 =

(
Ij 0
0 0

)
.

Then, by Proposition 3.7, CA1 ∼ CA0 ∼ CD1 in C(Fp(Cn),F q(Cn)).
On the other hand, CA = CUCA1CV and CD = CUCD1CV , hence,

it is easy to see that CA ∼ CD in C(Fp(Cn),F q(Cn)). Indeed, if Pt
is a continuous path connecting CA1 and CD1 in C(Fp(Cn),F q(Cn)),
then CUPtCV is a continuous path in C(Fp(Cn),F q(Cn)) connecting
the operators CA and CD.

Moreover, by Proposition 3.6, we get that Cϕ ∼ CA and Cφ ∼ CD in
C(Fp(Cn),F q(Cn)).

Following these statements we can complete the proof. �

Finally, we get the following complete description of (path) con-
nected components in the space C(Fp(Cn),F q(Cn)).

Theorem 3.9. Let 0 < p ≤ q <∞. Then the space C(Fp(Cn),F q(Cn))
has the following (path) connected components:

C(Fp(Cn),F q(Cn)) =
⋃

[A]∈[En]

C(n, p, q, [A]).

In particular, if A is a unitary matrix, then CA is an isolated point of
C(Fp(Cn),F q(Cn)).

Proof. Obviously, all sets C(n, p, q, [A]) with [A] ∈ [En] are disjoint.
Moreover, by Proposition 3.5, these sets C(n, p, q, [A]) are all open in
the space C(Fp(Cn),F q(Cn)).
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On the other hand, by Theorem 3.8, two arbitrary composition op-
erators in C(n, p, q, [A]) belong to the same path connected component
of C(Fp(Cn),F q(Cn)).

Consequently, every set C(n, p, q, [A]) with [A] ∈ [En] is a path con-
nected component and, simultaneously, a connected component of the
space C(Fp(Cn),F q(Cn)).

Moreover, if A is a unitary matrix in Mn, then [A] = {A}, and
hence, the set C(n, p, q, [A]) contains only the operator CA. That is,
CA is an isolated point in C(Fp(Cn),F q(Cn)). �

Remark 3.10. In the case p = q = 2, our Theorem 3.9 clarifies the
corresponding main results in [5] and gives an explicit description
of all path connected components and isolated points in the space
C(F2(Cn),F2(Cn)).

4. The space of nonzero weighted composition operators

In this section we explicitly describe path connected components in
the space Cw(F

p(Cn),F q(Cn)) of all nonzero weighted composition op-
erators acting from Fp(Cn) to F q(Cn) under the operator norm topol-
ogy. For two operatorsWψ,ϕ andWχ,φ in Cw(F

p(Cn),F q(Cn)), we write
Wψ,ϕ ∼ Wχ,φ in Cw(F

p(Cn),F q(Cn)) if Wψ,ϕ and Wχ,φ belong to the
same path connected component of Cw(F

p(Cn),F q(Cn)).
For p, q ∈ (0,∞) and ϕ(z) = Az + b with A ∈ En we denote by

F(n, p, q, ϕ) the set of all nonzero functions ψ ∈ F q(Cn) such that the
operator Wψ,ϕ : Fp(Cn) → F q(Cn) is bounded. Then

Cw(F
p(Cn),F q(Cn)) = {Wψ,ϕ : ϕ(z) = Az+b, A ∈ En, ψ ∈ F(n, p, q, ϕ)}.

Similarly to [18, Lemma 4.8], we have the following lemma.

Lemma 4.1. Let p, q ∈ (0,∞), ϕ(z) = Az + b with ‖A‖ ≤ 1 and
ψ, χ ∈ F(n, p, q, ϕ). Then the operators Wψ,ϕ and Wχ,ϕ belong to the
same path connected component of Cw(F

p(Cn),F q(Cn)).

Proof. We can easily show that there exists a complex valued con-
tinuous function α(t) on [0, 1] such that α(0) = 0, α(1) = 1 and
ut = (1− α(t))ψ1 + α(t)ψ2 are all nonzero functions in F(n, p, q, ϕ).

Then, the operators Wψ,ϕ and Wχ,ϕ are in the same path connected
component of Cw(F

p(Cn),F q(Cn)) via the continuous path Wut,ϕ. �

As in Section 3, we firstly study the following subset

Cw,0(F
p(Cn),F q(Cn)) = {Wψ,ϕ : ϕ(z) = Az+b, ‖A‖ < 1, ψ ∈ F(n, p, q, ϕ)}

of the space Cw(F
p(Cn),F q(Cn)).

Proposition 4.2. Let p, q ∈ (0,∞) be given. The set Cw,0(F
p(Cn),F q(Cn))

is path connected in the space Cw(F
p(Cn),F q(Cn)).
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Proof. Let Wψ,ϕ and Wχ,φ be two weighted composition operators in
Cw,0(F

p(Cn),F q(Cn)). Then, by Theorems 2.4 and 2.5, W1,ϕ = Cϕ and
W1,φ = Cφ are compact from Fp(Cn) to F q(Cn).

By Proposition 3.1, Cϕ ∼ Cφ in C(Fp(Cn),F q(Cn)) via a path in the
set C0(F

p(Cn),F q(Cn)), and hence, Cϕ ∼ Cφ in Cw(F
p(Cn),F q(Cn))

via a path in Cw,0(F
p(Cn),F q(Cn)).

On the other hand, by Lemma 4.1, we can see that Wψ,ϕ ∼ Cϕ and
Wχ,φ ∼ Cφ in Cw(F

p(Cn),F q(Cn)) via the paths of such type Wut,ϕ,
and respectively, Wut,φ in Cw,0(F

p(Cn),F q(Cn)).
From these the desired assertion follows. �

Now for the case 0 < q < p < ∞, from Proposition 4.2 we get the
following result.

Theorem 4.3. Let 0 < q < p <∞. The space Cw(F
p(Cn),F q(Cn)) is

path connected.

Proof. In view of Proposition 4.2, it is enough to prove that

Cw(F
p(Cn),F q(Cn)) = Cw,0(F

p(Cn),F q(Cn)).

Let Wψ,ϕ ∈ Cw(F
p(Cn),F q(Cn)) with ϕ(z) = Az + b. If A = 0, then

Wψ,ϕ ∈ Cw,0(F
p(Cn),F q(Cn)). Now suppose that rankA = s > 0. It

suffices to show that ‖A‖ < 1. By contradiction assume that ‖A‖ = 1.

Then by Lemma 2.7, for the normalization (ψ̃, ϕ̃) of (ψ, ϕ), we have

ψ̃(z) = e−〈z[j] ,̃b[j]〉ψ̃∗(z
′
[j]), z ∈ C

n,

where j = max{i : ãii = 1} and ψ̃∗ is a nonzero entire function of z′[j]
on Cn−j . Obviously, 1 ≤ j ≤ s. Then, for every z ∈ Cn,

ℓz[s](ψ̃, ϕ̃) =‖ψ̃(z[s], ·)‖n−s,q e
|ϕ̃(z)|2−|z[s]|

2

2

=‖ψ̃∗(zj+1, ..., zs, ·)‖n−s,q e
|b̃[j]|

2

2 e
|Ã′

[j]
z′
[j]

+b̃′
[j]|

2
−|(zj+1,...,zs)|

2

2 ,

by convention that (zj+1, ..., zs) = ∅ when j = s. This shows that

ℓz[s](ψ̃, ϕ̃) does not depend on z[j], and hence, it cannot belong to the

space L
pq
p−q (Cs, dA).

On the other hand, by [19, Theorem 3.12], ℓz[s](ψ̃, ϕ̃) ∈ L
pq
p−q (Cs, dA).

This contradiction completes the proof. �

Next we focus on the case when 0 < p ≤ q <∞ which is more compli-
cated. We have the following result for the set Cw,0(F

p(Cn),F q(Cn)).

Proposition 4.4. Let 0 < p ≤ q <∞. The set Cw,0(F
p(Cn),F q(Cn))

is closed in the space Cw(F
p(Cn),F q(Cn)).

Proof. Take an arbitrary sequence of weighted composition operators
(Wψi,ϕi

)i ⊂ Cw,0(F
p(Cn),F q(Cn)) converging to Wψ,ϕ in the space

Cw(F
p(Cn),F q(Cn)). Suppose that ϕ(z) = Az+b and ϕi(z) = Aiz+bi
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with ‖Ai‖ < 1 for all i ∈ N. It is enough to prove that ‖A‖ < 1. By
contradiction assume that ‖A‖ = 1.

Let (ψ̃, ϕ̃) be the normalization of (ψ, ϕ) with respect to the singular

value decomposition A = V ÃU . Then by (2.2),

Wψ,ϕ = CUWψ̃,ϕ̃
CV and W

ψ̃,ϕ̃
= CU∗Wψ,ϕCV ∗ .

We also put

ψi,1(z) = ψi(U
∗z) and ϕi,1(z) = V ∗AiU∗z + V ∗bi, z ∈ C

n, i ∈ N.

Then, for each i ∈ N, similarly to (2.2) we have

Wψi,ϕi
= CUWψi,1,ϕi,1

CV and Wψi,1,ϕi,1
= CU∗Wψi,ϕi

CV ∗ .

From this, all operatorsWψi,1,ϕi,1
belong to Cw(F

p(Cn),F q(Cn)), hence,
by [19, Proposition 3.1], m(ψi,1, ϕi,1) <∞; moreover

‖Wψ,ϕ −Wψi,ϕi
‖ = ‖W

ψ̃,ϕ̃
−Wψi,1,ϕi,1

‖,

for every i ∈ N.
On the other hand, since ‖A‖ = 1, by Lemma 2.7,

ψ̃(z) = e−〈z[j] ,̃b[j]〉ψ̃∗(z
′
[j]),

where j = max{i : ãii = 1} and ψ̃∗ is a nonzero entire function of z′[j].

We divide into two cases of ψ̃∗.

Case 1. Suppose that ψ̃∗(0
′
[j]) 6= 0. Then, for each i ∈ N and z ∈ Cn,

by Lemma 2.2(i), we have

‖Wψ,ϕ −Wψi,ϕi
‖ = ‖W

ψ̃,ϕ̃
−Wψi,1,ϕi,1

‖

≥‖W
ψ̃,ϕ̃
kϕ̃(z) −Wψi,1,ϕi,1

kϕ̃(z)‖n,q

≥

∣∣∣∣ψ̃(z)e
|ϕ̃(z)|2−|z|2

2

∣∣∣∣−
∣∣∣∣∣ψi,1(z)e

|ϕi,1(z)|
2
−|z|2

2 e−
|ϕ̃(z)−ϕi,1(z)|

2

2

∣∣∣∣∣

≥
∣∣∣ψ̃∗(z

′
[j])
∣∣∣ e

|b̃[j]|
2

2 e
|Ã′

[j]
z′
[j]

+b̃′
[j]|

2
−|z′[j]|

2

2 −m(ψi,1, ϕi,1)e
−
|ϕ̃(z)−ϕi,1(z)|

2

2 .

In particular, for z = λξ with ξ = (1[j], 0
′
[j]) and λ ∈ C, the last

inequality means that

‖Wψ,ϕ −Wψi,ϕi
‖ ≥

∣∣∣ψ̃∗(0
′
[j])
∣∣∣ e

|b̃|2

2 −m(ψi,1, ϕi,1)e
−
|ϕ̃(λξ)−ϕi,1(λξ)|

2

2 .

On the other hand, it is easy to see that |Ãξ| = |ξ| and |V ∗AiU∗ξ| <
|ξ|, then

|ϕ̃(λξ)−ϕi,1(λξ)| ≥ |λ|(|ξ|−|V ∗AiU∗ξ|)−|̃b−V ∗bi| → +∞ as λ→ ∞.

Consequently, ‖Wψ,ϕ − Wψi,ϕi
‖ ≥

∣∣∣ψ̃∗(0
′
[j])
∣∣∣ e

|b̃|2

2 for all i ∈ N. This

means that the sequence Wψi,ϕi
cannot converge to Wψ,ϕ in the space

Cw(F
p(Cn),F q(Cn)), which is a contradiction.
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Case 2. Suppose that ψ̃∗((z
0)′[j]) 6= 0 for some point z0 ∈ Cn with

(z0)′[j] 6= 0′[j] in C
n−j. We put

ϕ̃0(z[j], z
′
[j]) = ϕ̃

(
z[j], z

′
[j] + (z0)′[j]

)
,

and

ψ̃0(z[j], z
′
[j]) = ψ̃

(
z[j], z

′
[j] + (z0)′[j]

)
e
−〈z′[j],(z0)′[j]〉

= ψ̃∗

(
z′[j] + (z0)′[j]

)
e
−〈z′[j],(z0)′[j]〉−〈z[j] ,̃b[j]〉

= (ψ̃0)∗(z
′
[j])e

−〈z[j] ,̃b[j]〉,

where (ψ̃0)∗(z
′
[j]) = ψ̃∗

(
z′[j] + (z0)′[j]

)
e
−〈z′[j],(z0)′[j]〉, z ∈ Cn.

Similarly, for each i ∈ N we define

ϕi,1,0(z[j], z
′
[j]) = ϕi,1

(
z[j], z

′
[j] + (z0)′[j]

)
,

and

ψi,1,0(z[j], z
′
[j]) = ψi,1

(
z[j], z

′
[j] + (z0)′[j]

)
e
−〈z′[j],(z0)′[j]〉, z ∈ C

n.

Then, all operators Wψi,1,0,ϕi,1,0
, i ∈ N, and W

ψ̃0,ϕ̃0
belong to the space

Cw(F
p(Cn),F q(Cn)). Indeed, we give the proof for W

ψ̃0,ϕ̃0
(similarly

for Wψi,1,0,ϕi,1,0
). For each f ∈ Fp(Cn) we have

‖W
ψ̃0,ϕ̃0

f‖qn,q

=
( q

2π

)n ∫

Cn

∣∣∣ψ̃
(
z[j], z

′
[j] + (z0)′[j]

)
e
−〈z′[j],(z0)′[j]〉f

(
ϕ̃
(
z[j], z

′
[j] + (z0)′[j]

))∣∣∣
q

× e−
q|(z[j],z′[j])|

2

2 dA(z[j], z
′
[j])

= e
q|(z0)′[j]|

2

2

( q

2π

)n ∫

Cn

∣∣∣ψ̃
(
z[j], z

′
[j] + (z0)′[j]

)
f
(
ϕ̃
(
z[j], z

′
[j] + (z0)′[j]

))∣∣∣
q

× e−
q|(z[j],z′[j]+(z0)′

[j])|
2

2 dA(z[j], z
′
[j])

= e
q|(z0)′[j]|

2

2

( q

2π

)n ∫

Cn

∣∣∣ψ̃(z[j], z′[j])f
(
ϕ̃(z[j], z

′
[j])
)∣∣∣
q

e−
q|(z[j],z′[j])|

2

2 dA(z[j], z
′
[j])

= e
q|(z0)′[j]|

2

2 ‖W
ψ̃,ϕ̃
f‖qn,q.

That is, ‖W
ψ̃0,ϕ̃0

f‖n,q = e
|(z0)′[j]|

2

2 ‖W
ψ̃,ϕ̃
f‖n,q for every f ∈ Fp(Cn).

Repeating this argument for W
ψ̃0,ϕ̃0

−Wψi,1,0,ϕi,1,0
, we can get

‖W
ψ̃0,ϕ̃0

f −Wψi,1,0,ϕi,1,0
f‖n,q = e

|(z0)′[j]|
2

2 ‖W
ψ̃,ϕ̃
f −Wψi,1,ϕi,1

f‖n,q,

for each f ∈ Fp(Cn). It implies that

‖W
ψ̃0,ϕ̃0

−Wψi,1,0,ϕi,1,0
‖ = e

|(z0)′[j]|
2

2 ‖W
ψ̃,ϕ̃

−Wψi,1,ϕi,1
‖, ∀i ∈ N.
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Moreover, applying Case 1 to the norm ‖W
ψ̃0,ϕ̃0

−Wψi,1,0,ϕi,1,0
‖ with

(ψ̃0)∗(0
′
[j]) = ψ̃∗((z

0)′[j]) 6= 0, we have

‖W
ψ̃0,ϕ̃0

−Wψi,1,0,ϕi,1,0
‖ ≥

∣∣∣(ψ̃0)∗(0
′
[j])
∣∣∣ e

|b̃0|
2

2 =
∣∣∣ψ̃∗((z

0)′[j])
∣∣∣ e

|b̃0|
2

2 , ∀i ∈ N,

where b̃0 = ϕ̃0(0) = ϕ̃(0[j], (z0)
′
[j]). Consequently, for each i ∈ N,

‖Wψ,ϕ −Wψi,ϕi
‖ = ‖W

ψ̃,ϕ̃
−Wψi,1,ϕi,1

‖

= e−
|(z0)′[j]|

2

2 ‖W
ψ̃0,ϕ̃0

−Wψi,1,0,ϕi,1,0
‖

≥
∣∣∣ψ̃∗((z

0)′[j])
∣∣∣ e

|b̃0|
2

2 e−
|(z0)′[j]|

2

2 > 0.

It means that the sequence Wψi,ϕi
cannot converge toWψ,ϕ in the space

Cw(F
p(Cn),F q(Cn)), which is a contradiction. �

Now we fix a nonzero equivalence class [A] ∈ [En]. Let j ∈ N and
a pair of n × n unitary matrices (V, U) be defined as in Lemma 3.3.
We say that two vectors b1 and b2 in Cn are equivalent by the class [A],
briefly, write b1 ∼ b2 by [A], if (V ∗b1)[j] = (V ∗b2)[j]. Note that this is
an equivalence relation on Cn and its definition does not depend on
the choice of the pair of unitary matrics (V, U) in Lemma 3.3. Indeed,

suppose that (V̂ , Û) is another pair of unitary matrices in Lemma 3.3.

Then, (V, U) and (V̂ , Û) are related by (3.3) in Remark 3.4.
From this, it is easy to see that for every vector b ∈ C

n

V̂ ∗b = V0(H1 ⊕ ...⊕Hd ⊕W1)
∗V ∗b = V0(H

∗
1 ⊕ ...⊕H∗

d ⊕W ∗
1 )V

∗b,

where, recall that (V0, U0) are defined in (3.2) and for each 1 ≤ i ≤ d,
Hi is an ni×ni unitary matrix, andW1, W2 are (n−s)×(n−s) unitary
matrices in (3.3) with n1 = j. Hence, by (3.3),

(V̂ ∗b)[j] = ((H∗
1 ⊕ ...⊕H∗

d ⊕W ∗
1 )V

∗b)[j] = H∗
1 (V

∗b)[j].

This relation and the unitary property of H1 imply that

(V̂ ∗b1)[j] = (V̂ ∗b2)[j] if and only if (V ∗b1)[j] = (V ∗b2)[j].

We denote by [Cn][A] the set of all equivalence classes on Cn by the
above-defined equivalence relation. Since for the zero class [0] ∈ [En],
the number j = 0, we can suppose that [Cn][0] has only one equivalence
class [0] which is the whole space C

n.
By each [A] ∈ [En] and each [b] ∈ [Cn][A] we define the following set

W([A], [b]) = {Wψ,ϕ : ϕ(z) = Az+b, A ∈ [A], b ∈ [b], ψ ∈ F(n, p, q, ϕ)}.

Then, by Propositions 4.2 and 4.4, the set

W([0], [0]) = {Wψ,ϕ : ϕ(z) = Az + b, A ∈ [0], b ∈ C
n, ψ ∈ F(n, p, q, ϕ)}

= Cw,0(F
p(Cn),F q(Cn))
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is path connected and closed in Cw(F
p(Cn),F q(Cn)).

In view of this, we will prove that this statement is also valid for all
sets W([A], [b]). Then we can get a complete description of all (path)
connected components of the space Cw(F

p(Cn),F q(Cn)).

Proposition 4.5. Let 0 < p ≤ q < ∞. For each [A] ∈ [En] and
each [b] ∈ [Cn][A], the set W([A], [b]) is closed and path connected in
Cw(F

p(Cn),F q(Cn)).

Proof. By Propositions 4.2 and 4.4, it suffices to prove for nonzero
equivalence classes [A] ∈ [En]. For the reader’s convenience we will
divide the proof into the following several steps.

Fix a matrix A0 ∈ [A] and a vector b0 ∈ [b]. As in the proof of

Lemma 3.3, let A0 = V Ã0U be the singular value decomposition of A0

with Ã0 =

(
Ij 0
0 G0

)
, where Ij is the j × j unit matrix and G0 is a

diagonal (n− j)× (n− j) matrix with ‖G0‖ < 1.
Step 1. We give an explicit representation for all operators in

W([A], [b]).
Fix an arbitrary operatorWψ,ϕ ∈ W([A], [b]), i.e. ϕ(z) = Az+b with

A ∈ [A], b ∈ [b]. By Lemma 3.3, we have

A = V A1U with A1 =

(
Ij 0
0 G

)
,

where G is an (n− j)× (n− j) matrix and ‖G‖ < 1.
We put

ψ1(z) = ψ(U∗z), ϕ1(z) = A1z + b1, b1 = V ∗b.

Similarly to (2.2), we have

Wψ,ϕ = CUWψ1,ϕ1CV and Wψ1,ϕ1 = CU∗Wψ,ϕCV ∗ .

This shows that the operator Wψ1,ϕ1 belongs to Cw(F
p(Cn),F q(Cn)),

hence, by [19, Proposition 3.1], m(ψ1, ϕ1) < ∞. Then applying the
argument of Lemma 2.7 to the pair (ψ1, ϕ1), we get that ψ1(z) =

e
−〈z[j],b1[j]〉ψ1,∗(z

′
[j]) with some nonzero entire function ψ1,∗ of z

′
[j] onCn−j .

Moreover, since b ∈ [b], (V ∗b)[j] = (V ∗b0)[j], hence, b
1
[j] = (V ∗b0)[j].

Therefore, for each z ∈ Cn

ψ1(z) = e−〈z[j],(V
∗b0)[j]〉ψ1,∗(z

′
[j]) and ϕ1(z) = A1z +

(
(V ∗b0)[j], (b

1)′[j]
)
.

Then, for each f ∈ Fp(Cn) and z ∈ Cn, we have

Wψ1,ϕ1f(z) = ψ1,∗(z
′
[j])e

−〈z[j],(V ∗b0)[j]〉f
(
z[j] + (V ∗b0)[j], Gz

′
[j] + (b1)′[j]

)

= (T(V ∗b0)[j]Wψ1,∗,ϕ1,∗)f(z),

where

(4.1) ϕ1,∗(z) = A1z +
(
0[j], (b

1)′[j]
)
=
(
z[j], Gz

′
[j] + (b1)′[j]

)
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and
(4.2)

T(V ∗b0)[j]f(z[j], z
′
[j]) = e−〈z[j],(V

∗b0)[j]〉f
(
z[j] + (V ∗b0)[j], z

′
[j]

)
, f ∈ Fp(Cn).

We can check that T(V ∗b0)[j] is, in fact, an invertible bounded weighted

composition operator on each space Fp(Cn) with

T−1
(V ∗b0)[j]

= e−|(V
∗b0)[j]|

2

T−(V ∗b0)[j] and ‖T(V ∗b0)[j]‖ = e
|(V ∗b0)[j]|

2

2 .

Consequently, each operator Wψ,ϕ in W([A], [b]) can be represented
as follows

Wψ,ϕ = CUT(V ∗b0)[j]Wψ1,∗,ϕ1,∗CV ,

where ψ1,∗ is a nonzero entire function of z′[j] and ϕ1,∗ is of (4.1) and

T(V ∗b0)[j] is defined in (4.2).

Step 2. We show that the set W([A], [b]) is closed in the space
Cw(F

p(Cn),F q(Cn)). To do this, we take an arbitrary sequence (Wψi,ϕi
)i

fromW([A], [b]) converging to an operatorWχ,φ in Cw(F
p(Cn),F q(Cn)).

Suppose that ϕi(z) = Aiz + bi, Ai ∈ [A], bi ∈ [b] for each i ∈ N, and
φ(z) = Dz + e. We have to prove that Wχ,φ is also in W([A], [b]), that
is, D ∈ [A] and e ∈ [b].

By Step 1, for each i ∈ N,

Wψi,ϕi
= CUT(V ∗b0)[j]Wψi,1,∗,ϕi,1,∗

CV ,

where ψi,1,∗ is a nonzero entire function of z′[j] and

ϕi,1,∗(z) = Ai,1z +
(
0[j], (b

i,1)′[j]
)
=
(
z[j], G

iz′[j] + (bi,1)′[j]
)
,

with bi,1 = V ∗bi and Ai,1 =

(
Ij 0
0 Gi

)
, where Gi is an (n− j)× (n− j)

matrix with ‖Gi‖ < 1.
Consider the sequence (Wψi,1,∗,ϕi,1,∗

)i. For every i ∈ N, obviously,
Wψi,1,∗,ϕi,1,∗

∈ Cw(F
p(Cn),F q(Cn)), and we have

‖Wψi,1,∗,ϕi,1,∗
− T−1

(V ∗b0)[j]
CU∗Wχ,φCV ∗‖

= ‖T−1
(V ∗b0)[j]

CU∗Wψi,ϕi
CV ∗ − T−1

(V ∗b0)[j]
CU∗Wχ,φCV ∗‖

≤ ‖T−1
(V ∗b0)[j]

‖‖Wψi,ϕi
−Wχ,φ‖ → 0, as i→ ∞.

That is, the sequence (Wψi,1,∗,ϕi,1,∗
)i converges to the weighted composi-

tion operatorWχ1,∗,φ1,∗ = T−1
(V ∗b0)[j]

CU∗Wχ,φCV ∗ in Cw(F
p(Cn),F q(Cn)).

Suppose that φ1,∗(z) = D1z + e1 with

D1 =

(
D11 D12

D21 D22

)

where D11, D12, D21 and D22 are j × j, j × (n − j), (n − j) × j and
(n − j) × (n − j) matrices, respectively. We will show that D11 = Ij ,
D12 = 0, D21 = 0, ‖D22‖ < 1 and (e1)[j] = 0.
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For every f ∈ Fp(Cn), the sequence (Wψi,1,∗,ϕi,1,∗
f)i converges to

Wχ1,∗,φ1,∗f in F q(Cn). That is,

(4.3) ψi,1,∗(z
′
[j])f

(
z[j], G

iz′[j] + (bi,1)′[j]
)
→ χ1,∗(z)f(D

1z + e1)

in F q(Cn), and hence, pointwise on Cn.
Firstly, with f(z) ≡ 1 in Fp(Cn), (4.3) means that ψi,1,∗ pointwise

converges to χ1,∗ on Cn. Since ψi,1,∗ does not depend on z[j], so does
χ1,∗, that is, χ1,∗ is also a nonzero entire function of z′[j].

Secondly, for every f ∈ Fp(Cn) independent on z′[j], (4.3) means that
for every z ∈ Cn,

ψi,1,∗(z
′
[j])f(z[j]) → χ1,∗(z

′
[j])f

(
(D1z + e1)[j]

)
.

On the other hand, since ψi,1,∗(z
′
[j]) → χ1,∗(z

′
[j]), hence

ψi,1,∗(z
′
[j])f(z[j]) → χ1,∗(z

′
[j])f(z[j]) for all z ∈ C

n.

Consequently, f
(
(D1z+ e1)[j]

)
= f(z[j]) for all z ∈ Cn and f ∈ Fp(Cn)

independent on z′[j]. From this we can conclude that for every z ∈ C
n,

(D1z+e1)[j] = z[j], i. e. D11z[j]+D12z
′
[j]+(e1)[j] = z[j]. Thus, D11 = Ij

and D12 = 0 and (e1)[j] = 0.
Thirdly, for every f ∈ Fp(Cn) independent on z[j], (4.3) means that

for every z ∈ Cn,

ψi,1,∗(z
′
[j])f

(
Giz′[j] + (bi,1)′[j]

)
→ χ1,∗(z

′
[j])f

(
(D1z + e1)′[j]

)

Since ψi,1,∗(z
′
[j])f

(
Giz′[j]+(bi,1)′[j]

)
are independent on z[j] for all i ∈ Cn,

so is χ1,∗(z
′
[j])f

(
(D1z + e1)′[j]

)
. Therefore, (D1z + e1)′[j] = D21z[j] +

D22z
′
[j] + (e1)′[j] is independent on z[j], and hence, D21 = 0.

It remains to prove that ‖D22‖ < 1. For the mappings

ϕi,2,∗(z
′
[j]) = Giz′[j] + (bi,1)′[j] and φ2,∗(z

′
[j]) = D22z

′
[j] + (e1)′[j],

the operators Wψi,1,∗,ϕi,2,∗
and Wχ1,∗,φ2,∗ can be considered as two oper-

ators in the space Cw(F
p(Cn−j),F q(Cn−j)), by convention that Cn−j =

{z′[j] = (zj+1, ..., zn) : z ∈ Cn} . We show it for Wψi,1,∗,ϕi,2,∗
(similarly

for Wχ1,∗,φ2,∗). For every f ∈ Fp(Cn−j), i. e. for every f ∈ Fp(Cn)
independent on z[j], we have ‖f‖n−j,p = ‖f‖n,p and

Wψi,1,∗,ϕi,2,∗
f(z′[j]) = ψi,1,∗(z

′
[j])f

(
Giz′[j] + (bi,1)′[j]

)
= Wψi,1,∗,ϕi,1,∗

f(z),

hence ‖Wψi,1,∗,ϕi,2,∗
f‖n−j,q = ‖Wψi,1,∗,ϕi,1,∗

f‖n−j,q = ‖Wψi,1,∗,ϕi,1,∗
f‖n,q.

Then,

‖Wψi,1,∗,ϕi,2,∗
‖ = sup{‖Wψi,1,∗,ϕi,2,∗

f‖n−j,q : f ∈ Fp(Cn−j), ‖f‖n−j,p ≤ 1}

= sup{‖Wψi,1,∗,ϕi,1,∗
f‖n,q : f ∈ Fp(Cn−j), ‖f‖n,p ≤ 1}

≤ sup{‖Wψi,1,∗,ϕi,1,∗
f‖n,q : f ∈ Fp(Cn), ‖f‖n,p ≤ 1}

= ‖Wψi,1,∗,ϕi,1,∗
‖.



TOPOLOGICAL STRUCTURE 25

Repeating this argument for ‖Wψi,1,∗,ϕi,2,∗
− Wχ1,∗,φ2,∗‖, we get that

‖Wψi,1,∗,ϕi,2,∗
− Wχ1,∗,φ2,∗‖ ≤ ‖Wψi,1,∗,ϕi,1,∗

− Wχ1,∗,φ1,∗‖ for all i ∈ N.
It implies that the sequence (Wψi,1,∗,ϕi,2,∗

)i converges to Wχ1,∗,φ2,∗ in
Cw(F

p(Cn−j),F q(Cn−j)).
On the other hand, since ‖Gi‖ < 1, all operators Wψi,1,∗,ϕi,2,∗

be-
long to the set Cw,0(F

p(Cn−j),F q(Cn−j)), which, by Proposition 4.4,
is closed in Cw(F

p(Cn−j),F q(Cn−j)). Therefore, Wχ1,∗,φ2,∗ also belongs
to the set Cw,0(F

p(Cn−j),F q(Cn−j)), and hence, ‖D22‖ < 1.
Thus, we have

Wχ,φ = CUT(V ∗b0)[j]Wχ1,∗,φ1,∗CV ,

where φ1,∗(z) = D1z + e1 with (e1)[j] = 0 and D1 =

(
Ij 0
0 D22

)
with

‖D22‖ < 1. From this it follows that

χ(z) = e−〈(Uz)[j],(V
∗b0)[j]〉χ1,∗((Uz)

′
[j]) and φ(z) = Dz + e,

where

D = V D1U = V

(
Ij 0
0 D22

)
U and e = V

(
(V ∗b0)[j], (e

1)′[j]
)
.

This and Lemma 3.3 imply that D ∈ [A] and (V ∗e)[j] = (V ∗b0)[j], and
hence, D ∈ [A] and e ∈ [b]. That is, Wχ,φ belongs to W([A], [b]).

Step 3. We prove that the set W([A], [b]) is path connected. Let
Wψ,ϕ and Wχ,φ be two operators in W([A], [b]) with ϕ(z) = Az+ b and
φ(z) = Dz + e. Then by Step 1,

Wψ,ϕ = CUT(V ∗b0)[j]Wψ1,∗,ϕ1,∗CV and Wχ,φ = CUT(V ∗b0)[j]Wχ1,∗,φ1,∗CV ,

where ψ1,∗, χ1,∗ are nonzero entire functions of z′[j], the function ϕ1,∗ is

of (4.1) and

φ1,∗(z) = D1z +
(
0[j], (e

1)′[j]
)
=
(
z[j], Hz

′
[j] + (e1)′[j]

)
,

with e1 = V ∗e and D1 =

(
Ij 0
0 H

)
, where H is an (n − j) × (n − j)

matrix with ‖H‖ < 1.
From this and Theorem 2.4, the operatorsCϕ1,∗ and Cφ1,∗ are bounded

from Fp(Cn) to F q(Cn). Then, by Lemma 4.1, Wψ1,∗,ϕ1,∗ ∼ Cϕ1,∗ and
Wχ1,∗,φ1,∗ ∼ Cφ1,∗ in Cw(F

p(Cn),F q(Cn)).
On the other hand, obviously A1 ∼ D1. Then by Theorem 3.8,

Cϕ1,∗ ∼ Cφ1,∗ in C(Fp(Cn),F q(Cn)), and hence, in Cw(F
p(Cn),F q(Cn)).

So we haveWψ1,∗,ϕ1,∗ ∼ Cϕ1,∗ ∼ Cφ1,∗ ∼Wχ1,∗,φ1,∗ in Cw(F
p(Cn),F q(Cn)).

It means that there is a continuous path P1(t), t ∈ [0, 1], connecting
Wψ1,∗,ϕ1,∗ and Wχ1,∗,φ1,∗ in the space Cw(F

p(Cn),F q(Cn)). Thus, the
map

P(t) = CUT(V ∗b0)[j]P1(t)CV , t ∈ [0, 1],
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is a continuous path connectingWψ,ϕ andWχ,φ in Cw(F
p(Cn),F q(Cn)).

Indeed, the operators CU , T(V ∗b0)[j] , CV are nonzero bounded weighted

composition operators on every Fock space Fp(Cn) and all operators
P1(t), t ∈ [0, 1], are in the space Cw(F

p(Cn),F q(Cn)). Hence, the oper-
ators P(t) = CUT(V ∗b0)[j]P1(t)CV belong to Cw(F

p(Cn),F q(Cn)) for all

t ∈ [0, 1]. Moreover, for every t, t0 ∈ [0, 1] we have

‖P(t)− P(t0)‖ = ‖CUT(V ∗b0)[j]P1(t)CV − CUT(V ∗b0)[j]P1(t0)CV ‖

≤ ‖T(V ∗b0)[j]‖‖P1(t)− P1(t0)‖ → 0, as t→ t0.

Thus, Wψ,ϕ and Wχ,φ are in the same path connected component of
Cw(F

p(Cn),F q(Cn)).
On the other hand, by Step 2, all sets W([A′], [b′]) with [A′] ∈ [En]

and [b′] ∈ [Cn][A′] are closed in the space Cw(F
p(Cn),F q(Cn)); more-

over, they are disjoint. Thus, the path P(t) connecting Wψ,ϕ and Wχ,φ

in Cw(F
p(Cn),F q(Cn) must be in the set W([A], [b]).

From this Step 3 follows. �

From Propositions 4.2, 4.4, 4.5 we get immediately the following
result.

Theorem 4.6. Let 0 < p ≤ q <∞, the space Cw(F
p(Cn),F q(Cn)) has

the following (path) connected components:

Cw(F
p(Cn),F q(Cn)) =

⋃

[A]∈[En]

⋃

[b]∈[Cn][A]

W([A], [b]).

Proof. By Propositions 4.2, 4.4 and 4.5, all sets W([A], [b]) are path
connected and closed in Cw(F

p(Cn),F q(Cn)). Moreover, they are dis-
joint. Then, each set W([A], [b]) is a path connected component, and,
simultaneously, a connected component in Cw(F

p(Cn),F q(Cn)). �
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