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ON MODULAR LINEAR DIFFERENTIAL OPERATORS AND THEIR

APPLICATIONS

FUMITOSHI YAMASHITA

Abstract. A formal definition of the graded algebra R of modular linear differential op-

erators is given and its properties are studied. An algebraic structure of the solutions to

modular linear differential equations (MLDEs) is shown. It is also proved that any quasi-

modular form of weight k and depth s becomes a solution to a monic MLDE of weight

k − s. By using the algebraic properties of R, linear differential operators which map the

solution space of a monic MLDE to that of another are determined for sufficiently low

weights and orders. Furthermore, a lower bound of the order of monic MLDEs satisfied

by E4
mE6

n is found.

1. Introduction

A modular linear differential equation (MLDE) is a linear ordinary differential equa-

tion written in terms of the Ramanujan-Serre differential operators and modular forms on

SL(2,Z). One of the characteristic properties of MLDE is that the solution space of an

MLDE is invariant under the modular transformations of SL(2,Z). The most well-known

example of MLDEs is the Kaneko-Zagier equation, which is derived from the study of

elliptic curves ([KZ98]). The solutions and the solution spaces of the Kaneko-Zagier

equation are studied in many papers ([KK03], [KNS17] etc.).

Since an MLDE is a linear differential equation, the solution space is the kernel of

the differential operator. Therefore, its properties are important for studying MLDEs.

Although some papers mention such differential operators, they have not been the subject

of research and the algebraic properties remain unknown.

In this paper, we introduce modular linear differential operators (MLDOs). They cor-

respond to MLDE’s differential operators and MLDEs can be expressed by using MLDOs.

They constitute a graded C-algebra, which we denote by R. We then investigate algebraic

properties of MLDOs. In particular, we determine a C-basis of R (Theorem 3.3 and 3.4),

prove that R is isomorphic to a graded skew polynomial ring (Theorem 3.6) and establish

a division with remainder for MLDOs (Theorems 3.9 and 3.10). The division properties

are used in the subsequent sections many times.

Utilizing the results mentioned above, we show that the solutions to MLDEs have

some algebraic structure (Theorems 4.3, 4.4 and 4.10). We also prove that a quasimodular

form of weight k and depth s satisfies a monic MLDE of weight k − s (Theorem 4.5).

We next study linear differential operators acting on the solution spaces of monic

MLDEs. The algebraic properties of MLDOs enable us to give a condition under which

an MLDO maps the solution space of a monic MLDE to that of another (Corollary 5.10).

Note that the idea of such a linear differential operator is utilized in the study of lower or-

der monic MLDEs (see, for example, Proposition 1 and the following Lemma in [KK03])

although it has not been systematically studied.
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2 FUMITOSHI YAMASHITA

As applications of Corollary 5.10, we introduce a family of third order monic MLDEs

φp f = 0 (Proposition 5.13), where p ∈ R is a parameter and f is the unknown function.

The solutions to the MLDE φp f = 0 are related to the theta functions of the Dn lattices

(p = 2n, Proposition 5.15). Then we determine the linear differential operators of low

order and weight which map the solution space of the MLDE φp f = 0 to the solution

space of a third order monic MLDE (Example 5.16).

Moreover, we apply the algebraic properties of MLDOs to the monic MLDEs satisfied

by the modular forms E4
mE6

n, where Ek is the Eisenstein series of weight k. Although it

is known that E4
mE6

n satisfies some monic MLDE, the order of such a monic MLDE is

not clear. Using the division properties of MLDOs, we give a lower bound of the order of

monic MLDEs satisfied by E4
mE6

n (Theorem 6.2).

The paper is organized as follows. In Section 2, we review the theory of modular forms

and MLDEs. At the end of the section, we slightly generalize the setting of Mason’s

theorem (Theorem 2.4). In Section 3, we give the formal definition of MLDOs, and

then study their algebraic properties. In Section 4, we show an algebraic structure of the

solutions to MLDEs and prove that every quasimodular form satisfies a monic MLDE. In

Section 5, we apply the results of Section 3 to the linear differential operators which map

the solution space of a monic MLDE to that of another. In Section 6, we give a lower

bound of the order of monic MLDEs satisfied by E4
mE6

n. In Section 7, we show some

properties of left ideals of R. We also give C-algebras containing R and determine their

endomorphisms.

2. Preliminaries

2.1. Modular forms. Hereafter, the term modular form will refer to a vector-valued

modular form.

Recall that the modular group SL(2,Z) = {A ∈ M(2,Z) | det(A) = 1} is generated by

S = ( 0 −1
1 0 ) and T = ( 1 1

0 1 ).

We will denote by Hol (resp. Mer) the space of all holomorphic (resp. meromorphic)

functions on the upper half plane H = {z ∈ C | ℑ(z) > 0}, where ℑ(z) is the imaginary

part of z.

For z ∈ H and α ∈ C, we set e(α) = e2πiα, q = e2πiz, qα = e2πiαz and log q = 2πiz. In

this paper, we use z (resp. w) as a variable in H (resp. C). For w , 0, arg(w) ∈ (−π, π]

is the argument of w. Unless otherwise specified, the logarithm and the power of w are

calculated by using arg(w).

For A = ( a b
c d ) ∈ SL(2,Z), we set Az = az+b

cz+d
and j(A, z) = cz + d. For f ∈ Hol

and k ∈ R, we set ( f |kA)(z) = j(A, z)−k f (Az) and for F = ( f1, . . . , fn)T ∈ Holn, F |kA =

( f1|kA, . . . , fn|kA)T.

We say that f has at most exponential growth around infinity if there exists C > 0 and

M > 0 such that | f (z)| < eCℑ(z) for all z with ℑ(z) > M. We say that f is bounded around

infinity if there exists ǫ > 0 and M > 0 such that | f (z)| < ǫ for all z with ℑ(z) > M. We say

that f vanishes around infinity if for all ǫ > 0 there exists an M > 0 such that | f (z)| < ǫ

for all z with ℑ(z) > M.

Let Γ be a subgroup of SL(2,Z), v a multiplier of weight k ∈ R on Γ, and R a represen-

tation of Γ of dimension n ∈ Z>0. Then F ∈ Holn is called a weakly holomorphic modular

form (resp. holomorphic modular form, resp. cusp form) of weight k on Γ with respect to v

and R if (1) for all B ∈ Γ, F |kB = v(B)R(B)F and (2) for all A ∈ SL(2,Z), each component

of F |kA has at most exponential growth (resp. is bounded, resp. vanishes) around infinity.

We will denote the spaces of weakly holomorphic modular forms, holomorphic modular
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forms and cusp forms byM!(k, Γ, v,R),M(k, Γ, v,R) and S(k, Γ, v,R), respectively. Ad-

ditionally, we set X(k, v) = X(k, SL(2,Z), v, triv) and X(k) = Xk = X(k, 1) for X =M, S
orM!, where triv is the trivial one-dimensional representation of SL(2,Z).

Let f (z) = qλ
∑∞

n=0 anqmn be a convergent q-series with λ ∈ C, an ∈ C, a0 , 0 and m ∈
R>0. Then λ is called the leading exponent and 1/m is called the width. Suppose f (z) , 0

for ℑ(z) > N. Then for p ∈ R, the p-th power of f (z) is defined by f p(z) = qpλa0
p(1 +

(

p

1

)

a1

a0
qm + · · · ) for ℑ(z) > N. Note that | f p(z)| = | f (z)|p and f p+p′(z) = f p(z) f p′(z).

For an even integer k ≥ 2, the weight k Eisenstein series Ek(z) = 1 + O(q) is defined

as usual. For k ≥ 4, Ek ∈ M(k) holds, but E2 <M(2) and we have

(E2|2A)(z) = E2(z) +
12c

2πi(cz + d)
(2.1)

for A = ( a b
c d ) ∈ SL(2,Z). The Dedekind eta function η(z) = q1/24 + O(q25/24) ∈ S(1/2, χ)

never vanishes onH , where χ is a multiplier of weight 1/2. The Ramanujan delta function

is ∆ = 1
1728

(E4
3 − E6

2) = η24 ∈ S(12).

In this paper, we denote f ′(z) = 1
2πi

d f

dz
(z). The following identities are called the

Ramanujan identities: E′
2
= 1

12
(E2

2
− E4), E′

4
= 1

3
(E2E4 − E6) and E′

6
= 1

2
(E2E6 − E2

4
).

Recall η′ = 1
24

E2η.

For k ∈ R, the Ramanujan-Serre differential operator Dk is defined by

Dk f = f ′ − k

12
E2 f . (2.2)

This operator was originally introduced by Ramanujan [R16]. It also appears in the theory

of p-adic modular forms [S73]. We set D
(0)

k
= 1 and D

(n)

k
= Dk+2n−2 · · ·Dk+2Dk. By Eq.

(2.1), we have

(D
(n)

k
f )|k+2nA = D

(n)

k
( f |kA). (2.3)

for A ∈ SL(2,Z). The Leibniz rule

D
(n)

k+l
( f g) =

n
∑

i=0

(

n

i

)

(D
(i)

k
f )D

(n−i)

l
g (2.4)

will be used later.

A modular linear differential equation (MLDE) of weight k and order n is an ordinary

differential equation of the form

(g0D
(n)

k
+ g1D

(n−1)

k
+ · · · + gn−1Dk + gn) f = 0, (2.5)

where gi ∈ M(l + 2i) for some l ∈ Z≥0, g0 , 0 and f is the unknown (holomorphic or

meromorphic) function (see [M07]). An MLDE is called monic if l = 0 and g0 = 1. The

solutions to a monic MLDE are defined on entire H since it is simply connected. The

following result is in Theorem 4.1 in [M07].

Proposition 2.1. The solution space of a weight k MLDE (g0D
(n)

k
+g1D

(n−1)

k
+· · ·+gn−1Dk+

gn) f = 0 is invariant under the modular transformations of weight k.

Proof. Let A ∈ SL(2,Z). By the modular invariance of gi and the compatibility (2.3), we

have ((g0D
(n)

k
+g1D

(n−1)

k
+ · · ·+gn−1Dk +gn) f )|k+l+2nA = (g0D

(n)

k
+g1D

(n−1)

k
+ · · ·+gn−1Dk +

gn)( f |kA). �

Note that gi are holomorphic functions of q and f ′ = q
d f

dq
. Therefore, a monic MLDE

has a singularity only at q = 0, which turns out to be a regular singularity, hence the

solutions are given by the Frobenius method. If the indicial roots are all simple, each

solution is a finite sum of q-series of the form qλ
∑∞

i=0 aiq
i (see [CL55]).
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2.2. Generalization of Mason’s theorem.

Lemma 2.2. Let v be a weight 0 multiplier on SL(2,Z). Then the following hold.

(1) S(0, v) = {0}.

(2) M(0, v) =















C if v = 1,

{0} if v , 1.

Proof. Since the case v = 1 is clear, assume v , 1. Choose i = 2, 4, . . . , 10 so that v = χ2i.

(1) η24−2iS(0, v) ⊂ S(12 − i, 1) = 0. (2) η24−2iM(0, v) ⊂ S(12 − i, 1) = 0. �

Lemma 2.3. Let u : SL(2,Z) → C be a function and k ∈ R a real number. Suppose that

there exists f ∈ Hol\{0} such that f |kA = u(A) f for all A ∈ SL(2,Z). Then u is a weight k

multiplier on SL(2,Z).

Proof. Since f , 0, u(SL(2,Z)) ⊂ C×. Set g = f /η2k. Since g|0A = ( f |kA)/(η2k |kA)

= u(A)g/χ2k(A), u/χ2k is a one-dimensional representation of SL(2,Z), so u = χ2kχ2n

(n = 0, 1, . . . , 11) and |u(A)| = 1 for all A ∈ SL(2,Z). The other conditions for a multiplier

are clear. �

The following theorem generalizes Theorem 4.3 in [M07].

Theorem 2.4. Let v be a weight k ∈ R multiplier on SL(2,Z), R an n-dimensional rep-

resentation and F = ( f1, . . . , fn)T ∈ M!(k, SL(2,Z), v,R). Suppose that each fi has the

q-expansion qλi
∑∞

n=0 ainqmn with m > 0 and ai0 , 0, and that λ1, . . . , λn ∈ R are distinct.

(1) n(k + n − 1) ≥ 12(λ1 + · · · + λn).

(2) f1, . . . , fn are solutions to an MLDE of order n and weight k.

(3) The following conditions are equivalent:

(a) n(k + n − 1) = 12(λ1 + · · · + λn),

(b) f1, . . . , fn are solutions to a monic MLDE of order n and weight k.

Proof. (1) Set λ = λ1 + · · · + λn and l = n(k + n − 1). The modular Wronskian W(F) =

det(F,DkF,D
(2)

k
F, . . . ,D

(n−1)

k
F) is a nonzero q-series with the leading exponent λ and the

width 1/m since λ1, . . . , λn are distinct (cf. Proof of Lemma 3.6 in [M07]). Moreover,

W(F)|lA = v(A)n det(R(A))W(F) for all A ∈ SL(2,Z) (cf. Lemma 3.1 and 3.4 in [M07]).

By Lemma 2.3, vn det(R) is a weight l multiplier on SL(2,Z). Therefore, u :=
vn det(R)

χ2l is

a weight 0 multiplier on SL(2,Z) and so
W(F)

η2l ∈ M!(0, u)\{0} has the leading exponent

λ − l
12

. If λ − l
12
> 0, then

W(F)

η2l ∈ S(0, u)\{0}, which contradicts Lemma 2.2. Therefore,

λ − l
12
≤ 0 and n(k + n − 1) ≥ 12(λ1 + · · · + λn).

(3) The proof of (b)⇒(a) is similar to that of Theorem 4.3 in [M07]. We prove

(a)⇒(b). Since λ − l
12
= 0, we have

W(F)

η2l ∈ M(0, u)\{0}. By Lemma 2.2, u = 1 and

vn det(R) = χ2l. For each i = 1, . . . , n, we have

det

(

fi Dk fi · · · D
(n)

k
fi

F DkF · · · D
(n)

k
F

)

=

n
∑

j=0

(−1) jW j(F)D
( j)

k
fi = 0, (2.6)

where W j(F) = det(F, . . . ,D
( j−1)

k
F,D

( j+1)

k
F, . . . ,D

(n)

k
F). The leading exponent of W j(F)

is equal to or greater than λ, and W j(F)|l+2n−2 jA = v(A)n det(R(A))W j(F) for all A ∈
SL(2,Z). Therefore, W j(F) ∈ M!(l + 2n − 2 j, vn det(R)) and W j(F)

η2l ∈ M(2n − 2 j). In
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particular, Wn(F)

η2l =
W(F)

η2l ∈ M(0)\{0} = C×. By dividing the both sides of Eq. (2.6) by η2l,

we obtain

(−1)n W(F)

η2l
D

(n)

k
fi +

n−1
∑

j=0

(−1) j W
j(F)

η2l
D

( j)

k
fi = 0. (2.7)

(2) We have
W(F)

η2l ∈ M!(0, u)\{0} with the leading exponent λ − l
12

. Set u = χ2i

(i = 0, 2, . . . , 10) and choose an N ∈ Z such that N ≥ i
12
− λ + l

12
. Then η24N−2i W(F)

η2l ∈
M(12N − i)\{0}. Similarly, we have η24N−2i W j(F)

η2l ∈ M(12N − i+ 2n− 2 j). Multiplying the

both sides of Eq. (2.6) by
η24N−2i

η2l , we obtain

(−1)nη24N−2i W(F)

η2l
D

(n)

k
fi +

n−1
∑

j=0

(−1) jη24N−2i W
j(F)

η2l
D

( j)

k
fi = 0. (2.8)

�

3. Modular linear differential operators

In this section, we define modular linear differential operators (Subsection 3.1) and

show their algebraic properties (Subsections 3.2 and 3.3). The division properties shown

in Subsection 3.3 will be utilized for the proofs in the subsequent sections.

3.1. Definition of MLDO. In this paper, an algebra or a ring is associative and unital,

but not necessarily commutative. For any graded abelian group A, we denote by Ak the

degree k homogeneous subgroup of A and by A∗ the set of all homogeneous elements of

A.

We set M =
⊕

n∈2ZMn and S =
⊕

n∈2Z Sn. Note that M = C[E4, E6] is a graded

polynomial ring and S = ∆M is a prime ideal ofM.

We set Hn = Hol and H =
⊕

n∈R Hn. For f ∈ Hn, we define the weight of f by

wt( f ) = n. If necessary, we denote an element of Hn as ( f , n), where f ∈ Hol. The space

H becomes a graded C-algebra with the identity (1, 0) by ( f , n)(g,m) = ( f g,m + n).

We denote by Endi(H) the C-vector space {φ ∈ EndC(H) | φ(Hn) ⊂ Hn+i for all n ∈ R}
and set End(H) =

⊕

i∈R Endi(H), which is a graded C-algebra. For a ∈ Endi(H), we

define the weight of a by wt(a) = i.

Consider the following three homogeneous elements in End(H):

δ ∈ End2(H), δ( f , n) = (Dn f , n + 2), (3.1)

e4 ∈ End4(H), e4( f , n) = (E4 f , n + 4), (3.2)

e6 ∈ End6(H), e6( f , n) = (E6 f , n + 6). (3.3)

It is easy to check the commutation relations:

[δ, e4] = −1

3
e6, [δ, e6] = −1

2
e4

2, [e4, e6] = 0, (3.4)

where [x, y] = xy − yx is the commutator.

ByR =
⊕

i∈Z Ri, we denote the graded C-subalgebra of End(H) generated by δ, e4 and

e6 and call it the algebra of modular linear differential operators or the MLDO algebra.

An element of R is called a modular linear differential operator (MLDO). We remark that

H is a leftR-module andM ⊂ H is a graded C-subalgebra and a graded leftR-submodule.

By M′ =
⊕

i∈ZM′
i , we denote the graded C-subalgebra of End(H) generated by

e4 and e6. We define the C-algebra homomorphism ι : M → M′ by ι(E4) = e4 and
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ι(E6) = e6. We identifyM withM′ since ι is a grade-preserving isomorphism. Note that

an MLDE can be expressed by an MLDO as follows:

(gnD
(n)

k
+ · · · + g1Dk + g0) f = 0⇔ (gnδ

n + · · · + g1δ + g0)( f , k) = 0. (3.5)

For f =
∑

k( fk, k) ∈ H and A ∈ SL(2,Z), we denote
∑

k( f |kA, k) by f A.

Proposition 3.1. Let f , g ∈ H, a ∈ R and A, B ∈ SL(2,Z).

(1) δ( f g) = (δ f )g + f (δg). (That is, δ is a derivation of H.)

(2) e4( f g) = (e4 f )g = f (e4g) and e6( f g) = (e6 f )g = f (e6g).

(3) If f ∈
⊕

n∈Z Hn, then f (AB) = ( f A)B.

(4) ( f g)A = ( f A)(gA).

(5) (a f )A = a( f A).

Proof. The results follow from the definitions. �

3.2. Basis of the MLDO algebra. In this subsection, we prove that e4
ie6

jδk form a C-

basis of R (Theorem 3.3) and show that R is isomorphic to a graded skew polynomial ring

(Theorem 3.6).

For a ∈ R, we set D[a] = [δ, a], D0[a] = a and Dn[a] = D[Dn−1[a]] for n > 0.

The Leibniz rule D[ab] = D[a]b + aD[b] is clear. By induction on n ≥ 0, Dn[ab] =
∑n

i=0

(

n

i

)

Di[a]Dn−i[b].

Lemma 3.2. (1) For a ∈ M′, D[a] ∈ M′.

(2) For a ∈ M(k), D[ι(a)] = ι(Dka).

(3) For a ∈ R and n ∈ Z≥0, δna =
∑n

i=0

(

n

i

)

Di[a]δn−i and aδn =
∑n

i=0

(

n

i

)

(−1)iδn−iDi[a].

Proof. The proof is straightforward. �

For z0 ∈ H , consider the following operator

Iz0
∈ End−2(H), ( f , n) 7→

(

2πiη2n−4(z)

∫ z

z0

η−2n+4(z) f (z) dz, n − 2

)

. (3.6)

Since δIz0
= 1, δ is surjective and Iz0

is injective. The 3-tuple (H, δ, Iz0
) is an integro-

differential algebra since R = Iz0
δ satisfies the Rota-Baxter relation

R( f , n)R(g,m) = (R( f , n))(g,m) + ( f , n)R(g,m) − R(( f , n)(g,m)) (3.7)

(see [RRM09]). Note R( f , n) = ( f (z) − η2n(z)η−2n(z0) f (z0), n). We also have the decom-

position H = ker(δ) ⊕ im(Iz0
).

Theorem 3.3. The set {e4
ie6

jδk | i, j, k ∈ Z≥0} forms a C-basis of R.

Proof. By Eq. (3.4), e4
ie6

jδk span R. In order to show their linear independence, assume
∑

i, j,k≥0 Ci jke4
ie6

jδk = 0. We prove Ci jk = 0 by induction on k.

(1) The case k = 0. Since 0 = (
∑

i, j,k≥0 Ci jke4
ie6

jδk)(1, 0) =
∑

i, j≥0 Ci j0e4
ie6

j(1, 0)

=
∑

i, j≥0(Ci j0E4
iE6

j, 4i + 6 j), we have
∑

4i+6 j=d Ci j0E4
iE6

j = 0 for all d ≥ 0. Since E4 and

E6 are algebraically independent, Ci j0 = 0 for all i, j ≥ 0.

(2) The case k > 0. Assume Ci jk′ = 0 for all k′ < k. Since 0 = (
∑

i, j,l≥0 Ci jle4
ie6

jδl)

(Iz0
)k(η4k, 2k) =

∑

i, j≥0 Ci jke4
ie6

j(η4k, 2k) =
∑

i, j≥0(Ci jkE4
iE6

jη4k, 4i + 6 j + 2k), we have
∑

4i+6 j=d Ci jkE4
iE6

j = 0 for all d ≥ 0. �
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By Theorem 3.3, we have, for example, R0 = C, R2 = Cδ, R4 = Ce4 ⊕ Cδ2, R6 =

Ce6 ⊕ Ce4δ ⊕ Cδ3 and Rn = {0} if n < 0 or n is odd.

Theorem 3.4. The set {δke4
ie6

j | i, j, k ∈ Z≥0} forms a C-basis of R.

Proof. The result follows from Lemma 3.2 (3) and Theorem 3.3. �

Let x, y, d be formal symbols and set V = Cx ⊕ Cy ⊕ Cd. Let I be the two-sided ideal

of the tensor algebra T (V) generated by [x, y], [d, x]+ 1
3
y and [d, y]+ 1

2
x ⊗ x. Let J be the

left R-submodule of R ⊗C C generated by D ⊗ 1 and J′ the left R-submodule of R ⊗C C∆
generated by D ⊗ ∆. Note that C =M0.

Let A2(C) denote the Weyl algebra generated by x, y, ∂/∂x and ∂/∂y.

Theorem 3.5. (1) As C-algebras, T (V)/I is isomorphic to R.

(2) As left R-modules, (R ⊗C C)/J is isomorphic toM.

(3) As left R-modules, (R ⊗C C∆)/J′ is isomorphic to S.

(4) There is a C-algebra embedding of R in A2(C).

Proof. (1) The surjective C-algebra homomorphism

T (V)/I → R, x 7→ e4, y 7→ e6, d 7→ δ. (3.8)

is injective by Theorem 3.3.

(2) The homomorphism

(R ⊗ C)/J →M, a ⊗ w + J 7→ aw (3.9)

is clearly surjective. To show the injectivity, let a =
∑

i, j,k≥0 Ci jk(e4
ie6

jδk)⊗ 1+ J ∈ ker(ψ).

Then ψ(a) =
∑

i, j,k≥0 Ci jk(e4
ie6

jδk)1 =
∑

i, j≥0 Ci j0E4
iE6

j = 0 and Ci j0 = 0 for all i, j ≥ 0, so

that a = 0.

(3) The proof is similar to that of (2).

(4) Since {xiy j(∂/∂x)k(∂/∂y)l | i, j, k, l ≥ 0} is a C-basis of A2(C), the map

R → A2(C), e4 7→ x, e6 7→ y, δ 7→ −1

3
y
∂

∂x
− 1

2
x2 ∂

∂y
(3.10)

is a C-algebra embedding. �

Recall the properties of skew polynomial ring (cf. Chapter 1, Section 2 in [MR01]).

Let R be a ring, s : R → R a ring homomorphism and d : R → R a s-derivation, that is,

d(a + b) = da + db and d(ab) = (sa)db + (da)b. For a variable ξ, the skew polynomial

ring R[ξ; s, d] satisfies the following properties: (1) every element of R[ξ; s; d] is uniquely

expressed as a finite sum of rξi with r ∈ R and (2) ξr = (sr)ξ + dr for r ∈ R. When

R =
⊕

n
Rn is a graded ring, s preserves the grade and d elevates the grade by m, we can

equip R[ξ; s, d] with a natural grading by wt(ξ) = m and wt(a) = n for a ∈ Rn (called a

graded skew polynomial ring).

Theorem 3.6. As C-algebras,M[ξ; 1, δ] is isomorphic to R.

Proof. Since {E4
iE6

jξk | i, j, k ≥ 0} is a C-basis ofM[ξ; 1, δ], the map

M[ξ; 1, δ]→ R, E4
iE6

jξk 7→ e4
ie6

jδk (3.11)

is a C-linear isomorphism. Since the commutation relation of E4, E6, ξ is the same as that

of e4, e6, δ, we have a C-algebra isomorphism. �
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Corollary 3.7. The C-algebra R is right and left Noetherian and a right and left Ore

domain.

Proof. SinceM is a right and left Noetherian domain, so is R =M[ξ; 1, δ] (cf. Theorem

1.2.9 in [MR01]). A right (resp. left) Noetherian domain is right (resp. left) Ore (cf.

Theorem 2.1.15 in [MR01]). �

3.3. Division of MLDO. In this subsection, we show some properties of division of two

MLDOs (Theorems 3.9 and 3.10).

By Theorem 3.3, every a ∈ R\{0} can be uniquely expressed as anδ
n + · · · + a1δ + a0,

where ai ∈ M and an , 0. We define the top of a by top(a) = an and the order of a by

ord(a) = n. When a = 0, we set top(a) = 0 and ord(a) = −∞. The conditions a = 0,

top(a) = 0 and ord(a) = −∞ are equivalent to one another. We call an MLDO a ∈ Rmonic

when top(a) = 1 and quasimonic when top(a)(∞) = 1. We set MR = {a ∈ R | a is monic}
and QMR = {a ∈ R | a is quasimonic}. For i ∈ [−∞,∞], we set

Ri = {a ∈ R | ord(a) = i}, Ri
n = Ri ∩ Rn, (3.12)

R≤i = {a ∈ R | ord(a) ≤ i}, R≤i
n = R≤i ∩ Rn, (3.13)

R<i = {a ∈ R | ord(a) < i}, R<i
n = R<i ∩ Rn, (3.14)

MRi = MR ∩ Ri, MRn =
MR ∩ Rn,

MRi
n =

MR ∩ Ri
n, (3.15)

QMRi = QMR ∩ Ri, QMRn =
QMR ∩ Rn,

QMRi
n =

QMR ∩ Ri
n. (3.16)

Proposition 3.8. For a, b ∈ R, top(ab) = top(a)top(b) and ord(ab) = ord(a) + ord(b).

Proof. The result follows from Lemma 3.2 (3). �

Theorem 3.9. (Division of MLDO, inhomogeneous version)

Let a ∈ Ri and b ∈ R j with i ≥ j ≥ 0, and let d ∈ M be a common divisor of top(a)

and top(b). Let a′, b′ ∈ M satisfy top(a) = a′d and top(b) = b′d.

(1) top(b)i− jb′a = cb + c′ for some c ∈ Ri− j and c′ ∈ R< j.

(2) atop(b)i− jb′ = bc + c′ for some c ∈ Ri− j and c′ ∈ R< j.

Proof. (1) Note that d, a′ and b′ cannot be 0. We prove (1) by induction on i.

(I) The case i = j. Set c = a′ ∈ R0 and c′ = b′a − cb ∈ R< j.

(II) The case i > j. Set e = b′a − a′δi− jb ∈ R<i.

(II-i) The case e ∈ R< j. Set c = top(b)i− ja′δi− j ∈ Ri− j and c′ = top(b)i− je ∈ R< j.

(II-ii) The case e ∈ R j′ with i > j′ ≥ j. Set k = i − j′ − 1 ≥ 0. By the induction

hypothesis, top(b) j′− j+1e = f b+g for some g ∈ R< j and f ∈ R j′− j. We have top(b)i− jb′a =
(top(b)i− ja′δi− j + top(b)k f )b + top(b)kg. Set c = top(b)i− ja′δi− j + top(b)k f ∈ Ri− j and

c′ = top(b)kg ∈ R< j.

(2) We only give a sketch. (I) Set c = a′ and c′ = ab′ − ba′. (II) Set e = ab′ − ba′δi− j.

(II-i) Set c = a′δi− jtop(b)i− j and c′ = etop(b)i− j. (II-ii) Set c = a′δi− jtop(b)i− j + f top(b)k

and c′ = gtop(b)k. �

Theorem 3.10. (Division of MLDO, homogeneous version)

Let a ∈ Ri
n and b ∈ R j

m with i ≥ j ≥ 0 and m, n ≥ 0, and let d ∈ Ml be a common

divisor of top(a) ∈ Mn−2i and top(b) ∈ Mm−2 j. Let a′ ∈ Mn−2i−l and b′ ∈ Mm−2 j−l satisfy

top(a) = a′d and top(b) = b′d. Then, for p = (m − 2 j)(i − j + 1) − l − m + n and

q = (m − 2 j)(i − j + 1) − l + n, the following hold:
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(1) top(b)i− jb′a = cb + c′ for some c ∈ Ri− j
p and c′ ∈ R< j

q ,

(2) atop(b)i− jb′ = cb + c′ for some c ∈ Ri− j
p and c′ ∈ R< j

q .

Proof. Trace the proof of the inhomogeneous version. Note that in (II-ii), wt(e) = (m −
2 j)− l+n, wt( f ) = (m−2 j)( j′− j+2)− l−m+n and wt(g) = (m−2 j)( j′− j+2)− l+n. �

Corollary 3.11. Let a ∈ R and b ∈ R j with top(b) = 1.

(1) a = cb + c′ for some c ∈ R and c′ ∈ R< j.

(2) a = bc + c′ for some c ∈ R and c′ ∈ R< j.

Proof. We only prove (1). Set a =
∑

i ai +
∑

i ãi, where ai ∈ Rni, ãi ∈ Rmi and ni <

j ≤ mi. Then ãi = cib + c′
i

for some ci ∈ Rmi− j and c′
j
∈ R< j. Set c =

∑

i ci ∈ R and

c′ =
∑

i ai +
∑

i c′
i
R< j. �

Corollary 3.12. Let a ∈ Rk and b ∈ R j

2 j
with top(b) = 1.

(1) a = cb + c′ for some c ∈ Rk−2 j and c′ ∈ R< j

k
.

(2) a = bc + c′ for some c ∈ Rk−2 j and c′ ∈ R< j

k
.

Proof. The proof is similar to that of Corollary 3.11. �

Let a ∈ R and b ∈ R\{0}. If a = cb (resp. a = bc) for some c ∈ R, we say that a is

divisible by b from the right (resp. left). Such c is unique since R is an integral domain.

We denote it by a/b (resp. b\a).

Remark 3.13. All the results in this subsection hold for a graded skew polynomial ring S =

R[x; 1, d], where R is a graded commutative integral domain and d is a graded derivation

of R.

4. Algebraic structure of the solutions toMLDEs

In this section, we study an algebraic structure of the solutions to MLDEs. We also

show that every quasimodular form satisfies a monic MLDE of some weight. Subsection

4.1 is devoted to the monic case and 4.2 to the non-monic case.

4.1. Monic case. We set:

S k = {( f , k) ∈ Hk | a( f , k) = 0 for some a ∈ MR}, (4.1)

Σk = { f ∈ Hol | f satisfies some monic MLDE of weight k}. (4.2)

Note that f ∈ Σk if and only if ( f , k) ∈ S k.

Lemma 4.1. For a ∈ R and b ∈ MR, there exist a′ ∈ MR and b′ ∈ R such that a′a = b′b.

Proof. By Lemma 1.2 in [J72] or Proposition 2.2 in [RSS82], MR is a left Ore set inR. �

Lemma 4.2. For φ ∈ Hk, the following conditions are equivalent.

(1) φ ∈ S k.

(2) TheM-module Rφ = ∑∞
i=0Mδiφ is finitely generated.

(3) There exists n ∈ Z≥0 such that φ, δφ, . . . , δnφ generate Rφ overM.
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Proof. The equivalence of (1) and (2) is easy (see Lemma 2.1 in [RSS82]) and it is clear

that (3) implies (2).

Assume (1). Then aφ = 0 for some a ∈ MRn. Therefore, φ, δφ, . . . , δn−1φ generate Rφ
overM. �

Theorem 4.3. (1) S k + S k ⊂ S k.

(2) S kS l ⊂ S k+l.

(3) RkS l ⊂ S k+l.

(4) Mk ⊂ S k.

Therefore,
⊕

k∈R S k ⊂ H is a C-subalgebra and a left R-submodule.

Proof. Let φ ∈ S k and ψ ∈ S l. Choose m, n ≥ 0 such that φ, δφ, . . . , δmφ (resp. ψ, δψ, . . . , δnψ)

generate Rφ (resp. Rψ) overM.

(1) Assume l = k. We have R(φ + ψ) ⊂ Rφ + Rψ, where the latter is generated by

φ, δφ, . . . , δmφ and ψ, δψ, . . . , δnψ. SinceM is Noetherian, R(φ + ψ) is finitely generated.

(2) By the Leibniz rule, δp(φψ) =
∑p

q=0

(

p

q

)

(δqφ)δp−qψ is a finite sum of (δiφ)δ jψ over

M, where 0 ≤ i ≤ m and 0 ≤ j ≤ n. Thus R(φψ) ⊂ ∑m−1
i=0

∑n−1
j=0M(δiφ)δ jψ.

(3) R(aψ) ⊂ Rψ for a ∈ Rk.

(4) Since (1, 0) ∈ S 0 andMk ⊂ Rk, the result follows from (3).

We can also prove (1) and (3) by utilizing Lemma 4.1. �

We apply Theorem 4.3 to the theory of monic MLDEs. We set Y i = (1,−i) ∈ H−i.

Then δY i = i
12

E2Y i. Note E2 ∈ H2, E4 ∈ H4 and E6 ∈ H6.

Theorem 4.4. (1) Σk ⊂ Σk−1.

(2) (log q)Σk ⊂ Σk−1.

(3) E2Σk ⊂ Σk+1.

(4) If k − l ∈ Z, then Σk + Σl ⊂ Σmin{k,l}.

Proof. (1) (2) Y and (log q)Y are annihilated by δ2 + 1
144

e4. (3) E2Y is annihilated by

δ3 − 23
144

e4δ − 1
216

e6. (4) The result follows from (1). �

Set QM = C[E2, E4, E6] ⊂ H. Recall that a quasimodular form is a homogeneous

element ofQM and its depth is the maximum degree in E2. For example, E2
2E4+3E2E6−

2E4
2 is a quasimodular form of weight 8 and depth 2. We denote by QM≤s

k the set of

quasimodular forms of weight k and depth at most s. We formally set QM≤s
k = 0 for

s ∈ Z<0. Note thatMk = QM≤0
k , QM≤s

k =
⊕s

i=0
Mk−2iE2

i and δ(QM≤s
k ) ⊂ QM≤s+1

k+2 for

s ∈ Z.

For f ∈ Hol, we denote by dwt( f ) ∈ Z∪ {∞} the largest k ∈ Z such that f ∈ Σk. When

f does not satisfy a monic MLDE of any integral weight, we set dwt( f ) = −∞.

Theorem 4.5. (1) dwt( f g) ≥ dwt(g) + dwt(g), where we formally set ∞ + (−∞) :=

−∞.

(2) If dwt( f ) = dwt(g), then dwt( f + g) ≥ dwt(g).

(3) If dwt( f ) > dwt(g), then dwt( f + g) = dwt(g).

(4) If f is a nonzero quasimodular form of weight k and depth s, then dwt( f ) = k − s.
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Proof. (1) (2) Straightforward.

(3) If −∞ < dwt(g) < ∞, then dwt( f + g) ≥ dwt(g). Since f ∈ Σdwt(g)+1, dwt( f + g) ≥
dwt(g) + 1 implies dwt(g) ≥ dwt(g) + 1, which is a contradiction. The case dwt(g) = −∞
is clear.

(4) Assume f = E2
s f ′, where f ′ ∈ Mk′\{0} and k′ = k − 2s. By Theorem 4.4 (3),

f ∈ Σk−s. By induction on n ≥ 0, δn(Y s−1E2
s f ′) = Y s−1( n!

(−12)n E2
n+s f ′ + g) for some g ∈

QM≤n+s−1
k′+2n+2s. Since E2, E4 and E6 are algebraically independent and f ′ ∈ C[E4, E6]\{0}, a

nonzero MLDO never annihilates Y s−1E2
s f ′. Therefore, dwt( f ) = k − s. For general f ,

express it as f =
∑s

i=0 E2
i fi with fi ∈ Mk−2i and fs , 0. The result follows from (3). �

Remark 4.6. By Theorem 4.5, every quasimodular form of weight k and depth s > 0

satisfies a monic MLDE of weight k − s, which is lower than the original weight k.

This phenomenon has already been found in the study of Kaneko-Zagier equation. See

the paragraph just after the proof of Theorem 1 in [KK03]. See also Subsection 3.3 in

[KNS17].

Remark 4.7. Let us generalize Theorem 4.3. Let G be an abelian group, (R′ =
⊕

g∈G R′g,D)

be a graded differential commutative ring and (R =
⊕

g∈G Rg,D) ⊂ R′ a graded differen-

tial subring. Denote by Tg the set of all s ∈ R′g satisfying (Dn + · · · + r1D + r0)s = 0

for some ri ∈ R. Assume that R is graded-Noetherian, that is, every graded ideal of R

is finitely generated. (For graded rings and modules, see, for example, [NO04].) Then
⊕

g∈G Tg is a graded differential ring containing R.

By Theorem 4.5, E2 does not satisfy a monic MLDE of weight 2. Consider the setting

G = R, R′ = H, R = QM and D = δ. Since R is Noetherian, E2 satisfies a monic linear

differential equation of weight 2 with coefficients inQM. Indeed, (D
(3)

2
+xE2D

(2)

2
+(yE2

2−
13
72

E4)D2+
1

288
(1−4x+24y)E2

3+ 1
288

(−3−4x+24y)E2E4+
1

216
(1−6x)E6)E2 = 0 for every

x, y ∈ C.

4.2. Non-monic case. We set M =
⊕

k∈R Mk =
⊕

k∈RMer andM = { f /g ∈ Mer | f ∈
M, g ∈ M∗\{0}}, where the latter is the set of meromorphic modular forms and has a

natural grading by wt( f /g) = wt( f ) − wt(g) for f , g ∈ M∗ and g , 0. It is obvious that

M ⊂ M are graded fields, that is, they are nonzero graded commutative rings and every

nonzero homogeneous element is invertible (cf. [GO81] and [NO04], for example). Note

that a graded field is not necessarily a field although a graded ring is always a ring.

We denote by R =
⊕

k∈Z Rk the graded subring of End(M) generated by δ andM, and

call an element of R a meromorphic MLDO or a merMLDO for short. Every merMLDO

can be uniquely expressed as a finite sum of f δi with f ∈ M. The order, top and monic-

ness of a merMLDO are defined as with those of an MLDO. We also define Rn
, Rn

k etc. in

the same way as Eqs. 3.12 through 3.14. We have R ≃ M[ξ; 1, δ].

Note that all the results in [O33] are applicable to R. For example, R is a left (resp.

right) graded-PID, that is, R is an integral domain and every left (resp. right) graded ideal

of R is generated by one homogeneous element.

For a, b ∈ R∗\{0}, we denote by gcrd(a, b) (called the greatest common right divisor)

the monic c ∈ R∗ such that c divides a, b from the right and if c′ ∈ R∗ divides a, b from

the right, then c′ divides c from the right. We also denote by lclm(a, b) (called the least

common left multiple) the monic c ∈ R∗ such that c is divided by a, b from the right

and if c′ ∈ R∗ is divided by a, b from the right, then c′ is divided by c from the right.

By Chapter I, Sections 2 and 3 in [O33], gcrd(a, b) and lclm(a, b) always exist uniquely,

ord(gcrd(a, b)) + ord(lclm(a, b)) = ord(a) + ord(b) and a′a + b′b = gcrd(a, b) for some

a′, b′ ∈ R∗. The proof of the following proposition is straightforward.
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Proposition 4.8. Let φ ∈ M∗ and a, b ∈ R∗\{0}.

(1) gcrd(a, b)φ = 0 if and only if aφ = bφ = 0.

(2) lclm(a, b)φ = 0 if aφ = 0 or bφ = 0.

For n ∈ Z≥0 we set:

S
n

k = {( f , k) ∈ Mk | a( f , k) = 0 for some a ∈ Rn}, (4.3)

Σ
n

k = { f ∈ Mer | f satisfies some MLDE of weight k and order n}. (4.4)

It is clear that f ∈ Σn

k if and only if ( f , k) ∈ S
n

k . We have S
n

k ⊂ S
n+1

k and Σ
n

k ⊂ Σ
n+1

k .

Note the following facts. Let A be a graded field and N , 0 a graded A-module. If

∅ , N1 ⊂ N2 ⊂ N∗ such that N1 is linearly independent and N2 generates N over A, then

N has an A-basis N′ such that N1 ⊂ N′ ⊂ N2. The cardinality of a basis is independent of

the choice of bases since A is a commutative ring.

Lemma 4.9. For φ ∈ Mk, the following conditions are equivalent.

(1) φ ∈ S
n

k .

(2) φ, δφ, . . . , δn−1φ generate Rφ overM.

(3) dimMRφ ≤ n.

Proof. It is straightforward to prove (1) ⇔ (2) ⇒ (3). Assume (3). Then φ, . . . , δnφ

are linearly dependent overM. Therefore, φ ∈ S
m

k for some m ≤ n, so φ ∈ S
n

k and (1)

holds. �

Theorem 4.10. (1) S
n

k + S
m

k ⊂ S
n+m

k .

(2) S
n

kS
m

l ⊂ S
nm

k+l.

(3) RkS
m

l ⊂ S
m

k+l.

(4) Mk ⊂ S
1

k .

Proof. Let φ ∈ S
n

k and ψ ∈ S
m

l .

(1) Assume k = l. We have aφ = bψ = 0 for some a ∈ Rn

∗ and b ∈ Rm

∗ , so lclm(a, b)(φ+

ψ) = 0. Note ord(lclm(a, b)) ≤ ord(a) + ord(b) = n + m.

(2) Since R(φψ) is generated by (δiφ)δ jψ overMwith 0 ≤ i ≤ n−1 and 0 ≤ j ≤ m−1,

dimMR(φψ) ≤ nm.

(3) R(aψ) ⊂ Rψ for a ∈ Rk.

(4) ( f Dk − (Dk f )) f = 0 for f ∈ Mk. �

Remark 4.11. We have Σk ⊂ Hol ∩ (
⋃∞

n=0 Σ
n

k), but the equality does not hold. Let g =

ql + · · · ∈ M12m with m ∈ Z>0 and l < m (for example, g = E4
3 = 1 + · · · ∈ M12) and

f = exp(g/∆m) ∈ Hol. Since (∆mD0−D12mg) f = 0, f ∈ Hol∩Σ1

0. Since f has an essential

singularity at q = 0, it cannot be constructed by the Frobenius method and f < Σk for

any k ∈ R. (We can also show f < Σk by D
(n)

k
f = ((−m + l)nq−n(m−l) + · · · ) f .) Therefore,

f ∈ Hol ∩ (
⋃∞

n=0 Σ
n

0)\Σ0. It follows that η2k f ∈ Hol ∩ (
⋃∞

n=0 Σ
n

k)\Σk for k ∈ R.
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5. Operators on solution spaces of monicMLDEs

We define the monic and quasimonic MLDOs (Subsection 5.1) and give a condition

under which an MLDO maps the solution space of a monic MLDE to that of another

(Subsection 5.2, Corollary 5.10). We then introduce a family of third order monic MLDEs

and apply the results to the solution spaces (Subsections 5.3 and 5.4, Example 5.16).

5.1. Monic and quasimonic MLDOs. Recall that an MLDO a ∈ R is called monic

when top(a) = 1 and quasimonic when top(a)(∞) = 1.

Let a ∈ R and k ∈ Z. We define the C-linear map

a[k] : Hol→ Hol, a[k] f = π(a( f , k)), (5.1)

where π(
∑

n(gn, n)) =
∑

n gn. The map a 7→ a[k] is C-linear.

For each a ∈ R, there exists a unique c such that a[k]qλ = cqλ + O(qλ+1). We denote

such c by F(k, a, λ). It is a polynomial in λ and linear in a.

Lemma 5.1. If a =
∑n

i=0 aiδ
i with ai ∈ M, then a[k] =

∑n
i=0 aiD

(i)

k
and F(k, a, λ) =

∑n
i=0 ai(∞)Pi(λ), where P0(λ) = 1 and Pi(λ) = (λ − k+2i−2

12
) · · · (λ − k

12
) for i > 0.

Proof. The proof is easy. �

The equality F(k, a, λ) = F(0, a, λ − k
12

) holds since Dkq
λ = (q d

dq
− k

12
E2)qλ = (λ −

k
12

)qλ + O(qλ+1).

We set

Z = {
n

∑

i=0

aiδ
i ∈ R | n ≥ 0, ai ∈ M, ai(∞) = 0}. (5.2)

Note that Z = {a ∈ R | F(k, a, λ) ≡ 0 for all k ∈ Z≥0} = {a ∈ R | F(k, a, λ) ≡
0 for some k ∈ Z≥0}. It is straightforward to show Z ∩ Rl = ∆Rl−12 and ∆R ⊂ Z.

Proposition 5.2. For k, n ∈ Z≥0, the following hold.

(1) MRn
2n
= QMRn

2n
.

(2) MR ∩ Z = ∅ and QMR ∩ Z = ∅.

(3) MRn
k
, ∅ if and only if k = 2n.

(4) QMRn
k
, ∅ if and only if k = 2n or k = 2n + 4, 2n + 6, . . ..

Proof. The proof is straightforward. �

Lemma 5.3. For a ∈ Rl and b ∈ R, (ba)[k] = b[k + l]a[k].

Proof. For f ∈ Hol, b[k + l]a[k] f = b[k + l]π(a( f , k)) = π(ba( f , k)) = (ba)[k] f . �

Lemma 5.4. For a ∈ Rk and b ∈ R, F(l, ba, λ) = F(l + k, b, λ)F(l, a, λ).

Proof. (ba)[l]qλ = b[l + k]a[k]qλ = b[l + k](F(k, a)qλ + O(qλ+1)) = F(l + k, b)F(l, a)qλ +

O(qλ+1). �

Theorem 5.5. Let a ∈ MRn
2n

, b ∈ R and k ∈ Z≥0. Then the following conditions are

equivalent:

(1) ker(a[k]) ⊂ ker(b[k]),

(2) b is divisible by a from the right.
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Proof. If b = ca with some c ∈ R, then b[k] = c[k + 2n]a[k] and ker(a[k]) ⊂ ker(b[k]).

Assume (1). By Corollary 3.11, b = ca + c′ for some c ∈ R and c′ ∈ R<n. Let f ∈
ker(a[k]). We have a[k] f = 0 and b[k] f = 0. Since b[k] = c[k + 2n]a[k] + c′[k], we have

c′[k] f = 0 and ker(a[k]) ⊂ ker(c′[k]). If c′ , 0, then dim ker(c′[k]) < n = dim ker(a[k]),

which is a contradiction. Therefore, c′ = 0 and b = ca. �

5.2. Characteristic roots of MLDOs. For a ∈ R, F(k, a, λ) = 0 is an algebraic equation

with the variable λ. We denote the multiset (unordered tuple) of the roots (characteristic

roots) by ch(k, a). When F(k, a, λ) ≡ 0, we set ch(k, a) = C. If ch(0, a) = {λ1, . . . , λn},
then ch(k, a) = {λ1 +

k
12
, . . . , λn +

k
12
}. Recall the set Z defined in Eq. (5.2).

Lemma 5.6. Let a, b ∈ QMR. Then ch(k, a) = ch(k, b) if and only if a − b ∈ Z.

Proof. Assume a − b ∈ Z. Then F(k, a, λ) − F(k, b, λ) = F(k, a − b, λ) = 0 and ch(k, a) =

ch(k, b).

Assume ch(k, a) = ch(k, b). Since a, b < Z, F(k, a, λ) and F(k, b, λ) are nonzero monic

polynomials in λ. Thus, F(k, a, λ) = F(k, b, λ), 0 = F(k, a, λ) − F(k, b, λ) = F(k, a − b, λ)

and so a − b ∈ Z. �

Lemma 5.7. If a ∈ MRn
2n

, then the sum of λ ∈ ch(k, a) is
n(k+n−1)

12
.

Proof. Set a = δn +
∑n−1

i=0 aiδ
i with ai ∈ M2n−2i. We have an−1 = 0 since M2 = {0}.

Therefore, a[k] = D
(n)

k
+ an−2D

(n−2)

k
+ · · · , so that F(k, a, λ) = (λ − k

12
) · · · (λ − k+2n−2

12
) +

O(λn−2) = λn − n(k+n−1)

12
λn−1 + O(λn−2). �

Lemma 5.8. Let k ∈ Z≥0 and n ∈ Z>0. Then the following hold.

(1) For λ1, . . . , λn ∈ C and l ∈ Z such that l ≥ 2n + 4, there exists a ∈ QMRn
l

such that

ch(k, a) = {λ1, . . . , λn}.

(2) For λ1, . . . , λn ∈ C such that λ1 + · · · + λn =
n
12

(k + n − 1), there exists a ∈ MRn
2n

such that ch(k, a) = {λ1, . . . , λn}.

Proof. Set P0(λ) = 1 and Pi(λ) = (λ − k
12

) · · · (λ − k+2i−2
12

) for i > 0.

(1) Choose x0, . . . , xn−1 ∈ C so that the roots of Pn(λ) +
∑n−1

i=0 xiPi(λ) = 0 are λ =

λ1, . . . , λn. If N ∈ Z≥4, then f (∞) = 1 for some f ∈ MN . Therefore, for 0 ≤ i ≤ n, we can

choose ai ∈ Ml−2i such that ai(∞) = 1. Set a = anδ
n +

∑n−1
i=0 xiaiδ

i ∈ QMRn
l
.

(2) Since λ1 + · · · + λn =
n

12
(k + n − 1), there exist x0, . . . , xn−2 ∈ C so that the roots of

Pn(λ) +
∑n−2

i=0 xiPi(λ) = 0 are λ = λ1, . . . , λn. For 0 ≤ i ≤ n − 2, choose ai ∈ M2n−2i such

that ai(∞) = 1 and set a = δn +
∑n−2

i=0 xiaiδ
i ∈ MRn

2n
. �

Theorem 5.9. Let l, n,N ∈ Z>0, a ∈ MRn
2n

and b ∈ QMRl. Then the following hold.

(1) If N ≤ n and there exists c ∈ MRN
2N

such that cb is divisible by a from the right,

then ch(0, a) ∩ ch(0, b) , ∅.

(2) If ch(0, a) ∩ ch(0, b) , ∅, N ≤ |ch(0, a) ∩ ch(0, b)| and l + 2n − 2N ≤ 8, then there

exists c ∈ MRn−N+1
2n−2N+2

such that cb is divisible by a from the right.

Proof. Note that ch(•, •) is a multiset, not a set. We assume b ∈ QMRm
l

for some m ∈ Z.

By Proposition 5.2 (4), l = 2m, 2m + 4, 2m + 6, . . ..

(1) cb = da for some d ∈ Rm−n+N
l−2n+2N

. By comparing the tops of the both sides, d ∈
QMRm−n+N

l−2n+2N
. Thus, ch(l, c) ∪ ch(0, b) = ch(2n, d) ∪ ch(0, a). If ch(0, a) ∩ ch(0, b) = ∅,

then ch(0, a) ⊂ ch(l, c). Since |ch(0, a)| = n and |ch(l, c)| = N, we have n = N and

ch(0, a) = ch(l, c), which contradicts Lemma 5.7. Therefore, ch(0, a) ∩ ch(0, b) , ∅.
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(2) Set ch(0, a) = {λ1, . . . , λn} and ch(0, b) = {µ1, . . . , µm} so that λ1 = µ1, . . . , λN = µN .

Choose λ so that λ + λN+1 + · · · + λn =
1

12
(n − N + 1)(l + n − N). By Lemma 5.8, there

exists c ∈ MRn−N+1
2n−2N+2

such that ch(l, c) = {λ, λN+1, . . . , λn}.
(2-1) The case l = 2m. λ +

∑m
i=N+1 µi = λ +

∑m
i=1 µi −

∑N
i=1 µi = λ +

∑m
i=1 µi −

∑N
i=1 λi =

λ +
∑m

i=1 µi −
∑n

i=1 λi +
∑n

i=N+1 λi =
∑m

i=1 µi −
∑n

i=1 λi + (λ +
∑n

i=N+1 λi) =
1
12

m(m − 1) −
1
12

n(n − 1) + 1
12

(n − N + 1)(2m + n − N) = 1
12

(m − N + 1)(2n + m − N). By Lemma

5.8, ch(2n, d) = {λ, µN+1, . . . , µm} for some d ∈ MRm−N+1
2m−2N+2

. Since cb, da ∈ MRm+n−N+1
2m+2n−2N+2

and ch(0, cb) = ch(0, da), we have cb − da ∈ Z ∩ R2m+2n−2N+2. By the assumption,

2m + 2n − 2N + 2 ≤ 10. Therefore, Z ∩ R2m+2n−2N+2 = {0} and so cb = da.

(2-2) The case l ≥ 2m + 4. By Lemma 5.8, ch(2n, d) = {λ, µN+1, . . . , µm} for some

d ∈ MRm−N+1
l−2N+2

. The rest of the proof is clear. �

The following corollary gives a condition under which a quasimonic MLDO maps the

solution space of a monic MLDE to another solution space.

Corollary 5.10. Let k ∈ Z≥0, l, n,N ∈ Z>0, a ∈ MRn
2n

and b ∈ QMRl. Then the following

hold.

(1) If N ≤ n and there exists c ∈ MRN
2N

such that b[k] maps the kernel of a[k] to the

kernel of c[k + l], then ch(k, a) ∩ ch(k, b) , ∅.

(2) If ch(k, a) ∩ ch(k, b) , ∅, N ≤ |ch(k, a) ∩ ch(k, b)| and l + 2n − 2N ≤ 8, then there

exists c ∈ MRn−N+1
2n−2N+2

such that b[k] maps the kernel of a[k] to the kernel of c[k+ l].

Proof. Since b[k] ker(a[k]) ⊂ ker(c[k + l]) is equivalent to ker(a[k]) ⊂ ker((cb)[k]), the

results follow from Theorem 5.9. �

Remark 5.11. Let a ∈ MRn
2n

and b ∈ Rl. By Lemma 4.1, there exist homogeneous a′ ∈ R
and c ∈ MR such that a′a = cb, therefore b[k](ker(a[k])) ⊂ ker(c[k + l]).

5.3. Example I. We introduce a family of third order monic MLDEs φp f = 0 such

that the solutions are related to the Dedekind eta function (Subsection 5.3) and the theta

functions of the Dn lattices (Subsection 5.4). In the end of Subsection 5.4, we apply

Corollary 5.10 to the solution space of φp f = 0 (Example 5.16).

Lemma 5.12. (1) η(2z)|1/2T = e( 1
12

)η(2z) and η(2z)|1/2S = 1√
2
e(−1

8
)η( z

2
).

(2) η( z
2
)|1/2T = η( z+1

2
) and η( z

2
)|1/2S =

√
2e(−1

8
)η(2z).

(3) η( z+1
2

)|1/2T = e( 1
24

)η( z
2
) and η( z+1

2
)|1/2S = e(−1

8
)η( z+1

2
).

(4) η(2z)η( z
2
)η( z+1

2
) = e( 1

48
)η(z)3.

(5) 16η(2z)8 + η( z
2
)8 − e(−1

6
)η( z+1

2
)8 = 0.

Proof. (1), (2) and the first part of (3) can be proved by the relations η(z + 1) = e( 1
24

)η(z)

and η(−1
z
) =
√
−izη(z). We prove the second part of (3). Since η(S z+1

2
) = η(1

2
− 1

2z
) =

η(( 1 −1
2 −1 ) z+1

2
) = χ(( 1 −1

2 −1 ))
√

zη( z+1
2

) = e(−1
8
)
√

zη( z+1
2

), we have η( z+1
2

)|1/2S = 1√
z
η(S z+1

2
) =

e(−1
8
)η( z+1

2
). In order to calculate χ(( 1 −1

2 −1 )), we have used Theorem 2 in Chapter 4 in

[K70].

(4) The equality is proved by the definition η(z) = q1/24(1 − q)(1 − q2) · · · .
(5) By (1) through (3), the left-hand side is a modular form of weight 4 on SL(2,Z).

The identity follows from the valence formula (cf. Theorem 4.1.4 in [R77]). �
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Let p ∈ R. Since η(z) never vanishes on H , ηp(z) is defined on H and has the q-

expansion qp/24(1− pq+
p(p−3)

2
q2+ · · · ). The C-vector space spanned by ηp(2z) = qp/12(1−

pq2 +
p(p−3)

2
q4 + · · · ), ηp( z

2
) = qp/48(1 − pq1/2 +

p(p−3)

2
q + · · · ) and ηp( z+1

2
) = e(

p

48
)qp/48(1 +

pq1/2 +
p(p−3)

2
q + · · · ) is invariant under the weight

p

2
modular transformations. We have

the following q-expansions

ηp

(

z

2

)

+ e

(

− p

48

)

ηp

(

z + 1

2

)

= 2qp/48

(

1 +
p(p − 3)

2
q + · · ·

)

, (5.3)

−ηp

(

z

2

)

+ e

(

− p

48

)

ηp

(

z + 1

2

)

= 2qp/48
(

pq1/2 + · · ·
)

. (5.4)

If p , 0, 8, then the leading exponents of ηp(2z), ±ηp( z
2
) + e(− p

48
)ηp( z+1

2
) are distinct real

numbers. By Mason’s theorem, they satisfy a monic MLDE of weight
p

2
and order 3.

A monic MLDE of weight
p

2
and order 3 has the form (D

(3)

p/2
+ xE4Dp/2 + yE6) f = 0

with x, y ∈ C. Calculating the indicial roots, we can uniquely determine x and y as

x = −3p2−24p+128

2304
and y = − p2(p−24)

55296
.

Proposition 5.13. Let p ∈ R and φp = D
(3)

p/2
− 3p2−24p+128

2304
E4Dp/2 − p2(p−24)

55296
E6. Then the

following hold.

(1) If p , 0, 8, then ηp(2z), ηp( z
2
) and ηp( z+1

2
) are independent solutions to φp f = 0.

(2) If p = 0, then 1,
∫

E
(2)

2
(z)dz and

∫

√

∆
(2)

4
(z)dz are independent solutions, where

E
(2)

2
(z) = 2E2(2z) − E2(z) and ∆

(2)

4
(z) =

η(2z)16

η(z)8 .

(3) If p = 8, then η8(2z) and η8( z
2
) are independent solutions.

Proof. (1) Already proved.

(2) The linear independence is clear from the q-expansions. According to Theorem 1

in [KK03], the solutions to (D
(2)

2
− 1

18
E4) f = 0 are E

(2)

2
and

√

∆
(2)

4
.

(3) By Lemma 5.12 (5), the C-vector space spanned by η8(2z) = q2/3(1 − 8q2 + · · · )
and η8( z

2
) = q1/6(1 − 8q1/2 + · · · ) is invariant under the weight 4 modular transformations.

By Mason’s theorem, they satisfy (D
(2)

4
− 1

18
E4) f = 0. �

Remark 5.14. If p , 0, 3, 6, then ηp(3z), ηp( z
3
), ηp( z+1

3
) and ηp( z+2

3
) are independent solu-

tions to D
(4)

p/2
− p2−6p+18

216
E4D

(2)

p/2
− p3−12p2+45p−81

5832
E6Dp/2 − p2(p2−36p+288)

559872
E4

2) f = 0.

5.4. Example II. For an even lattice L ⊂ Rn and a point p ∈ Rn, the theta function θp+L is

given by θp+L(z) =
∑

x∈L q(x+p,x+p)/2, where (•, •) is the standard inner product on Rn. We

denote by L∗ the dual lattice of L. Then the C-vector space spanned by θp+L with p ∈ L∗/L
is invariant under the weight n

2
modular transformations (cf. Proposition 3.2 in [E13]).

For n ≥ 3, Dn are the root lattices {(x1, . . . , xn) ∈ Zn | x1 + · · · + xn ∈ 2Z}. We have

D∗n = Z
n + Zt and D∗n/Dn = {0, s, t, s + t}, where s = (1, 0, . . . , 0) and t = (1

2
, . . . , 1

2
).

We formally set D2 =
√

2Z ⊕
√

2Z and D1 = 2Z.

Proposition 5.15. For n ≥ 1 and p ∈ D∗n/Dn, θp+Dn
satisfies

(

D
(3)

n/2
− 3n2 − 12n + 32

576
E4Dn/2 −

n2(n − 12)

6912
E6

)

f = 0. (5.5)

Equivalently, it satisfies φ2n(ηnθp+Dn
) = 0.
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Proof. (1) The case n ≥ 3. Since θ2(z) = 2
η(2z)2

η(z)
, θ3(z) = e(− 1

24
)
η((z+1)/2)2

η(z)
and θ4(z) =

η(z/2)2

η(z)
,

the result follows from the formulae θDn
= 1

2
(θ3

n + θ4
n), θs+Dn

= 1
2
(θ3

n − θ4
n) and θt+Dn

=

θs+t+Dn
= 1

2
θ2

n (cf. Chapter 4, Section 7.1 in [CS99]). However, we give an alternative

proof without using the formulae. We have

θs+t+Dn
=

∑

x1+···+xn∈2Z
q((x1+3/2)2+(x2+1/2)2+···+(xn+1/2)2)/2 (5.6)

=
∑

x1+···+xn∈2Z
q((−x1−1/2)2+(x2+1/2)2+···+(xn+1/2)2)/2 = θt+Dn

, (5.7)

so the C-vector space spanned by θDn
, θs+Dn

and θt+Dn
is invariant under the weight n

2

modular transformations. The leading terms are θDn
= 1 + · · · , θs+Dn

= 2nq1/2 + · · · and

θs+t+Dn
= 2n−1qn/8 + · · · .

(1-i) The case n ≥ 3 and n , 4. The result follows from Mason’s theorem.

(1-ii) The case n = 4. By Theorem 3.2 in [E13], we have θs+Dn
, θt+Dn

∈ M(2, Γ(2), 1, triv)

and the valence formula shows θs+Dn
= θt+Dn

. Therefore, θDn
and θs+Dn

satisfy (D
(2)

2
−

1
18

E4) f = 0.

(2) The case n = 1. The proof is the same as (1).

(3) The case n = 2. D∗
2
=
√

2

2
Z⊕

√
2

2
Z and D∗

2
/D2 = {0, s′, t′, s′ + t′}, where s′ = (

√
2

2
, 0)

and t′ = (0,
√

2
2

). We have θDn
= 1+4q+4q2+· · · , θs′+Dn

= θt′+Dn
= 2q1/4+4q5/4+2q9/4+· · ·

and θs′+t′+Dn
= 4q1/2 + 8q5/2 + 4q9/2 + · · · . �

Example 5.16. We apply Corollary 5.10 to the setting k = 0, n = 3, N = 1, m = 2, l = 4

and a = δ3 − 3p2−24p+128

2304
e4δ − p2(p−24)

55296
e6 ∈ MR3

6
. It is clear that ch(0, a) = { p

24
,− p

48
, 1

2
− p

48
}.

The monic MLDO b ∈ QMR2
4 =

MR2
4 has the form b = δ2 + xe4, where x ∈ C.

If
p

24
∈ ch(0, b), then x = − p(p−4)

576
and b[0] ker(a[0]) ⊂ ker(c[4]), where c = δ3 −

3p2+72p+512

2304
e4δ − (p+16)2(p−8)

55296
e6 ∈ MR6

3
.

If − p

48
∈ ch(0, b), then x = − p(p+8)

2304
and b[0] ker(a[0]) ⊂ ker(c[4]), where c = δ3 −

3p2−72p+512

2304
e4δ − (p−8)2(p−32)

55296
e6 ∈ MR6

3
.

If 1
2
− p

48
∈ ch(0, b), then x = − (p−16)(p−24)

2304
and b[0] ker(a[0]) ⊂ ker(c[4]), where

c = δ3 − 3p2−72p+1664

2304
e4δ − (p+16)(p−8)(p−56)

55296
e6 ∈ MR6

3
.

6. Eisenstein series and monicMLDE

Utilizing the properties of R established in the preceding sections, we give a lower

bound of the order of monic MLDEs of weight 4m + 6n satisfied by E4
mE6

n.

By Theorem 1 in [KK03], the Eisenstein series Ek for k ∈ {4, 6, 10} satisfies the second

order monic MLDE (D
(2)

k
− k(k+2)

144
E4) f = 0, the Kaneko-Zagier equation. Explicitly, (D

(2)

4
−

1
6
E4)E4 = 0, (D

(2)

6
− 1

3
E4)E6 = 0 and (D

(2)

10
− 5

6
E4)E10 = 0. For k ∈ {4, 6, 10}, the independent

solutions to (D
(2)

4
− k(k+2)

144
E4) f = 0 are Ek and Fk, where Fk is a q-series whose leading

exponent is
(k+1)

6
.

Proposition 6.1. Let n ∈ Z≥0 and k ∈ {4, 6, 10}. Then Ek
n satisfies a monic MLDE of

weight nk and order n + 1.

Proof. The case n = 0 is trivial. Assume n > 0. Since the C-vector space spanned by

Ek and Fk is invariant under the weight k modular transformations, the C-vector space

spanned by Ek
iFk

n−i (i = 0, . . . , n) is invariant under the weight nk modular transforma-

tions. The leading exponents of Ek
iFk

n−i are
(n−i)(k+1)

6
, so the result follows from Mason’s

theorem. �
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By Mason’s theorem, E4
mE6

n satisfies a (possibly non-monic) MLDE of weight 4m +

6n and order 1. By Theorem 4.3 (4), it satisfies a monic MLDE of weight 4m + 6n

and some order. The following theorem gives a lower bound for such orders. Note that

E10 = E4E6.

Theorem 6.2. Let m, n ∈ Z≥0 and N ∈ Z>0. Suppose that E4
mE6

n satisfies a monic MLDE

of weight 4m + 6n and order N. Then N ≥ max{m, n} + 1.

Proof. Suppose (D
(N)

4m+6n
+ g2D

(N−2)

4m+6n
+ · · · + gN)E4

mE6
n = 0 with gi ∈ M2i. Set a =

δN +g2δ
N−2 + · · ·+gN ∈ MRN

2N
and b = e4e6δ+

n
2
e4

3+ m
3

e6
2 ∈ QMR1

12. Then b(E4
mE6

n) = 0.

By the division of MLDO, e4
Ne6

Na = cb + c′ for some c ∈ RN−1
12N−12

and c′ ∈ R<1
12N

. Since

E4
mE6

n
, 0, we have c′ = 0. Set c = h1δ

N−1+ · · ·+hN , where hi ∈ M10N+2i−12. Comparing

the tops of e4
Ne6

Na = cb, we see h1 = e4
N−1e6

N−1. Comparing the coefficients of δN−i for

i ∈ {1, . . . ,N − 1}, we see

e4
Ne6

Ngi =e4e6hi+1 +

i
∑

j=1

h j

(

N − j

N − i − 1

)

Di− j+1[e4e6]

+

i
∑

j=1

h j

(

N − j

N − i

)

Di− j

[

n

2
e4

3 +
m

3
e6

2

]

, (6.1)

since the coefficient of δN−i in h jδ
N− j(e4e6δ +

n
2
e4

3 + m
3

e6
2) is



























h j(
(

N− j

N−i−1

)

Di− j+1[e4e6] +
(

N− j

N−i

)

Di− j[n
2
e4

3 + m
3

e6
2]) if 1 ≤ j ≤ i,

e4e6h j if j = i + 1,

0 if i + 1 < j ≤ N.

(6.2)

Let us prove

hi =e4
N−ie6

N−i

(

(N − (n + i − 1)) · · · (N − (n + 1))

2i−1
e4

3i−3

+
(N − (m + i − 1)) · · · (N − (m + 1))

3i−1
e6

2i−2 + e4e6Ri

)

(6.3)

by induction on i ≥ 2, where Ri ∈ Q[e4, e6, g1, . . . , gi−1] ⊂ M.

(1) By setting i = 1 in Eq. (6.1),

e4
Ne6

Ng1 = e4e6h2 + h1

(

N − 1

N − 2

)

D[e4e6] + h1

(

n

2
e4

3 +
m

3
e6

2

)

, (6.4)

so h2 = e4
N−2e6

N−2(
N−(n+1)

2
e4

3 +
N−(m+1)

3
e6

2 + e4e6g1).

(2) Assume that the result holds for all i′ ≤ i. By Eq. (6.1),

e4e6hi+1 = (e4e6)Ngi − hi

(

N − i

N − i − 1

)

D[e4e6] − hi

(

n

2
e4

3 +
m

3
e6

2

)

−
i−1
∑

j=1

h j

(

N − j

N − i − 1

)

Di− j+1[e4e6] −
i−1
∑

j=1

h j

(

N − j

N − i

)

Di− j

[

n

2
e4

3 +
m

3
e6

2
]

(6.5)

= hi

(

N − (n + i)

2
e4

3 +
N − (m + i)

3
e6

2

)

+ (e4e6)N−i+1Q[e4, e6, g1, . . . , gi−2, gi] (6.6)

= (e4e6)N−i (N − (n + i)) · · · (N − (n + 1))

2i
e4

3i

+ (e4e6)N−i (N − (m + i)) · · · (N − (m + 1))

3i
e6

2i + (e4e6)N−i+1Q[e4, e6, g1, . . . , gi], (6.7)
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therefore Eq. (6.3) holds for i + 1.

By comparing the coefficients of δ0 in e4
Ne6

Na = cb, it follows from Eq. (6.3) that

e4
Ne6

NgN =

N
∑

i=0

hiD
N−i

[

n

2
e4

3 +
m

3
e6

2
]

(6.8)

=
n(N − (n + N − 1)) · · · (N − (n + 1))

2N
e4

3N

+
m(N − (m + N − 1)) · · · (N − (m + 1))

3N
e6

2N + e4e6M. (6.9)

Therefore, n(N−(n+N−1)) · · · (N−(n+1)) = 0 and m(N−(m+N−1)) · · · (N−(m+1)) = 0,

so that N > n and N > m. �

For φ ∈ H =
⊕

n∈R Hn, we denote by mord(φ) the least nonnegative integer n such that

some element of MRn annihilates φ. If there is no such n, we formally set mord(φ) = ∞.

We call mord(φ) the modular order of φ.

By Proposition 6.1 and Theorem 6.2, mord(E4
mE6

n) ≥ max{m, n}+1 and mord(E4
n) =

mord(E6
n) = mord(E4

nE6
n) = n + 1. We conjecture the following.

Conjecture 6.3. mord(E4
mE6

n) = max{m, n} + 1 for all m, n ≥ 0.

7. Miscellaneous results

In this section, we show some properties of R which are not relevant to the preceding

sections.

7.1. Ideals of R. In this subsection, we study some ideals of R.

Lemma 7.1. The center Z(R) is equal to 〈∆〉 (the C-subalgebra of R generated by ∆).

Proof. Since [δ, 1] = [δ,∆] = 0, Z(R) ⊃ 〈∆〉. To prove Z(R) ⊂ 〈∆〉, let a ∈ Z(R) be

homogeneous. Set a =
∑n

i=0 aiδ
i, where ai ∈ M(l − 2i) for some l ∈ Z and an , 0. By

comparing the coefficients of δn−1 in ae4 = e4a, we have an−1e4 + nanD[e4] = e4an−1, so

n = 0 and a = a0 ∈ M(l). Since δa = aδ, we have 0 = D[a] = Dla, so that the leading

coefficient of a is l
12

. Since the leading coefficient of an element ofM(l) is a nonnegative

integer, a

∆l/12 ∈ M(0) = C, which means a ∈ 〈∆〉. �

Proposition 7.2. ∆R is a completely prime two-sided ideal of R.

Proof. Since ∆ ∈ Z(R), ∆R is a two-sided ideal. Note that ∆R = {∑n
i=0 aiδ

i | ai ∈ S, n ≥
0}. Let a, b ∈ R\{0} such that ab ∈ ∆R and a < ∆R. Set a =

∑n
i=0 aiδ

i and b =
∑m

j=0 b jδ
j,

where ai, b j ∈ M, an, bm , 0 and n,m ≥ 0. There exists the maximum number N =

max{i ∈ [0, n] | ai < S} and
∑N

i=0 aiδ
i
∑m

j=0 b jδ
j ∈ ∆R. Since the top is aNbm, we have

aNbm ∈ S and bm ∈ S, therefore
∑N

i=0 aiδ
i
∑m−1

j=0 b jδ
j ∈ ∆R. By induction on j, we see that

every b j belongs to S and b ∈ ∆R. �

Since R admits the division with remainder, it has a PID-like property. For a ∈ R, let

[a] denote {b ∈ R | there exists f ∈ M\{0} such that f b ∈ Ra}.

Theorem 7.3. (1) For any a ∈ R, [a] is a left ideal of R.

(2) For any left ideal I of R, there exists a ∈ I such that Ra ⊂ I ⊂ [a].

(3) For any φ ∈ H, there exists a ∈ R such that annR(φ) = [a].
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Proof. (1) It is clear that [a] is an abelian group. Let b ∈ [a] and c ∈ R. Then f b = pa

for some f ∈ M\{0} and p ∈ R. By the division, gc = q f for some g ∈ M\{0} and q ∈ R.

Therefore, g(cb) = q f b = qpa ∈ Ra and cb ∈ [a].

(2) If I , {0}, choose an element a ∈ I of the lowest order.

(3) If annR(φ) , {0}, choose an element a ∈ annR(φ) of the lowest order. �

Remark 7.4. Just like the division properties, Theorem 7.3 holds for a skew polynomial

ring S = R[x; 1, d], where R is a commutative integral domain and d is a derivation of R,

and for a left S -module M such that f m = 0 implies m = 0 for f ∈ R\{0} and m ∈ M.

7.2. C-algebras containing R and their endomorphisms.

Lemma 7.5. Suppose

∑

i, j,k,l≥0, 2i+2 j+4k+6l=n

Ci jklz
−iE2

jE4
kE6

l = 0, (7.1)

where Ci jkl ∈ C and n ≥ 0. Then Ci jkl = 0 for all i, j, k, l ≥ 0 with 2i + 2 j + 4k + 6l = n.

Proof. For p ∈ Z, set Ap = (
1 p
1 p+1 ) ∈ SL(2,Z). By replacing z with Apz and dividing the

both sides of Eq. (7.1) by (z + p + 1)n, we have

∑

2i+2 j+4k+6l=n

Ci jkl(z + p)−i(z + p + 1)−i

(

E2 +
6

πi(z + p + 1)

) j

E4
kE6

l = 0. (7.2)

Letting p → ∞, we obtain
∑

2 j+4k+6l=n C0 jklE2
jE4

kE6
l = 0 and C0 jkl = 0 for all j, k, l ≥ 0

with 2 j + 4k + 6l = n. The result is proved by induction on i. �

Consider the following three homogeneous elements of End(H):

e1 ∈ End1(H), ( f , k) 7→ ( f , k + 1), (7.3)

e2 ∈ End2(H), ( f , k) 7→ (E2 f , k + 2), (7.4)

f2 ∈ End2(H), ( f , k) 7→
(

f

log q
, k + 2

)

. (7.5)

It is straightforward to show [δ, e1] = − 1
12

e1e2, [δ, e2] = − 1
12

(e2
2 + e4) and [δ, f2] = − f2

2 −
1
6

f2e2. Consider the following three graded C-subalgebra of End(H):

QR = 〈e2, e4, e6, δ〉, (7.6)

QR〈e1〉 = 〈e1, e2, e4, e6, δ〉, (7.7)

QR〈 f2〉 = 〈 f2, e2, e4, e6, δ〉. (7.8)

Theorem 7.6. (1) The set {e2
je4

ke6
lδm | j, k, l,m ≥ 0} forms a C-basis of QR.

(2) The set {e1
ie2

je4
ke6

lδm | i, j, k, l,m ≥ 0} forms a C-basis of QR〈e1〉.

(3) The set { f2
ie2

je4
ke6

lδm | i, j, k, l,m ≥ 0} forms a C-basis of QR〈 f2〉.

Proof. The proof is similar to that of Theorem 3.3. Utilize Lemma 7.5 for (3). �

Theorem 7.7. (1) As graded C-algebras, QR is isomorphic to T (E2 ⊕E4 ⊕E6 ⊕ δ)/I1,

where I1 is the two-sided ideal generated by [δ, E2]+ 1
12

(E2⊗E2+E4), [δ, E4]+ 1
3
E6,

[δ, E6] + 1
2
E4 ⊗ E4, [E2, E4], [E2, E6] and [E4, E6].
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(2) As graded C-algebras, QR〈e1〉 is isomorphic to T (E1⊕E2⊕E4⊕E6⊕δ)/I2, where

I2 is generated by [δ, E1] + 1
12

E1 ⊗ E2, [δ, E2] + 1
12

(E2 ⊗ E2 + E4), [δ, E4] + 1
3
E6,

[δ, E6] + 1
2
E4 ⊗ E4, [E1, E2], [E1, E4], [E1, E6], [E2, E4], [E2, E6] and [E4, E6].

(3) As graded C-algebras, QR〈 f2〉 is isomorphic to T (F2⊕E2⊕E4⊕E6⊕δ)/I3, where

I3 is generated by [δ, F2]+F2⊗F2+
1
6
F2⊗E2, [δ, E2]+ 1

12
(E2⊗E2+E4), [δ, E4]+ 1

3
E6,

[δ, E6] + 1
2
E4 ⊗ E4, [F2, E2], [F2, E4], [F2, E6], [E2, E4], [E2, E6] and [E4, E6].

Proof. The proof is similar to that of Theorem 3.5 (1). �

We set E1 = (1, 1) ∈ H1 and F2 = ( 1
log q

, 2) ∈ H2. It is easy to see that {E1, E2, E4, E6}
and {F2, E2, E4, E6} are algebraically independent in H (cf. Lemma 7.5). Note δE1 =

− 1
12

E1E2, δF2 = −F2
2 − 1

6
F2F2 and δE2 = − 1

12
(E2

2 + E4).

Theorem 7.8. (1) As C-algebras, QR is isomorphic to QM[ξ; 1, δ].

(2) As C-algebras, QR〈e1〉 is isomorphic to C[E1, E2, E4, E6][ξ; 1, δ].

(3) As C-algebras, QR〈 f2〉 is isomorphic to C[F2, E2, E4, E6][ξ; 1, δ].

Proof. The proof is similar to that of Theorem 3.6. �

The grade-preserving endomorphisms of R, QR, QR〈e1〉 and QR〈 f2〉 can be directly

calculated by Theorem 7.7. Let X be either R, QR, QR〈e1〉 or QR〈 f2〉. Then the monoid

of grade-preserving endomorphisms of X consists of the following: For X = R,

(e4, e6, δ) 7→ (a2e4, a
3e6, aδ). (7.9)

For X = QR,

(e2, e4, e6, δ) 7→ (ae2, a
2e4, a

3e6, aδ + be2), (7.10)

7→ (0, 0, 0, aδ + be2). (7.11)

For X = QR〈e1〉,
(e1, e2, e4, e6, δ) 7→ (ae1, be2, b

2e4, b
3e6, bδ + ce1

2 + de2), (7.12)

7→ (0, 0, 0, 0, bδ + ce1
2 + de2). (7.13)

For X = QR〈 f2〉,
( f2, e2, e4, e6, δ) 7→ (a f2, ae2, a

2e4, a
3e6, aδ + b f2 + ce2), (7.14)

7→ (−a f2, 12a f2 + ae2, a
2e4, a

3e6, aδ + b f2 + ce2), (7.15)

7→ (0, 12a f2 + ae2, a
2e4, a

3e6, aδ + b f2 + ce2), (7.16)

7→ (0, ae2, a
2e4, a

3e6, aδ + b f2 + ce2), (7.17)

7→ (0, 0, 0, 0, aδ + b f2 + ce2), (7.18)

where a, b, c, d ∈ C are arbitrary.

As an application of the endomorphisms above, we prove Proposition 7.9. Note that

(δ − ae1
2)(qa, 0) = 0 and (δ − a f2)((log q)a, 0) = 0 for a ∈ C.

Proposition 7.9. Let Fi(x, y, z),G(x, y, z) ∈ C[x, y, z] be polynomials for 1 ≤ i ≤ n. Sup-

pose that wt(Fi(e2, e4, e6)) + 2i = l is constant for 0 ≤ i ≤ n, and wt(G(e2, e4, e6)) = k. If
∑n

i=0 Fi(E2, E4, E6)D
(i)

k
G(E2, E4, E6) = 0, then

n
∑

i=0

Fi

(

12

log q
+ E2, E4, E6

) (

Dk −
a

log q

)(i) (

(log q)aG

(

12

log q
+ E2, E4, E6

))

= 0 (7.19)

for a ∈ C, where (Dk − a
log q

)(i) = (Dk+2i−2 − a
log q

) · · · (Dk+2 − a
log q

)(Dk − a
log q

).
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Proof. Since
∑n

i=0 Fi(e2, e4, e6)δiG(e2, e4, e6)(1, 0) = 0,
∑n

i=0 Fi(e2, e4, e6)δiG(e2, e4, e6) =

xδ for some x ∈ QR. By applying the endomorphism (7.15) with a = 1 and c = 0,

we obtain
∑n

i=0 Fi(12 f2 + e2, e4, e6)(δ + b f2)iG(12 f2 + e2, e4, e6) = x′(δ + b f2) for some

x′ ∈ QR〈 f2〉. Replace b with −a. Then 0 =
∑n

i=0 Fi(12 f2 + e2, e4, e6)(δ − a f2)iG(12 f2 +

e2, e4, e6)((log q)a, 0) = (
∑n

i=0 Fi(
12

log q
+E2, E4, E6)(Dk− a

log q
)(i)((log q)aG( 12

log q
+E2, E4, E6)),

k + l). �
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