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Rost nilpotence and higher unramified cohomology

H. Anthony Diaz

Abstract

We develop an approach to proving the Rost nilpotence principle involving higher unram-

ified cohomology. Along with a decomposition-of-the-diagonal technique, we use this to

prove the principle for certain threefolds over a perfect field.

Introduction

Let X be a smooth projective scheme over a field k. Also, let Mk be the category of Chow
motives over k and denote the corresponding Chow motive of X by M(X). The Rost nilpotence
principle predicts that for any field extension E/k, the kernel of the extension of scalars map

EndMk
(M(X))→ EndME

(M(XE)) (1)

consists of nilpotent correspondences. Rost first proved this for a smooth projective quadric over
a field of characteristic 6= 2 in [37] (see also [8]). A consequence is that the Chow motive of a
smooth quadric can be decomposed as a direct sum of (twisted) motives of anisotropic quadrics,
and this played an important role in the proof of the Milnor conjecture by Voevodsky [41].

The Rost nilpotence principle is desirable, as it would imply for instance that Chow motives
do not vanish upon passage to field extensions (in this sense, it may be viewed as a torsion ana-
logue of a well-known nilpotence conjecture for rational correspondences [27]). It is conjectured
to hold in general and has been proved in several other important cases. Chernousov, Gille and
Merkurjev [9] proved that it holds for projective homogeneous varieties. Moreover, using Rost
cycle modules [36], Gille showed that the Rost nilpotence principle holds for geometrically ra-
tional surfaces over perfect fields [16] and for smooth, projective, geometrically integral surfaces
over fields of char k = 0 [17]. (Using different methods, he also proved it for smooth projective,
geometrically integral threefolds which are birationally isomorphic to toric models [18].)

Another approach to proving Rost nilpotence was developed by Rosenschon and Sawant [34].
Their approach involves étale motivic cohomology groups Hm

L (X,Z(n)) which in many ways are
better behaved than the usual motivic cohomology groups (see, for instance, [35]). In particular,
for any finite Galois extension E/k there is a Hochschild-Serre spectral sequence:

Ep,q2 = Hp(Gal(E/k), Hq
L(XE ,Z(n))⇒ Hp+q

L (X,Z(n))

Moreover, using the triangulated category of étale mixed motives, this spectral sequence is
functorial for the action of correspondences after inverting the exponential characteristic of k
(see [34] §3). Using this, they are able to prove that if γ ∈ CHd(X×X) lies in the kernel of (1),
then the action of γ on the étale motivic cohomology groups of X (and its products) is nilpotent.
As a consequence, they obtain the Rost nilpotence principle for smooth projective surfaces in
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characteristic 0 (and with some more work, birationally ruled threefolds in characteristic 0).
Our goal in this paper will be to explore the relationship between Rost nilpotence and higher

unramified cohomology. The usual unramified cohomology groups H∗
nr(X) are well-known and

since [10] have been quite useful in proving that certain varieties are not rational (or stably
rational). The right derived analogues of these groups are the higher unramified cohomology
groups. The näıve view is that the higher unramified cohomology groups control the extent to
which motivic cohomology and étale motivic cohomology fail to coincide. Thus, given the main
result of [34], one would expect the Rost nilpotence principle to follow from a statement about
correspondences acting on unramified cohomology. In this direction, our main result (Theorem
2.4) shows that a correspondence γ that lies in the kernel of (1) is nilpotent, provided that the
action of γ on certain higher unramified cohomology groups is nilpotent. In particular, since
the assumption of Theorem 2.4 is automatically satisfied for surfaces, we are able to extend
the Rost nilpotence principle to surfaces over a perfect field. Then, using a Bloch-Srinivas-type
argument, we are able to prove the following as a consequence:

Theorem 0.1 (=Corollary 2.10). Suppose that X is a smooth projective scheme of dimension
≤ 3 over a perfect field k whose Chow group CH0 is universally supported in dimension ≤ 2 (in
the sense of [7]; see also Definition 2.6). Then, X satisfies the Rost nilpotence principle.

Since the Rost nilpotence principle is known for surfaces over a perfect field (after inverting the
exponential characteristic) by the main result of [34], we focus on the case that k has positive
characteristic and fill in the gap involving p-primary torsion. For this, we make use of the higher
unramified cohomology groups for logarithmic Hodge-Witt cohomology, as well as that of the
Hochschild-Serre spectral sequence for étale cohomology groups. The idea will be to prove that
any cycle in the kernel of (1) is nilpotent in étale cohomology and then to use the local-to-global
spectral sequence to obtain a nilpotence statement in the Chow group. The local-to-global
spectral sequence in this case reduces to a long exact sequence by some non-trivial results of
Gros and Suwa (discussed below). Since the cycle class map is not guaranteed to be injective
even in low degree, we make use of a Bockstein-type sequence that overcomes this difficulty.
The proofs of the applications that follow Theorem 2.4 are “decomposition-of-the-diagonal”
arguments in the spirit of [7].
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Conventions

Throughout, we will assume that all schemes are separated and of finite type over a field k.
When we say that a scheme X has dimension d, we mean that it is equi-dimensional and that
all the irreducible components have dimension d. In particular, a surface will mean a scheme
of dimension 2; similarly, a threefold will mean a scheme of dimension 3. In the case that X is
irreducible, we let k(X) denote the function field and η the generic point. For any field extension
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L/k and X a scheme over k, we write XL = X ×k L. We also let k denote the algebraic closure
and X = X ×k k.

Chow groups (indexed by codimension) will be denoted by CHi(−) and have integral co-
efficients. In the final section, we also index by dimension. If X and Y are both smooth and
projective schemes; let Y1, . . . Ym be the irreducible components of Y with respective dimensions
d1, . . . dm. Then, we denote by

Cori(X,Y ) :=

m⊕

k=1

CHi+dk(X × Yk) (2)

the group of correspondences of degree i and Cor∗(X,Y ) =
⊕

i∈Z
Cori(X × Y ) the graded ring

of correspondences, where muliplication is given by the composition operation ◦ defined in [12]
Ch. 16.

The notation ℓ will be reserved for a prime number. For an Abelian group A and n ≥ 1 an
integer, A[n] denotes the n-torsion of A; in particular, for a prime number ℓ, A[ℓ∞] denotes the
ℓ-primary torsion of A.

1 Preliminaries

Throughout this section, X will denote a smooth scheme over a perfect field k of characteristic
p > 0 (unless otherwise specified).

1.1 Logarithmic Hodge-Witt cohomology

We recall some important facts about logarithmic Hodge-Witt cohomology. For r ≥ 0, let
WrΩ

∗
X be the de Rham-Witt complex defined by Illusie [23] Ch. 1; this is a complex of Zariski

sheaves over X . Also, the logarithmic Hodge-Witt complex over X , WrΩ
∗
X,log is the complex of

Zariski sheaves over X defined in op. cit. Ch. 1 §5.7. We will denote the étale sheafification by
νr(n)X := α∗WrΩ

n
X,log, where α denotes the forgetful functor from the étale site to the Zariski

site. This sheaf is locally generated by differentials of the form

dx̃1
x̃1
∧ . . . ∧

dx̃n
x̃n

where x̃i denotes a Teichmüller representative of xi ∈ O
∗
X . Note also that by (5.1.1) of op. cit.

there is an isomorphism of cohomology groups:

H∗
Zar(X,WrΩ

n
X,log)

∼= H∗
ét(X, νr(n)X)

As is standard (see, for instance, [14]), we shift by n and consider the complex of étale sheaves
over X concentrated in degree n:

(Z/pr)X(n) := νr(n)X [−n]

With this definition, we have Hi
ét(X, (Z/p

r)X(n)) = Hi−n
ét (X, νr(n)X). Additionally, note that

when n = 0 we recover the usual locally-constant étale sheaf Z/pr (see p. 597 of [23]).
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For any morphism of smooth schemes over k f : Y → X , there is a canonical map in the
derived category of étale sheaves of Abelian groups over X :

(Z/pr)X(n)→ Rf∗(Z/p
r)Y (n) (3)

(see [19] (1.2.1)); applying étale hypercohomology to (3) yields the pull-back map

Hi
ét(X, (Z/p

r)X(n))
f∗

−→ Hi
ét(Y, (Z/p

r)Y (n))

From (1.2.3) of op. cit., there is also an associative and anti-commutative product map

Z/pr(n)⊗ Z/pr(n′)→ Z/pr(n+ n′)

(induced by the product on WrΩ
∗
X); the induced map on cohomology

Hi
ét(X, (Z/p

r)X(n))⊗Hi′

ét(X, (Z/p
r)X(n′))

∪
−→ Hi+i′

ét (X, (Z/pr)X(n+ n′)) (4)

is the cup product. Finally, for proper morphisms f : Y → X of smooth schemes over k of
relative dimension d, there is the trace map (see p. 5 of op. cit.):

Rf∗(Z/p
r)Y (n)→ (Z/pr)X(n− d)[−2d] (5)

induced by the trace map for the corresponding de Rham-Witt complexes. This induces the
push-forward map on cohomology

Hi
ét(Y, (Z/p

r)Y (n))
f∗
−→ Hi−2d

ét (X, (Z/pr)X(n− d))

The above operations of pull-back, push-forward and cup product allow one to view coho-
mology classes as cohomological correspondences that may be composed. Indeed, suppose that
X , Y and Z are smooth projective schemes of dimension dY and dZ over k and suppose that

Γ ∈ Hi+2dY
ét (X × Y, (Z/pr)X×Y (n+ dY )), Γ

′ ∈ Hj+2dZ
ét (Y × Z, (Z/pr)Y×Z(s+ dZ))

Then, we define their composition in the usual way (see, for instance, [12] p. 305-307):

Γ′ ◦ Γ := πXZ∗(π
∗
XY Γ · π

∗
Y ZΓ

′) ∈ Hi+j+2dZ
ét (X × Z, (Z/pr)X×Z(n+ s+ dZ)) (6)

One checks that ◦ is associative and, hence, induces a ring structure on logarithmic Hodge-Witt
cohomology. Indeed, as in Prop. 16.1.1 of loc. cit., this follows formally from the functoriality
of the pull-back, push-forward and the projection formula, all of which are established in [19].
Given a cohomological correspondence Γ as above, there is an induced action on logarithmic
Hodge-Witt cohomology given by the usual formula:

Γ∗(α) := πY ∗(π
∗
Xα · Γ) ∈ H

∗+i(Y, (Z/pr)Y (m+ n))

for α ∈ H∗(X, (Z/pr)X(m)). The associativity of ◦ immediately implies that (Γ′ ◦Γ)∗ = Γ′
∗ ◦Γ∗.
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1.2 Hochschild-Serre spectral sequence

For any bounded complex of étale sheavesC∗ overX , we letH∗
ét(X,C

∗) denote the corresponding
étale hypercohomology group ([30] Appendix C). Then, there is the Hochschild-Serre spectral
sequence:

Es,t2,C∗ = Hs(k,Htét(X,C
∗))⇒ H

s+t
ét (X,C∗) (7)

The convergence of this spectral sequence follows from the fact that C∗ is bounded (see, for
instance, [24] 2C). This sequence is functorial in the sense that if C∗ → D∗ is a map of bounded
complexes of étale sheaves over X , then there is an induced map of the spectral sequences (in
the sense of [30] p. 307-308) for which the map on abutments is the hypercohomology map:

H
s+t
ét (X,C∗)→ H

s+t
ét (X,D∗)

This map of spectral sequences induces a map on the descending filtration of the abutment.
We will consider (7) in the case that C∗ = Z/pr(n). Then, we have the Hochschild-Serre

spectral sequence:
Hs(k,Ht

ét(X,Z/p
r(n)))⇒ Hs+t

ét (X,Z/pr(n))

Also, letting F ∗ denote the corresponding filtration, we have:

F 0Hm
ét (X,Z/p

r(n)) = Hm
ét (X,Z/p

r(n)), Fm+1Hm
ét (X,Z/p

r(n)) = 0

for degree reasons. Moreover, there is a natural short exact sequence:

0→ F 1Hm
ét (X,Z/p

r(n))→ Hm
ét (X,Z/p

r(n))→ Hm
ét (X,Z/p

r(n))Gk (8)

where Gk = Gal(k/k) denotes the absolute Galois group of k.

Proposition 1.1. Suppose that X is a smooth and projective scheme over k. Then, the filtration
F ∗ is functorial with respect to pull-backs, pushforwards and cup product; i.e., for any morphism
f : Y → X (of relative dimension d), we have:

(a) f∗(F iHm
ét
(X,Z/pr(n))) ⊂ F iHm

ét
(Y,Z/pr(n));

(b) f∗(F
iHm

ét
(Y,Z/pr(n))) ⊂ F iHm−2d

ét
(X,Z/pr(n− d));

(c) F iHm
ét
(X,Z/pr(n)) ∪ F jHs

ét
(X,Z/pr(t)) ⊂ F i+jHm+s

ét
(X,Z/pr(n+ t))

Proof. As noted previously, the pull-back and push-forward maps are defined on the level of the
derived category of complexes of bounded étale sheaves:

(Z/pr)X(n)→ Rf∗(Z/p
r)Y (n), Rf∗(Z/p

r)Y (n)→ (Z/pr)X(n− d)[−2d]

which implies by the above paragraphs that the corresponding pull-back and push-forward maps
on logarithmic Hodge-Witt cohomology respect the filtration. For the compatibility with cup
product, note that the Hochschild-Serre spectral sequence has cup products in the terminology
of [39] p. 184; this fact can be deduced (for instance) from the argument given for Cor. 3.11 of
op. cit.

As a consequence, we have the following result about the vanishing of sufficiently high powers
of certain cohomological correspondences. We will need this in the proof of our main result.
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Corollary 1.2. For X a smooth projective scheme of dimension d over k, let

Γ ∈ ker {H2d
ét (X ×X,Z/p

r(d))→ H2d
ét (X ×X,Z/p

r(d))}

be a cohomological correspondence. Then, Γ◦m = 0 ∈ H2d
ét
(X ×X,Z/pr(d)) for m ≥ d+ 1.

Proof. From the previous result, it follows that Γ◦m ∈ FmH2d
ét (X × X,Z/pr(n)). Note that

Em,2d−m2 = 0 unless m ≤ d, since for m > d, we have

H2d−m
ét (X ×X,Z/pr(d)) = Hd−m

ét (X ×X, νr(d)) = 0

So, it follows that FmH2d
ét (X×X,Z/p

r(n)) = 0 for m ≥ d+1. This gives the desired result.

Remark 1.3. If k is a field of cohomological dimension r, then we actually have Γ◦m = 0 for
m ≥ r + 1.

1.3 Bloch-Ogus spectral sequence

Now, we let HqX(Z/pr(n)) denote the Zariski sheaf associated to the presheaf of Abelian groups
over X given by U 7→ Hq

ét(U,Z/p
r(n)). (From this point forward, we will drop the X in the

subscript and use the notation Z/pr(n) and νr(n) instead of (Z/pr)X(n) and νr(n)X , when there
is no danger of ambiguity.) By general properties of right-derived functors (for instance, [30]
Ch. 3 Prop. 1.13), we have the identification:

HqX(Z/pr(n)) ∼= Rqα∗Z/p
r(n) = Rq−nα∗νr(n) (9)

noting the above-mentioned degree shift. The corresponding Zariski cohomology groups:

Hi
Zar(X,H

q
X(Z/pr(n)))

are what we refer to as the higher unramified cohomology groups. Then, there is the correspond-
ing Grothendieck spectral sequence abutting to logarithmic Hodge-Witt cohomology:

Ei,q2 = Hi
Zar(X,H

q
X(Z/pr(n)))⇒ Hi+q

ét (X, (Z/pr)X(n)) (10)

known as the Bloch-Ogus spectral sequence. By [20] item 1.10, (9) vanishes for q 6= n, n+ 1, so
Ei,q2 = 0 unless q = n, n+ 1. Consequently, the Bloch-Ogus spectral sequence reduces to a long
exact sequence ([20] (1.14)):

· · · →Hm
Zar(X,H

n
X(Z/pr(n)))

em,n

−−−→ Hm+n
ét (X,Z/pr(n))→ Hm−1

Zar (X,Hn+1
X (Z/pr(n)))

d
m−1,n+1
2−−−−−−→Hm+1

Zar (X,HnX(Z/pr(n)))
em+1,n

−−−−→ Hm+n+1
ét (X,Z/pr(n))→ · · ·

(11)

Finally, we observe that there is a natural product structure:

HmX(Z/pr(n)) ⊗HqX(Z/pr(s))
∪
−→ Hm+q

X (Z/pr(n+ s)) (12)

obtained as the Zariski sheafification of the cup-product map on logarithmic Hodge-Witt coho-
mology (4) (recall that these sheaves vanish unless m = n, n+1 and q = s, s+1). There is then
an induced cup product map on the higher unramified cohomology groups:

Hi
Zar(X,H

m
X(Z/pr(n))) ⊗Hj

Zar(X,H
q
X(Z/pr(s)))

∪
−→ Hi+j

Zar(X,H
m+q
X (Z/pr(n+ s)))

6



There is a certain compatibility of the cup product on higher unramified cohomology when
m = n with the cup product for logarithmic Hodge-Witt cohomology via the edge maps; i.e.,
there is a commutative diagram:

Hi
Zar(X,H

n
X(Z/pr(n)))⊗Hj

Zar(X,H
s
X(Z/pr(s))) Hi+j

Zar(X,H
n+s
X (Z/pr(n+ s)))

Hi+n
ét (X,Z/pr(n))⊗Hj+s

ét (X,Z/pr(s)) Hi+j+n+s
ét (X,Z/pr(n+ s))

∪

ei,n⊗ej,s ei+j,n+s

∪

(13)

where the e∗,∗ maps in the vertical arrows are the edge maps. The commutativity of (13)
follows from the fact that the Bloch-Ogus spectral sequence has cup products (as in the proof
of Proposition 1.1; see also [39] Cor. 8.7).

1.4 Gersten resolution and consequences

Now, let X(i) denote the irreducible closed subsets of X of codimension i and for x ∈ X(i), let
k(x) be the residue field and ix : Spec k(x) →֒ X be the corresponding inclusion. Gros and Suwa
showed (using Gabber’s effacement theorem) that there is an acyclic resolution of HnX(Z/pr(n))
([20] Cor. 1.6) known as the Gersten resolution:

0→ HnX(Z/pr(n))→
⊕

x∈X(0)

ix∗(WrΩ
m
log(k(x)))

∂0

−→ · · ·
∂n−1

−−−→
⊕

x∈X(n)

ix∗(Z/p
r)→ 0 (14)

whereWrΩ
m
log(−) is the module of logarithmic Hodge-Witt differentials and the boundary maps

⊕

x∈X(i)

ix∗(WrΩ
m−i
log (k(x)))

∂i

−→
⊕

x∈X(i+1)

ix∗(WrΩ
m−i−1
log (k(x)))

are the sums of residue maps over x ∈ X(i), as explained in the proof of Lem. 4.11 of op. cit.
Since (14) is an acyclic resolution, the Zariski cohomology of HnX(Z/pr(n)) is given by:

Hq
Zar(X,H

n
X(Z/pr(n))) = RqΓ((14)) (15)

where Γ : Sh(XZar)→ Ab denotes the global sections functor. Explicitly,Hq
Zar(X,H

n
X(Z/pr(n)))

is the qth cohomology of the complex of Abelian groups:

C∗
X(n) :

⊕

x∈X(0)

WrΩ
m
log(k(x))

∂0

−→
⊕

x∈X(1)

WrΩ
m−1
log (k(x))

∂1

−→ . . .
∂n−1

−−−→
⊕

x∈X(n)

Z/pr (16)

A few observations are immediate from (16). First, we have the vanishing

Hq
Zar(X,H

n
X(Z/pr(n))) = 0 (17)

for q > n (this is given as Cor. 1.9 of op. cit.). Moreover, there is the so-called Bloch-Quillen
formula

ψn : CHn(X)/pr ∼= Hn
Zar(X,H

n
X(Z/pr(n))) (18)
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which is Th. 4.13 of op. cit. Using (18), we define the composition with the edge map in the
Bloch-Ogus spectral sequence:

cn : CHn(X)/pr
ψn

−−→ Hn
Zar(X,H

n
X(Z/pr(n)))

en,n

−−−→ H2n
ét (X,Z/p

r(n)) (19)

The claim is that cn is the cycle class map in [19] p. 50-51. Indeed, from the proof of [20]
Cor. 1.6, for any irreducible closed subset x of codimension n on X one uses the purity theorem
([19] p. 46) to identify the corresponding Z/pr summand in (16) with the relative logarithmic
Hodge-Witt cohomology group Hn

x (X,Z/p
r(n)) (note the difference in notation); the map en,n

is that given by the Gysin map, which is precisely how the cycle class map is defined in op. cit.
So, in particular, we have compatibility with products:

cm+n(α · β) = cm(α) ∪ cn(β) ∈ H
2(m+n)
ét (X,Z/pr(m+ n)) (20)

where α and β are as in the previous paragraph. Additionally, we observe that (18) defines an
action of CH∗(X) on the higher unramified cohomology groups:

Hi
Zar(X,H

q
X(Z/pr(n))⊗CHm(X)

·
−→ Hi+m

Zar (X,H
q+m
X (Z/pr(n+m)), α · β := α ∪ψm(β) (21)

Finally, we note that when i = q = n, the action defined by (21) coincides with the usual
intersection product for Chow groups (using the identification (18)). Indeed, one can use a
moving lemma (for instance, [6] Lem. 1.1) to move β so that its support intersects that of α
properly, and then it is easy to see this coincidence.

As in [36] (3.4) and (3.5), one can use the Gersten resolution to define push-forward and
pull-back operations. Indeed, for f : X → Y a proper morphism of relative dimension d, there
is an induced map of complexes:

f∗ : C∗
X(n)→ C∗

Y (n− d) (22)

obtained in the following way. For x ∈ X(i), define a map

νr(n− i)(k(x))→ νr(n− i)(k(f(x))) (23)

to be the trace map when [k(x) : k(f(x))] < ∞ and 0 otherwise. The trace map for field
extensions is described in the case of a finite separable extension in the discussion preceding
[15] Lemma 9.5.4; moreover, an explicit computation of the trace map for a purely inseparable
extension is given on pp. 621-623 of [38]. Taking the sum over x ∈ X(i) then gives (22). In the
case that i = n, (23) is precisely the map Z/pr → Z/pr given by multiplication by [k(x) : k(f(x))]
(when it is finite and by 0 else). Comparing this with the construction of push-forward on Chow
groups [12] Ch. 1, we observe that applying Hn

Zar to (22) induces the usual push-forward map
on CHn(−)/pr, using the identification (18).

When f : X → Y is a flat morphism, there is an induced map of complexes:

f∗ : C∗
Y (n)→ C∗

X(n) (24)

obtained in the following way. For y ∈ Y (i) and x be an irreducible component of f−1(y), define
the corresponding map

νr(n− i)(k(y))→ νr(n− i)(k(x))

8



to be the restriction map on differential forms. Taking the sum over y ∈ Y (i) then gives (24). In
the case that i = n, (23) is precisely the identity map Z/pr → Z/pr. As with push-forward, we
compare this with the construction of flat pull-back on Chow groups [12] Ch. 1 and observe that
applying Hn

Zar to (24) induces the usual pull-back map on CHn(−)/pr, using the identification
(18).

The operations of flat pull-back and proper push-forward and the action of the Chow group
allow one to define the action of correspondences on the higher unramified cohomology groups
in the familiar way. With the above definitions of pull-back, pushforward and ·, for any Γ ∈
Corq(X,Y ) we define a corresponding map

Γ∗ : Hp
Zar(X,H

m
X(Z/ℓr(n)))→ Hp+q

Zar (X,H
m+q
X (Z/ℓr(n+ q))), Γ∗(α) = πY ∗(π

∗
Xα · ψ

n(Γ))

where πX : X × Y → X and πY : X × Y → Y are the projections. By the compatibilities
mentioned above, we have (Γ′ ◦ Γ)∗ = Γ′

∗ ◦ Γ∗. We would like to check that the action of
correspondences defined here is compatible (via the edge map) with action of correspondences
on logarithmic Hodge-Witt cohomology:

Lemma 1.4. Suppose X and Y be smooth projective schemes over k and that Y has dimension
dY . Also, let Γ ∈ Corq(X,Y )/pr. Then, the diagram below commutes:

Hm
Zar(X,H

n
X(Z/pr(n)))) Hm+q

Zar (Y,Hn+qY (Z/pr(n+ q))))

Hm+n
ét

(X,Z/pr(n))) Hm+n+2q
ét

(Y,Z/pr(n+ q)))

em,n

Γ∗

em+q,n+q

cq+dY (Γ)∗

for m = n− 1, n.

Proof. By the definition of Γ∗, it will suffice to verify that e∗,∗ commutes with proper push-
forward, flat pull-back and products. That the edge map commutes with products was already
noted in (13). The commutativity of the edge map with push-forward and pull-back is ad-
dressed in [5] Lemma 3.2 for étale cohomology with Z/ℓ coefficients (when ℓ is different from the
characteristic); the commutativity is a formal consequence of functoriality/duality properties
(enumerated in [4]) for this cohomology theory. The analogous functoriality/duality properties
for logarithmic Hodge-Witt cohomology are established by Gros in [19].

1.5 A Bockstein exact sequence

Let CHn(−, q) denote Bloch’s higher Chow groups [6]. For X a smooth quasi-projective scheme
over k, we let CHnX(q) denote the corresponding Zariski sheafification of the presheaf of Abelian
groups over X defined by U 7→ CHn(U, q). We note that there is a Gersten resolution by op.
cit. §10:

0→ CHnX(q)→
⊕

x∈X(0)

ix∗(CH
n(k(x), q))

∂0

−→ · · ·
∂n−1

−−−→
⊕

x∈X(n)

ix∗(CH
0(k(x), q − n))→ 0 (25)

In particular, it follows that CHnX(q) = 0 for n > q using the fact that CHn(k(x), q) = 0 for
n > q (for degree reasons). Also, when n = q, the (independent) results of Nesternko-Suslin [33]
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and Totaro [40] then show that there is a natural isomorphism KM
n (−) ∼= CHn(−, n), where

KM
n denotes the nth Milnor K-theory [31]. For ease of notation, we let CHn,nX := CHnX(n).

When k is of characteristic p > 0, Geisser and Levine establish the short exact sequence of
Zariski sheaves below (see [14] proof of Theorem 8.5):

0→ CHn,nX
×pr

−−→ CHn,nX → α∗νr(n) = H
n
X(Z/pr(n))→ 0 (26)

Proposition 1.5. Let X be a smooth quasi-projective scheme over k. Then, there exists a
natural short exact sequence:

0→ Hn−1
Zar (X, CH

n,n
X )/pr → Hn−1

Zar (X,H
n
X(Z/pr(n)))

δnX−−→ CHn(X)[pr]→ 0 (27)

for which δnX commutes with flat pull-back and proper push-forward and is compatible with the
action of the Chow group.

Proof. By applying H∗
Zar(X,−) to (26) and truncating, one obtains the short exact sequence:

0→ Hn−1
Zar (X, CH

n,n
X )/pr → Hn−1

Zar (X,H
n
X(Z/pr(n)))

δnX−−→ Hn
Zar(X, CH

n,n
X )[pr]→ 0

The identification CHn(X) ∼= Hn
Zar(X, CH

n,n
X ) follows from the corollary on p. 300 of [6]. The

functoriality statements then follow from the corresponding statements for (26) or rather for
the map

CHn,nX → α∗νr(n) (28)

in (26). By the Gersten resolution, we immediately reduce to the case of a field F of characteristic
p > 0; i.e., we would like to show that the map

CHn(F, n)
∼=
←− KM

n (F )
dlogn
−−−→WrΩ

n
log(F ) (29)

defining (28) is compatible with restriction maps, is multiplicative and carries the norm on the
left to the trace on the right. To establish this, we first describe the map (29). For x1, . . . xn ∈ k

×

we denote the corresponding symbol by

{x1, . . . xn} ∈ K
m
n (F )

The log-symbol map which we denote by dlogn is defined by {x1, . . . xn} 7→
dx1

x1
∧ . . .∧ dxn

xn
when

r = 1 (and there is the analogous definition involving Teichmüller lifts of the xi when r > 1).
There are versions of the isomorphism in (29) that depend on whether one uses the simplicial
[33] or the cubical [40] definition of Bloch’s cycle complex. We will use the cubical version,
which is defined as

{x1, . . . xn} 7→ (
x1

x1 − 1
, . . . ,

xn
xn − 1

) (30)

where the right hand side is viewed as the class in CHn(F, n) of an n-tuple of (P1 \ 1)nF . That
(30) and dlogn are multiplicative and compatible with restriction is evident from the definition.
That dlogn has the desired property with respect to norm and trace maps was established by
Kato in [25] §3.3 Lemma 13. Finally, that (30) is compatible with norm follows easily from
Totaro’s definition of the inverse of (30) in [40] p. 183. Indeed, this definition involves the
norm map in K-theory and using the functoriality property mentioned in [2] p. 385, the desired
compatibility follows.
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Corollary 1.6. For X a smooth projective scheme over a perfect field k of characteristic p >

0, the boundary map Hn−1
Zar (X,H

n
X(Z/pr(n)))

δnX−−→ CHn(X)[pr] commutes with the action of
correspondences.

Remark 1.7. The well-known Bloch-Gabber-Kato Theorem [3] shows that the log-symbol is in
fact an isomorphism after modding out by pr. However, we have chosen to state the above result
using Bloch’s higher Chow groups because of the Gersten resolution, which is harder to establish
for Milnor K-theory (although Kerz has shown that this holds over infinite fields; see [26]).

2 Rost nilpotence principle

2.1 Main result

Notation 2.1. For E/k a field extension, consider the extension-of-scalars map:

CHi(X)→ CHi(XE)

For any α ∈ CHi(X), we will denote by αE its image under this map.

Conjecture 2.2 (Rost nilpotence principle). Let X be a smooth projective scheme over a field
k and γ ∈ Cor0(X,X). If γF = 0 for some field extension F/k, then γ◦N = 0 for N ≫ 0.

To prove this conjecture in the case of surfaces, we begin with a straightforward observation.
Since the proof is standard, we only sketch it.

Lemma 2.3. Let k be perfect, F/k a field extension, X a smooth projective scheme over k and
α ∈ CHi(X). If αF = 0, then α is torsion and αk = 0.

Proof. To prove that α is torsion, we can take F to be a finitely generated over k. Then,
by [21] Theorem I.4.8A, F is separably generated; i.e., there is some finitely generated purely
transcendental extension K/k for which F/K is finite and separable. By a standard transfer
argument (see, for instance, [12] Ex. 1.7.4), we reduce to the case thatK is purely transcendental
over k. As noted by one of the referees, a reference for the well-known fact that Chow groups are
preserved under purely transcendental extensions can be found in [13] Proposition 2.1.8. Hence,
α is torsion. To prove that αk = 0, let F/k be a field extension and F the algebraic closure of
F . Then, consider the commutative diagram below:

CHi(X)tors CHi(XF )

CHi(X)tors CHi(XF )

By Theorem 3.11 of [28], the bottom horizontal arrow is injective. Thus, the kernel of the left
vertical arrow contains the kernel of the top horizontal arrow. So, if αF = 0, then αk = 0, as
desired.
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Lemma 2.3 implies that if γ ∈ Cor0(X,X) satisfies the hypothesis of the Rost nilpotence
principle, we can assume without loss of generality that F = k and that γ is torsion. Since

CHd(X ×X)tors =
⊕

ℓ prime

CHd(X ×X)[ℓ∞]

we can write CHd(X ×X)tors = CHd(X×X)′⊕CHd(X ×X)[p∞]. Thus, we will focus on the
case that γ is a p-primary torsion cycle, since the case of prime-to-p torsion cycles have already
been handled in [34].

Theorem 2.4. Let X be a smooth projective scheme of dimension d over a perfect field k of
characteristic p > 0 and γ ∈ CHd(X ×X)[p∞]. Suppose that γk = 0 and that

Hd−3
Zar (X ×X,H

d+1
X×X(Z/pr(d))) = 0 (31)

Then, γn = 0 ∈ Cor0(X,X) for n≫ 0.

Proof. For convenience set Y = X ×X and let γ̃ ∈ Hd−1
Zar (Y,H

d
Y (Z/p

r(d))) be a lift of γ via the
boundary map:

δdY : Hd−1
Zar (Y,H

d
Y (Z/p

r(d))) CHd(Y )[pr]

Then, consider the correspondence βN = γ◦N × ∆Y ∈ Cor0(Y, Y ). We note that βN∗(γ) =
γ ◦ γ◦N = γ◦N+1 using [32] Lem. 2.1.3. Now, it follows from Corollary 1.6 that

δdY (βN∗(γ̃)) = βN∗(δ
d
Y (γ̃)) = γ◦N+1 ∈ CHd(Y )[pr]

To show that this is 0, it suffices to show that

βN∗ : Hd−1
Zar (Y,H

d
Y (Z/p

r(d)))→ Hd−1
Zar (Y,H

d
Y (Z/p

r(d))) (32)

vanishes for N ≫ 0. Indeed, note that

cd(γ)◦N = cd(γ◦N ) = 0 ∈ H2d
ét (Y,Z/p

r(d)) (33)

for N ≥ 2d+ 1 by Corollary 1.2, from which we deduce that

βN∗ : H∗
ét(Y,Z/p

r(d))→ H∗
ét(Y,Z/p

r(d)) (34)

vanishes for N ≫ 0. To prove the result, note that by the long exact sequence (11), there is a
short exact sequence:

Hd−3
Zar (Y,H

d+1
Y (Z/pr(d)))→ Hd−1

Zar (Y,H
d
Y (Z/p

r(d)))
ed−1,d

−−−−→ H2d−1
ét (Y,Z/pr(d)) (35)

Since ed−1,d commutes with correspondences by Lemma 1.4, βN acts on (35). Since the first
term in (35) vanishes by assumption, it follows from (34) that (32) vanishes for N ≫ 0, as
desired.

In the case that d = 2, we obtain the following consequence.

Corollary 2.5. The Rost nilpotence principle holds for a smooth projective surface S over a
perfect field.
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Proof. As mentioned previously, we reduce to the case that γk = 0 and that γ is torsion. The
case that γ is prime-to-p torsion case was already proved in [34]. Indeed, Theorem 1.1 of op. cit.
shows that γ◦n = 0 ∈ CH2

L(S×S) for n≫ 0, where CH∗
L denotes the Lichtenbaum Chow group

(see op. cit. for a review of this notion). Since the natural map CH2(S × S) → CH2
L(S × S)

is injective by [24] Prop. 2.9, it follows that γ◦n = 0. When γ is a p-primary torsion cycle, it
follows immediately from Theorem 2.4 that γ◦n = 0 since (31) vanishes trivially in the case that
d = 2.

2.2 Decompositions of the diagonal

Definition 2.6. Given a scheme X over a field k, we say that the Chow group of X is universally
supported in dimension ≤ i if there exists a Zariski closed subset V ⊂ X, all of whose irreducible
components are of dimension ≤ i, for which the push-forward

CH0(VF )→ CH0(XF )

is surjective for all field extensions F/k.

The Bloch-Srinivas decomposition method (as in the proof of [7] Prop. 1) gives the following
result directly:

Lemma 2.7. Suppose that X is a smooth projective scheme of dimension d over a field k whose
Chow group is universally supported in dimension ≤ i. Then, there exists a divisor D ⊂ X and
a closed subset V ⊂ X (as in the above definition) such that for every γ ∈ CHd(X ×X)

γ = γ1 + γ2 ∈ CH
d(X ×X) (36)

for some γ1 is supported on D ×X and γ2 is supported on X × V . Moreover, if for some field
extension F/k we have

γF = 0 ∈ CHd(XF ×XF )

then one can take γi to be such that γi,F = 0 for i = 1, 2.

Proof. Only the second statement requires justification, given op. cit. For this, we observe by
[32] Lem. 2.1.3 that

γ = (∆X × γ)∗(∆X) ∈ CHd(X ×X)

Then, ∆X decomposes as ∆1+∆2 as in (36) so that we can take γi = (∆X ×γ)∗(∆i), for which
we have γi,F = 0.

In the lemma below, we will need to assume the following:

Assumption (Resolution of singularities in dimension ≤ d). Let X be a projective scheme over
a perfect field k, all of whose irreducible components are of dimension ≤ d. Then, there exists
a smooth projective scheme X̃ over k and a surjective morphism φ : X̃ → X that is birational
over each irreducible component of X (and is an isomorphism over the non-singular locus of
each component).
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Of course, this assumption holds for all d when k is a field of characteristic zero by Hironaka’s
well-known theorem [22]. In positive characteristic, it is known to hold when d ≤ 3 by the main
result of [11] (building on classical work of Zariski, Abhyankar and others). We are now able to
state the following lemma that allows one to (partially) bootstrap the Rost nilpotence principle
to higher dimension.

Lemma 2.8. Assume that the following hold:

(a) the Rost nilpotence principle for irreducible smooth projective schemes of dimension ≤
d− 1;

(b) resolution of singularities in dimension ≤ d− 1.

Let X be a smooth projective scheme of dimension d whose Chow group is universally supported
in dimension ≤ d− 1. Then, X satisfies the Rost nilpotence principle.

Proof. Suppose that γ ∈ Cor0(X,X) is a correspondence for which γF = 0. By Lemma 2.7,
there is a decomposition (36) for which γi,F = 0. Since a sum of nilpotent correspondences
is again nilpotent, we reduce to showing that each γi is nilpotent. By the symmetry of the
problem, it suffices to prove the nilpotency of γ2; i.e., we may assume that γ lies in the image
of the pushforward:

CHd−1(X × V )→ CHd(X ×X)

where V ⊂ X is a closed subset whose irreducible components all have dimension ≤ d−1. Now,
because of the resolution of singularities assumption, there exists a smooth projective scheme
Ṽ over k and a morphism Ṽ → V for which the conclusion of Lemma A.2 holds. In particular,
letting φ : Ṽ → V →֒ X be the composition, we can write

γ = (∆X × φ)∗(α) = Γφ ◦ α ∈ CH
d(X ×X)

for α ∈ CHd−1(X × Ṽ ), again using [32] Lemma 2.1.3. Now, we consider

β = α ◦ Γφ ∈ Cor
0(Ṽ , Ṽ )

Then, we have β◦2 = α ◦ γ ◦ Γφ. Since γF = 0, it follows that β◦2
F = 0. By Lemma A.1 (and

assumption (a)), the Rost nilpotence principle holds for Ṽ . We deduce that β◦2 is nilpotent
and, hence, so is β. Since for n ≥ 0 we have

γ◦n+1 = Γφ ◦ β
◦n ◦ α

it follows that γ is also nilpotent, as desired.

Remark 2.9. The proof of the above lemma may easily be modified to an induction argument
for the Rost nilpotence principle in general, provided that one is able to prove that for F/k a
field extension and

γ ∈ Ker {Cor0(X,X)→ Cor0(XF ×XF )}

some power of γ admits a decomposition such as (36).

We obtain the following as an immediate consequence of Lemma 2.8, Corollary 2.5 and the fact
that resolution of singularities is known in dimension ≤ 2 (by the main results of [1], [29]):
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Corollary 2.10. Suppose that X is a smooth projective scheme of dimension ≤ 3 over a perfect
field k whose Chow group is universally supported in dimension ≤ 2. Then, X satisfies the Rost
nilpotence principle.

Recall that a smooth projective scheme X of dimension d over a field k is said to be birationally
ruled if it is irreducible and is k-birational to Y × P

1, where Y is a smooth projective scheme
of dimension d − 1. Rosenschon and Sawant in [34] prove the Rost nilpotence principle for
birationally ruled threefolds in characteristic 0. Their proof does not generalize so easily to
positive characteristic, since it invokes a non-trivial result in birational geometry known as the
Weak Factorization Theorem. As an application of Corollary 2.10, we can prove the following
generalization of their result:

Corollary 2.11. Suppose that X is a birationally ruled threefold over a perfect field. Then, X
satisfies the Rost nilpotence principle.

Proof. By the localization sequence [12] §1.8, it suffices to prove that there exists a Zariski open
subset U ⊂ X for which CH0(UF ) = 0 for all field extensions F/k. By assumption, there exists
a some smooth projective surface S and a rational map (defined over k) φ : X 99K S × P

1

which is an isomorphism U
φ
−→
∼=

V for some open subsets U ⊂ X and V ⊂ S × P
1. Now, by the

projective bundle formula, the Chow group of S×P
1 is universally supported in dimension ≤ 2.

So, by shrinking V if necessary, we deduce from the localization sequence that CH0(VF ) = 0
for all field extensions F/k. It follows that CH0(UF ) = 0, as desired.

Appendix A Two ancillary lemmas

Here we state and prove two routine lemmas used in the previous section. The first concerns the
Rost nilpotence principle in the case of a smooth projective scheme that is not equi-dimensional.

Lemma A.1. Suppose that the Rost nilpotence principle holds for all integral smooth projective
schemes of dimension ≤ d over a field k. Then, it also holds for smooth projective schemes over
k whose irreducible components are all of dimension ≤ d.

Proof. Let X be a smooth projective scheme over k whose irreducible components are all of
dimension ≤ d. We induct on the number of irreducible components n of X . The base case that
n = 1 is true by assumption. So, by way of induction, we assume that Rost nilpotence holds for
all smooth projective schemes over k with n− 1 irreducible components (all of dimension ≤ d).
If X has exactly n irreducible components, write X = X0

∐
X1, where X0 has n− 1 irreducible

components and X1 is irreducible. Then, we have

Cor0(X,X) = Cor0(X0, X0)⊕ Cor
0(X1, X0)⊕ Cor

0(X0, X1)⊕ Cor
0(X1, X1)

Suppose that γ ∈ Cor0(X,X) is such that γF = 0 for some field extension F/k. Then, writing

γ = γ00 + γ10 + γ01 + γ11

where γij ∈ Cor
0(Xi, Xj), we have γij,F = 0. The inductive hypothesis then implies that

γ◦nii = 0 ∈ Cor0(Xi, Xi) (37)
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Moreover, by definition of ◦, we have γkl ◦ γij = 0 unless j = k. Thus, we have

γ◦2 =
∑

i,j,k

γjk ◦ γij (38)

where each of the indices i, j, k is either 0 or 1. Since there are only two possible indices, we
must have either i = j or j = k or i = k in all of the summands above. In the case that i = j,
the summand γik ◦ γii above is nilpotent; indeed, γii is nilpotent by (37), which means that
γik ◦γii is also (the set of nilpotent elements forms a two-sided ideal). The same is true if j = k.
On the other hand, if we have i = k, then the summand γji ◦γij vanishes upon extending scalars
to F , since each of γij and γji does. This means that

γji ◦ γij ∈ Cor
0(Xi, Xi)

is nilpotent by the inductive hypothesis. So, all the summands on the right hand side (38) are
nilpotent, which means that so is γ◦2.

There is also the following Chow-theoretic consequence of the resolution of singularities assump-
tion. The proof is a standard inductive argument involving the localization sequence, and its
proof has been left to the reader (in fact, as one of the referees mentioned, this type of argument
is given in [42] Theorem 9.27).

Lemma A.2. Suppose that k is a perfect field for which resolution of singularities in dimension
≤ d holds. Let V be a projective scheme over k all of whose irreducible components have
dimension ≤ d. Then, there exists some smooth projective scheme V ′ over k all of whose
irreducible components have dimension ≤ d and a morphism φ : V ′ → V for which the push-
forward

(idX × φ)∗ : CH∗(X × V
′)→ CH∗(X × V )

is surjective for all schemes X over k.
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[20] M. Gros, N. Suwa. La conjecture de Gersten pour les faisceaux de Hodge-Witt logarith-
miques, Duke Math. J. 57 (2) (1988), 615-628.

[21] R. Hartshorne. Algebraic Geometry, Graduate Texts in Math., Springer (1977).

[22] H. Hironaka. Resolution of singularities of an algebraic variety over a field of characteristic
zero, Ann. Math. 79 (1964), 109-326.

[23] L. Illusie. Complexe de de Rham-Witt et cohomologie cristalline, Ann. Sci. l’ÉNS 12 (1979),
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[28] F. Lecomte. Rigidité des groupes de Chow, Duke Math. J. 53 (1986), 405-426.

[29] J. Lipman. Desingularization of 2-dimensional schemes, Ann. Math. 107 (1978), 115-207.

[30] J. Milne. Étale cohomology, Princeton University Press (1980).

[31] J. Milnor. Algebraic K-theory and quadratic forms, Invent. Math. 9 (1970), 318-344.

[32] J. Murre, J. Nagel, C. Peters. Lectures on the theory of pure motives, University Lecture
Series 61, American Mathematical Society, Providence, RI (2013).

[33] Y.Nesterenko, A.Suslin. Homology of the full linear group over a local ring, and Milnors
K-theory, Izv. Akad. Nauk SSSR Ser. Mat. 53 (1) (1989), 121-146.

[34] A. Rosenschon, A. Sawant. Rost nilpotence and étale motivic cohomology, Adv. Math. 330
(2018), 420-432.

[35] A. Rosenschon, V. Srinivas. Étale motivic cohomology and algebraic cycles, J. Inst. Math.
Jussieu 15 (3) (2016), 511-537.

[36] M. Rost. Chow groups with coefficients, Doc. Math. 1 (1996), 316-393.

[37] M. Rost. The motive of a Pfister form, preprint, (1998).

[38] A. Shiho. On Logarithmic Hodge-Witt Cohomology of Regular Schemes, J. Math. Sci. Univ.
Tokyo 14 (2007), 567-635.

[39] R. Swan. Cup products in sheaf cohomology, pure injectives, and a substitute for projective
resolutions, J. Pure Appl. Alg. 144 (1999) 169-211.

[40] B. Totaro. Milnor K-theory is the simplest part of algebraic K-theory, K-theory 6 (1992),
177-189.

[41] V. Voevodsky. Motivic cohomology with Z/2-coefficients, Publ. Math. IHÉS 98 (2003), 59-
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