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We study the numerical approximation of linear-quadratic optimal con-
trol problems subject to the fractional Laplace equation with its spectral
definition. We compute an approximation of the state equation using a dis-
cretization of the Balakrishnan formula that is based on a finite element
discretization in space and a sinc quadrature approximation of the addition-
ally involved integral. A tailored approach for the numerical solution of the
resulting linear systems is proposed.

Concerning the discretization of the optimal control problem we consider
two schemes. The first one is the variational approach, where the control set
is not discretized, and the second one is the fully discrete scheme where the
control is discretized by piecewise constant functions. We derive finite ele-
ment error estimates for both methods and illustrate our results by numerical
experiments.
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1 Introduction

Let Ω ⊂ R
n (n ∈ {2, 3}) be a bounded and convex domain with boundary Γ := ∂Ω and

s ∈ (0, 1). For ud : Ω → R we define the objective functional

J(u, z) :=
1

2
‖u− ud‖2L2(Ω) +

µ

2
‖z‖2L2(Ω), (1.1)

where µ > 0 denotes a regularization parameter. In this work we consider the optimal
control problem of finding

argmin
z

J(u, z), (1.2)

subject to the fractional state equation

(−∆)s u = z in Ω, u = 0 on Γ, (1.3)

and the control constraints

a ≤ z(x) ≤ b a.e. in Ω, (1.4)

with constants a, b ∈ R satisfying a ≤ 0 ≤ b. Here, we understand the operator (−∆)s

in the sense of its spectral definition, compare e.g. [8, 10, 21].
The main difficulty in studying this problem is the nonlocality of the fractional Laplace

operator [8]. One way to overcome this issue is based on the Cafarelli–Silvestre exten-
sion [9] on unbounded domains and its extension to bounded domains [8, 10, 26]. In this
approach, an auxiliary problem in an extended domain C := Ω×(0,∞) is introduced and
the solution of the state equation (1.3) is then given as the Dirichlet trace on Ω×{0} of
the solution to the extended problem. Exponential decay of the solution in the artificial
dimension allows construction of different numerical methods, see e.g. [6, 19, 21]. In
these publications, the problem is discretized by introducing a tensor product mesh of
the domain CY = Ω× (0, Y ), which is constructed by a conformal triangulation of Ω and
a graded mesh in the artificial direction, see e.g. [21, Section 5.1]. A convergence rate of
h1+s (up to some logarithmic term) in the L2(Ω)-norm can be obtained [1, 22], provided
that z ∈ H

1−s(Ω), where h denotes the global mesh parameter. However, numerical ex-
periments show that this convergence rate is not optimal in a specific range of fractional
powers s. The cost of solving the problem is related to the number of elements in CY ,
and not only to the number of elements in Ω, resulting in an increased computational
complexity. This issue is first overcome in [19] by exploiting p-finite elements in the
extended direction.

An alternative approach for solving (1.3) uses the Balakrishnan representation formula
[28, IX. 11.], namely for s ∈ (0, 1) and z ∈ H

−s(Ω)

(−∆)−sz =
sin (sπ)

π

∫ ∞

0
ν−s(νI −∆)−1zdν. (1.5)

Numerical approximation of (1.5) is then based on a suitable quadrature formula for
(1.5) with respect to ν and a discretization of the operator νI − ∆ using the finite
element method, see [6].
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While the numerical analysis of the optimal control problem (1.2)–(1.4) using an
equivalent formulation with the Cafarelli–Silvestre extension is well established [1], the
numerical analysis using the Balakrishnan formula is still open.

In this article we propose and analyze two discrete schemes for the approximation of
the solution to the optimal control problem (1.2)–(1.4) using the Balakrishnan represen-
tation of the solution u of the state equation (1.3). Both schemes rely on a finite element
discretization of the operator νI −∆ in (1.5) and a sinc quadrature approximation [7]
of the integral in (1.5). The first method is the variational discretization approach [16],
where the set of controls is not discretized a priori. However, it inherits its approxima-
tion properties from the approximation of the adjoint state. The second one uses a fully
discrete setting, where the set of controls is discretized by piecewise constant functions
[3, 11, 23]. We derive L2(Ω)-error estimates for the state and control for both types of
the FE discretization of the optimal control problem.

Regarding the variational approach for the discretization of the optimal control prob-
lem (1.2)–(1.4) we show an optimal convergence rate of hmin (2,3/2+2s−ε) for the control
and the state in the L2(Ω)-norm, whereas using the extension approach [1] yields a con-
vergence rate of h1+s (up to some logarithmic term). In the case of the fully discrete
scheme we show the expected linear convergence for the control in the L2(Ω)-norm and
for the state in the H

s(Ω)-norm. Numerically we also consider the post-processing ap-
proach [20] for the optimal control and measure again the same rate of hmin (2,3/2+2s−ε)

for the post-processed optimal control. Similar results are shown for the extension ap-
proach in [1]. While the convergence rate for the optimal control is optimal, as confirmed
by numerical experiments, there is still a gap between the theoretical and practical rates
for the state, which will be addressed in future work.

The outline of this paper is as follows. In Section 2 we review existence and uniqueness
results for the fractional optimal control problem based on [1] as well as regularity
properties of the optimal control problem. The numerical analysis of the mentioned
discretization methods is conducted in Section 3, starting with the derivation of the
error estimates for the discretization of the state equation (1.3) using the Balakrishnan
formula. In Section 3.2 we study the convergence properties of the optimal control and
state using the semidiscrete approach, while Section 3.3 is devoted to the numerical
analysis of the fully discrete scheme. In Section 4 we introduce a solver for the finite
element approximation of the problem. Numerical results validating the theoretical
convergence results for the proposed discretization techniques are presented in Section 5.

2 Existence and regularity of optimal controls

In this section we review existence and uniqueness as well as the regularity results for the
optimal control problem (1.2)–(1.4) based on [1, Sec. 3]. We start this section with a brief
introduction of the spectral definition of the fractional operator (−∆)s following [8, 10].

The eigenfunctions {ϕk}k∈N with eigenvalues {λk}k∈N of the Laplace operator, i.e.,

−∆ϕk = λkϕk in Ω, ϕk = 0 on Γ, k ∈ N
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form an orthonormal basis of L2(Ω). The spectral fractional Laplace operator for
w ∈ C∞

0 (Ω) is then defined as

(−∆)sw :=
∞
∑

k=1

λs
kwkϕk, wk :=

∫

Ω
wϕkdx, k ∈ N.

This definition can be extended by density to the space H
s(Ω) [1, 21] defined as

H
s(Ω) :=

{

w =

∞
∑

k=1

wkϕk :

∞
∑

k=1

λs
kw

2
k < ∞

}

=











Hs(Ω) ≡ Hs
0(Ω) if s ∈ (0, 12),

H
1/2
00 (Ω) if s = 1

2 ,

Hs
0(Ω) if s ∈ (12 , 1).

(2.1)

The characterization of the fractional Sobolev spaces on the right hand side in (2.1)
can be found, e.g., in [18]. For s ∈ [1, 2] we set H

s(Ω) := Hs(Ω) ∩ H1
0 (Ω), whereas

H
0(Ω) := L2(Ω). The dual space of H

s(Ω) we denote by H
−s(Ω). We stress that

this definition of (−∆)s inherently assumes homogeneous Dirchlet boundary data (in a
suitable sense). For a generalization to inhomogeneous Dirichlet boundary data we refer
to [2] and the references therein.

Let ud ∈ L2(Ω) and a, b ∈ R with a ≤ 0 ≤ b be given. We define the set of admissible
controls Zad by

Zad :=
{

w ∈ L2(Ω) : a ≤ w(x) ≤ b a.e. in Ω
}

.

Let S : H−s(Ω) → H
s(Ω) denote the control to state operator defined as Sz := u, where

u ∈ H
s(Ω) is the unique solution of the state equation (1.3). It holds, that for any

z ∈ H
−s(Ω), the boundary value problem (1.3) has a unique solution u ∈ H

s(Ω), see
e.g. [19]. We may also consider the operator S acting on L2(Ω) with range in L2(Ω).
Note also that S is self-adjoint, since the operator (−∆)s is self-adjoint. The adjoint
state p ∈ H

s(Ω) for z ∈ H
−s(Ω) is then given by p = S(Sz − ud). In [1, Section 3.1]

the existence and uniqueness of a solution to the optimal control problem (1.2)–(1.4) is
shown. Let us recall the main result from that reference.

Theorem 1 (existence, uniqueness, and optimality conditions, [1, Section 3.1]). The

fractional optimal control problem (1.2)–(1.4) has a unique optimal solution (ū, z̄) ∈
H

s(Ω)× Zad. These fulfill the necessary and sufficient optimality conditions

ū = Sz̄ ∈ H
s(Ω), (2.2)

p̄ = S(ū− ud) ∈ H
s(Ω), (2.3)

z̄ ∈ Zad, (µz̄ + p̄, z − z̄)L2(Ω) ≥ 0 for all z ∈ Zad. (2.4)

For µ > 0 and p̄ = S(ū − ud) the variational inequality (2.4) is equivalent to the
projection formula [27]

z̄(x) = proj[a,b]

(

− 1

µ
p̄(x)

)

where proj[a,b](v) := min {b,max {a, v}}. Since we assume that Ω is a convex domain
and that a ≤ 0 ≤ b we can prove the following regularity results for the control.
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Lemma 2 (H1-regularity of the optimal control, [1, Lemma 3.5]). Let z̄ ∈ Zad be the

optimal control and ud ∈ H
1−s(Ω). Then z̄ ∈ H1

0 (Ω).

Proof. The proof is based on bootstrapping. We only comment on the case s ∈ (0, 14).

In this case, an intermediate regularity result is z̄ ∈ H
s(Ω). As z̄ = proj[a,b]

(

− 1
µ p̄
)

this,

in turn, requires a ≤ 0 ≤ b.

Lemma 3. Let z̄ ∈ Zad be the solution of the optimal control problem (1.2)–(1.4) with

ud ∈ H
3/2(Ω). Then z̄ ∈ H

3/2−ε(Ω), where ε is a positive, arbitrary small number.

Proof. The proof follows from the standard bootstraping argument.

3 A priori error estimates

In this section, we analyse two finite element approximations of the fractional optimal
control problem (1.2)–(1.4). First, we investigate the variational approach [16], where
the control set is not discretized, and then move to a fully discrete scheme. Both tech-
niques are based on a finite element discretization of the state equation (1.3) using the
Balakrishnan formula (1.5). In the following subsection, we review the resulting FE
error estimates, based on [6, Sec. 4].

Assumption 4. Throughout this and the following sections we assume that Ω is a

polygonal or polyhedral domain and that ud ∈ H
3/2(Ω), hence the regularity result from

Lemma 3 holds.

3.1 A finite element method for the state equation

Let U(Th) be the space of piecewise linear and globally continuous functions vanishing
on the boundary ∂Ω, defined with respect to a conforming quasi-uniform triangulation
Th of the domain Ω. A FE approximation of problem (1.3) for z ∈ L2(Ω) is given by

uh =
sin (sπ)

π

∫ ∞

0
ν−s(νI −∆h)

−1z dν =
sin (sπ)

π

∫ ∞

−∞

e(1−s)t
(

etI −∆h

)−1
z dt, (3.1)

where ∆h denotes the discrete Laplace operator.

For k > 0 we define the numbers N+ :=

⌈

π2

4sk2

⌉

and N− :=

⌈

π2

4(1−s)k2

⌉

. The sinc

quadrature approximation of uh is then given by

ukh :=
sin (sπ)

π
k

N+
∑

l=−N−

e(1−s)kl(eklI −∆h)
−1z. (3.2)

Practical aspects of the numerical implementation of this method are discussed in
Section 4.

In our problem set-up the following error estimates hold.
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Theorem 5 (finite element approximation,[6, Theorem 4.2]). Given r ∈ [0, 1] with

r ≤ 2s, set γ := max (r + 2α⋆ − 2s, 0) and α⋆ :=
1
2(α+min (1− r, α)) with α ∈ (0, 1]. If

z ∈ H
δ(Ω) for δ ≥ γ, then

‖u− uh‖Hr(Ω) ≤ Ch h
2α⋆ ‖z‖

Hδ(Ω)

where Ch ≤ c log (2/h) if δ = γ and r + 2α⋆ ≥ 2s, and Ch ≤ c otherwise.

Note, that we get a convergence rate of h2−r if we set α = 1 and if z is regular enough.
However, in order to obtain the convergence rates depending on s ∈ (0, 1) and on the
regularity of z, we have to choose α in Theorem 5 appropriately. For r = 0 and r = s
respectively in Theorem 5, we conclude the following error estimates.

Corollary 6. For z ∈ H
δ+ε′(Ω) with ε′ > 0 arbitrary small and δ ≥ −ε′ there holds

‖u− uh‖L2(Ω) ≤ c hmin (2,δ+2s) ‖z‖
Hδ+ε′(Ω) ,

‖u− uh‖Hs(Ω) ≤ c hmin (2−s,δ+s) ‖z‖
Hδ+ε′(Ω) .

(3.3)

The quadrature formula (3.2) possesses the following approximation property.

Theorem 7 (sinc quadrature approximation, [7, Theorem 4.3]). For r ∈ [0, 1] and

z ∈ H
r(Ω) there holds

∥

∥

∥
uh − ukh

∥

∥

∥

Hr(Ω)
≤ c e−π2/(2k) ‖z‖

Hmax(0,r−2s+ǫ)(Ω) ≤ c e−π2/(2k) ‖z‖
Hr(Ω)

Hence, if we choose k appropriately, we can balance the sinc quadrature and the finite
element errors.

Lemma 8. Assume that the number of integration points in the sinc quadrature (3.2)

is balanced with the FE errors (3.3), i.e., k ∈ O(
∣

∣ lnh
∣

∣

−1
). For z ∈ H

δ+ε′(Ω) with ε′ > 0
and δ ≥ −ε′ we obtain

∥

∥

∥
u− ukh

∥

∥

∥

L2(Ω)
≤ c hmin (2,δ+2s) ‖z‖

Hδ+ε′(Ω) ,

∥

∥

∥
u− ukh

∥

∥

∥

Hs(Ω)
≤ c hmin (2−s,δ+s) ‖z‖

Hδ+ε′(Ω) .
(3.4)

Given the regularity results of Lemma 3 for ud ∈ H
3/2(Ω) we conclude the following

error estimates.

Corollary 9. For z ∈ H
3/2−ε(Ω) there holds

∥

∥

∥
u− ukh

∥

∥

∥

L2(Ω)
≤ c hmin (2,3/2+2s−ε′) ‖z‖

H3/2−ε(Ω)

and
∥

∥

∥
u− ukh

∥

∥

∥

Hs(Ω)
≤ c hmin (2−s,3/2+s−ε′) ‖z‖

H3/2−ε(Ω)

with ε′ > 0 and ε > 0 arbitrary small and ε < ε′. Note, that the approximation ukh
converges quadratically in the L2(Ω)-norm, provided that s > 1

4 .

In the following we drop the superscript k and write zh, uh, and ph for the discrete
approximations of z, u and p.
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3.2 Variational discretization

We define the variational discretization of the optimal control problem (1.2)–(1.4) as
finding z̄h ∈ Zad such that

z̄h := argmin
z∈Zad

Jh(z) = argmin
z∈Zad

1

2
‖Shz − ud‖2L2(Ω) +

µ

2
‖z‖2L2(Ω). (3.5)

Similarly, as in the continuous setting, the discrete optimal control problem (3.5) has
a unique solution z̄h ∈ Zad. We denote by ūh := Shz̄h the optimal discrete state and
by p̄h := Sh(Shz̄h − ud) the optimal discrete adjoint state. In this case the variational
inequality reads as

(p̄h + µz̄h, z − z̄h)L2(Ω) ≥ 0 ∀z ∈ Zad, (3.6)

which implies

z̄h = proj[a,b]

(

− 1

µ
p̄h

)

. (3.7)

Here and in the following, we denote by Sh the discrete, self-adjoint solution operator
defined by (3.2).

Lemma 10. The following stability estimates hold

‖Sv‖L2(Ω) ≤ c‖v‖L2(Ω), ‖Shv‖L2(Ω) ≤ c‖v‖L2(Ω), ‖Shv‖Hs(Ω) ≤ c‖v‖L2(Ω). (3.8)

Proof. The first estimate follows from a trivial embedding and the 2s-shift of the frac-
tional Laplace operator.

‖Sv‖L2(Ω) ≤ c‖Sv‖H2s(Ω) ≤ c‖v‖L2(Ω).

To prove the second estimate we introduce the intermediate function Sv to obtain

‖Shv‖L2(Ω) ≤ ‖(Sh − S)v‖L2(Ω) + ‖Sv‖L2(Ω),

and apply the a priori error estimate (3.4) with δ = −ε′ as well as the first estimate in
(3.8). The proof of the third estimate follows the same path, using the stability of the
operator S : L2(Ω) → H

s(Ω).

Theorem 11. Let the pairs (ū(z̄), z̄) and (ūh(z̄h), z̄h) be the solutions to problems (1.2)
and (3.5), respectively. Then the estimates

‖z̄ − z̄h‖L2(Ω) ≤ c hmin(2,3/2+2s−ε′)
(

‖z̄‖
H3/2−ε(Ω) + ‖ud‖H3/2−ε(Ω)

)

, (3.9)

‖ū− ūh‖L2(Ω) ≤ c hmin(2,3/2+2s−ε′)
(

‖z̄‖
H3/2−ε(Ω) + ‖ud‖H3/2−ε(Ω)

)

, (3.10)

‖ū− ūh‖Hs(Ω) ≤ c hmin(2−s,3/2+s−ε′)
(

‖z̄‖
H3/2−ε(Ω) + ‖ud‖H3/2−ε(Ω)

)

(3.11)

hold, provided ε < ε′.
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Proof. We begin by showing the first estimate. The proof is similar to the proof of [1,
Theorem 5.10] based on ideas introduced in [16]. Testing variational inequalities (2.4)
and (3.6) with z̄h ∈ Zad and z̄ ∈ Zad, respectively, and adding both expressions, we
arrive at

µ‖z̄ − z̄h‖2L2(Ω) ≤ (p̄ − p̄h, z̄h − z̄)

≤ ((S − Sh)Sz̄, z̄h − z̄) + (Sh(S − Sh)z̄, z̄h − z̄)

+ ((Sh − S)ud, z̄h − z̄) + (S2
h(z̄ − z̄h), z̄h − z̄). (3.12)

The first two terms can be estimated using the Cauchy–Schwarz inequality, Lemma 10
and the a priori estimate (3.4)

((S − Sh)Sz̄, z̄h − z̄) ≤ c hmin(2,3/2+2s−ε′)‖z̄‖
H3/2−ε(Ω)‖z̄ − z̄h‖L2(Ω), (3.13)

(Sh(S − Sh)z̄, z̄h − z̄) ≤ c hmin(2,3/2+2s−ε′)‖z̄‖
H3/2−ε(Ω)‖z̄ − z̄h‖L2(Ω). (3.14)

The estimate of the third term follows from the Cauchy–Schwarz inequality and the
estimate (3.4)

((Sh − S)ud, z̄h − z̄) ≤ c hmin(2,3/2+2s−ε′)‖ud‖H3/2−ε(Ω)‖z̄ − z̄h‖L2(Ω), (3.15)

and the last term is non-positive, since Sh is self-adjoint and therefore

(S2
h(z̄ − z̄h), z̄h − z̄) ≤ −‖Sh(z̄ − z̄h)‖2L2(Ω) ≤ 0. (3.16)

The desired estimate follows from estimates (3.13)–(3.16).
Application of Lemma 8, Lemma 10 and (3.9) leads to

‖ū− ūh‖L2(Ω) ≤ ‖Sz̄ − Shz̄‖L2(Ω) + ‖Shz̄ − Shz̄h‖L2(Ω)

≤ c hmin(2,3/2+2s−ε′)
(

‖z̄‖
H3/2−ε(Ω) + ‖ud‖H3/2−ε(Ω)

)

,

and this proves (3.10). The proof of (3.11) follows the same path.

3.3 A fully discrete scheme

In this section we consider a fully discrete scheme for the optimal control problem (1.2)–
(1.4). We discretize the set of admissible controls with piecewise constant functions

Zh := {zh ∈ L∞(Ω) : zh|T ∈ P0 for all T ∈ Th}, and Zad
h := Zh ∩ Zad.

The discretized optimal control problem reads as: find z̄h ∈ Zad
h such that

z̄h = argmin
zh∈Z

ad
h

Jh(zh) = argmin
zh∈Z

ad
h

1

2
‖Shzh − ud‖2L2(Ω) +

µ

2
‖zh‖2L2(Ω). (3.17)

Using the same argumentation as in the continuous case, it can be shown that the
optimal control problem (3.17) has a unique solution z̄h ∈ Zad

h . Let ūh = Shz̄h and

8



p̄h = Sh(Shz̄h − ud) be the optimal discrete state and optimal discrete adjoint state,
respectively, associated with z̄h. Then the discrete optimality condition reads as

(p̄h + µz̄h, zh − z̄h)L2(Ω) ≥ 0 ∀zh ∈ Zad
h . (3.18)

Before we state the main result of this section, we define the L2(Ω)-projection operator
Qh : L2(Ω) → Zh by

∫

Ω
(z −Qhz)vh = 0 ∀vh ∈ Zh,

which has the following properties

(L1) ‖Qhv‖L2(Ω) ≤ c‖v‖L2(Ω) ∀v ∈ L2(Ω),

(L2) ‖v −Qhv‖L2(Ω) ≤ c h ‖v‖
H1(Ω) ∀v ∈ H1(Ω).

Theorem 12. Let the pairs (ū(z̄), z̄) and (ūh(z̄h), z̄h) be the solutions to problems (1.2)
and (3.17), respectively. Then the estimates

‖z̄ − z̄h‖L2(Ω) ≤ c h
(

‖z̄‖
H1(Ω) + ‖ud‖Hmax (0,1−2s+ε)(Ω)

)

, (3.19)

‖ū− ūh‖Hs(Ω) ≤ c h
(

‖z̄‖H1(Ω) + ‖ud‖Hmax (0,1−2s+ε)(Ω)

)

, (3.20)

‖ū− ūh‖L2(Ω) ≤ c h
(

‖z̄‖H1(Ω) + ‖ud‖Hmax (0,1−2s+ε)(Ω)

)

(3.21)

hold.

Proof. The proof is similar to the proof of [1, Theorem 5.16]. First, we use z = z̄h ∈ Zad

in the continous optimality condition (2.4) to get

(p̄+ µz̄, z̄h − z̄) ≥ 0.

Second, using zh = Qhz̄ ∈ Zad
h in the discrete optimality condition (3.18) and introducing

z̄, we arrive at
(p̄h + µz̄h, Qhz̄ − z̄) + (p̄h + µz̄h, z̄ − z̄h) ≥ 0.

Consequently, adding the previous two inequalities together we get

(p̄ − p̄h + µ(z̄ − z̄h), z̄h − z̄) + (p̄h + µz̄h, Qhz̄ − z̄) ≥ 0.

Hence, we can conclude

µ‖z̄ − z̄h‖2L2(Ω) ≤ (p̄− p̄h, z̄h − z̄) + (p̄h + µz̄h, Qhz̄ − z̄). (3.22)

The estimate for the first term on the right hand side of (3.22) follows from the estimate
for (3.12) with an appropriate application of estimate (3.4)

(p̄− p̄h, z̄h − z̄) ≤ c h
(

‖z̄‖H1(Ω) + ‖ud‖Hmax (0,1−2s+ε)(Ω)

)

‖z̄ − z̄h‖L2(Ω). (3.23)

9



To estimate the second term we add and substract p̄ and µz̄ and get

(p̄h+µz̄h, Qhz̄− z̄) = (p̄+µz̄,Qhz̄− z̄)+µ(z̄h− z̄, Qhz̄− z̄)+ (p̄h − p̄, Qhz̄− z̄). (3.24)

To estimate the first term on the right hand side of (3.24) we use the definition of the
operator Qh and obtain

(p̄+ µz̄,Qhz̄ − z̄) = (p̄+ µz̄ −Qh(p̄+ µz̄), Qhz̄ − z̄) ≤ ch2‖p̄+ µz̄‖H1(Ω)‖z̄‖H1(Ω),

where the last inequality follows from property (L2) of the L2-projection. The applica-
tion of the Cauchy-Schwarz inequality yields the desired estimate of the second term

µ(z̄h − z̄, Qhz̄ − z̄) ≤ c h‖z̄ − z̄h‖L2(Ω)‖z̄‖H1(Ω). (3.25)

The estimate of the third term can be shown analoguous to (3.23) with an application
of (L2) and yields

(p̄h − p̄, Qhz̄ − z̄) ≤ c h
(

‖z̄‖H1(Ω) + ‖ud‖Hmax (0,1−2s+ε)(Ω)

)

‖Qhz̄ − z̄‖L2(Ω)

≤ c h2
(

‖z̄‖H1(Ω) + ‖ud‖Hmax (0,1−2s+ε)(Ω)

)

‖z̄‖H1(Ω) (3.26)

Estimates (3.23) – (3.26) together with an appropriate application of Hölder’s and
Young’s inequality yield the desired estimate (3.19).

In order to prove estimate (3.20) we proceed as follows. Introducing intermediate
functions, applying the triangle inequality and using the stability results from Lemma
10 yields

‖ū− ūh‖Hs(Ω) ≤ ‖(S − Sh)z̄‖Hs(Ω) + ‖Sh(z̄ − z̄h)‖Hs(Ω)

≤ ‖(S − Sh)z̄‖Hs(Ω) + c ‖z̄ − z̄h‖L2(Ω) .
(3.27)

Hence an application of the a priori error estimate (3.4) with δ = 1 − ε′ and estimate
(3.19) proves (3.20). The third estimate is obtained in the same way.

Remark 13. We see, that the rates, that are obtained by Theorem 12 are not optimal
with respect to the state and that they are dictated by the optimal linear rate, that
we obtain for the control. In Section 5 we numerically measure higher rates for the
optimal state, namely the same as for the variational discretization. The proof of higher
rates will be addressed in future work and is mainly based on supercloseness results [20]
for the control. These convergence rates carry over to the rates for the discrete control
computed by the so-called post-processing step, i.e. using the projection formula (3.7) to
obtain a new, piecewise linear approximation of the control. Numerical experiments for
this post-processing approach are also contained in Section 5. The theoretical analysis
is left for future work.

10



4 Implementation

In this section, we introduce a solver for the finite element approximation (3.1). The use
of the Balakrishnan formula for inverting the fractional operator leads to the necessity of
solving a large number of independent linear systems of equations to obtain an accurate
solution. However, these systems carry a lot of structure that can be used to design
efficient iterative schemes based on tailored Krylov subspace methods.

Following [6], application of the sinc quadrature to the Balakrishnan representation
(1.5) gives rise to the discretization of the state equation (1.3). For convenience, we
repeat the resulting approximation here.

ukh =
sin (sπ)

π
k

N+
∑

l=−N−

e(1−s)klvlh (4.1)

where vlh ∈ U(Th) is the unique solution of the Galerkin variational problem

∫

Ω
∇vlh · ∇whdx+ ekl

∫

Ω
vlhwhdx =

∫

Ω
zwhdx ∀wh ∈ U(Th). (4.2)

The evaluation of (4.1) requires the solution of N+ +N− + 1 linear systems of the form

(A+ αlM)V l = Z, −N− ≤ l ≤ N+. (4.3)

Here, αl = ekl and A, M denote respectively the corresponding stiffness and mass
matrices of the system, Z denotes the load vector, while V l denotes the node vector
for vlh. Notice that the N− + N+ + 1 linear systems in (4.3) are independent for
different values of l. Hence, a first approach for solving systems (4.3) might be the use of
massive parallelization. However, we shall follow a more efficient approach that exploits
the structure of the linear systems and uses tailored conjugated gradients solvers.

We start by normalizing the systems. Application of a standard mass-lumping strat-

egy results in a diagonal mass matrix Mh. We define ρ := ‖M−1/2
h AM

−1/2
h ‖∞, Ã =

1
ρMh

−1/2AMh
−1/2, α̃l = 1

ραl, Ṽ l = Mh
1/2V l and Z̃ = 1

ρMh
−1/2Z. Then, the linear

systems (4.3) can be reformulated as

(

Ã+ α̃lI
)

Ṽ l = Z̃, −N− ≤ l ≤ N+. (4.4)

We can estimate the 2−condition number of system l in (4.4) by

κ
(

Ã+ α̃lI
)

=
λmax(Ã+ α̃lI)

λmin(Ã+ α̃lI)
=

λmax(Ã) + α̃l

λmin(Ã) + α̃l

≤ 1 + min

(

λmax(Ã)

α̃l
, κ(Ã)

)

(4.5)

where λmax(Ã) and λmin(Ã) denote the largest and smallest eigenvalue of the symmetric
positive definit matrix Ã, respectively. From (4.5) we observe, that for small α̃l the
condition number of Ã + α̃lI is close to the condition number of Ã, which is a scaled
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stiffness matrix, while for large α̃l the condition number converges to 1. By introducing
the scaling with ρ, we fix λmax(Ã) ≤ 1.

Thus for l decreasing from N+ to N− the condition number of the linear system Ã+α̃lI
is increasing. While for l ≡ N+ conjugated gradients without preconditioning is a well
suited solver, for l ≡ N− preconditioning in general is required. Due to this observation,
we consider two adapted linear solvers.

• Linear problems, for which l is sufficiently large, are considered to be well-conditioned,
and no further preconditioning is needed to obtain fast convergence of the conjugate
gradient solver. Thanks to the shift-invariance property of Krylov subspace meth-
ods the Krylov spaces that are generated during the conjugate gradients method are
independent of l. As the build-up of the Krylov space contains the only matrix-
vector multiplication in the conjugated gradients method, the dimension of the
space is equal to the number of matrix-vector multiplications. We fix a number
Nmax of multiplications and proceed as follows. Starting with l ≡ N+ we solve
linear systems for decreasing l, where we reuse the Krylov spaces from previous
solutions. We stop at l ≡ N0 as soon as the required Krylov space has reached the
dimension of Nmax.

For the implementation, we use a variant of the conjugate gradient method pro-
posed in [15]. In Algorithm 1 we summarize the pseudo code.

• For the resulting systems N−, . . . , N0 preconditioning is necessary which conflicts
with the shift invariant property of Krylov methods. Note that subsequent systems
are still similar, and thus, that a preconditioner for system l is also a (worse,
but not necessarily bad) preconditioner for system l + 1. Therefore, we use the
standard approach for solving system (4.4) sequentially and recalculating a new
preconditioner whenever the old one is no longer good enough, i.e. as soon as a
given maximum number of iterations is exceeded in a conjugated gradients method,
see Algorithm 2.

In Section 5.1 we report on the behaviour of the proposed solver.

Remark 14 (An alternative solver). In [12] a conjugate gradients method is proposed
that uses Krylov spaces generated for one of the linear systems (4.4), called seed system,
to generate good initial values, or even solutions, for the other systems. Thanks to the
particular structure of the systems (4.4) this can be done without additional matrix-
vector multiplications, see [12, Sec. 3.1]. Upon convergence, another system is chosen as
a seed system, for which the Krylov spaces are generated. In our implementation, we
combine this approach with algebraic multigrid (amg) preconditioning, and choose that
system as the next seed system, that currently has the largest residuum.

This approach requires storing the solution to all systems in memory to apply the
Krylov spaces and to find the next seed system. Unfortunately, this turned out to be
not feasible for fine meshes in 3D, but we obtained very fast convergence of the method,
when applicable.
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Input: Ã, α̃, Z̃,Nmax

Data: Set: K = ∅, l = N+

Output: N0

1 while dim(K) < Nmax do

2 for k = 1, . . . do // cg-iteration for system l
3 if k > dim(K) then
4 Calculate basis vector for k-th Krylov space and store into K;
5 end

6 Solve linear system l in space Kk using [15, Alg. 4];

7 end

8 l := l − 1;

9 end

10 N0 := l
Algorithm 1: Pseudo code for solving the well-conditioned systems. The only matrix-
vector multiplication appears in line 4. Here the space Kk in line 6 is the span over
the first k basis elements of K.

Input: Ã, α̃, Z̃,N0

Data: Set: Nmax > 0, Niter = Nmax + 1,
1 for l = −N− . . . N0 do

2 if Niter > Nmax then

3 Build up amg preconditioner P for system l;
4 end

5 Solve systems l with preconditioned conjugate gradients method using
preconditioner P with Niter iterations;

6 end

Algorithm 2: Pseudo code for solving the not well-conditioned systems.
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A combination of the proposed sequential solver as in Algorithm 2 and the solver
proposed in [12] seems possible (at least with some restrictions) and will be subject to
future work.

Finally we note that a large number of tailored Krylov methods is proposed to deal
with shifted systems that require preconditioning and we only refer to [5, 14, 24, 25, 29].

5 Numerical results

In this section, we validate the theoretical rates of convergence derived in Section 3. In
Section 5.1, we investigate the solver for the fractional Laplace proposed in Section 4. In
Section 5.2, we present the convergence rates of the fully discrete finite element scheme
for the approximation of the optimal control problem. All numerical experiments are
conducted for a range of values of the fractional exponent s.

We implement the solver proposed in Section 4 in C++ using the PETSc linear algebra
package [4] and solve the optimal control problem using the TAO package of PETSc using
the bound-constrained limited-memory variable-metric method (tao blmvm), which is
a limited memory BFGS method. We generate meshes, finite element functions and
assemble matrices using FEniCS [17] through the C++ interface.

For the solver of the fractional operator proposed in Section 4 we fixNmax = 500 for 2D
simulations and Nmax = 250 for 3D simulations. The individual linear systems are solved
up to a relative accuracy of 10−8. For Algorithm 2, we calculate a new preconditioner
as soon as more than Nmax = 20 iterations are taken in the preconditioned conjugate
gradients method. As amg preconditioner we use 2 V-cycles of Hypre [13] that is accessed
through the PETSc interface. We stop the optimization as soon as the l2-norm of the
projected gradient is smaller or equal to 10−5

√
hn, where h is the length of the longest

edge in the finite element mesh. Here the scaling with h mimics the different scaling of
the l2-norm and the L2(Ω)-norm.

5.1 The solver for the fractional operator

Let us first report on the performance of the proposed solver for the systems (4.4).
As a test example we use Ω = (0, 1)n, n ∈ {2, 3} and set f = min(0.25, f0), where
f0(m) = 0.5, with m the center of Ω, f0|∂Ω = 0 and f0 is linearly interpolated between
these values. Note that no analytical solution is known for this right-hand side f , and
that f enjoysH3/2−ε(Ω) regularity, which is the maximal regularity of the optimal control
z. We solve the equation (−∆)sukh = f on a sequence of homogeneously refined meshes
and use the solution on the finest mesh (with NΩ = 4198401 nodes for n = 2) as the
reference solution. These meshes are chosen, such that all kinks in f are resolved, and
the integration of f is done with no numerical error.

In Table 1 and Table 2 we report on the solver for the cases n = 2 and n = 3,
respectively, and for s = 0.05 and s = 0.5.

We observe that in fact, the number of amg setups is very small or a set up is not
even necessary, which indicates, how closely related the systems are.
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NΩ Nα(s = 0.05) Nα(s = 0.5) Nα(s = 0.95) #amg setup

25 58 (58/0) 13 (13/0) 58 (58/0) 0
81 158 (158/0) 31 (31/0) 158 (158/0) 0

289 308 (308/0) 61 (61/0) 308 (308/0) 0
1089 508 (508/0) 99 (99/0) 508 (508/0) 0
4225 757 (757/0) 145 (145/0) 757 (757/0) 0

16641 1056 (1056/0) 203 (203/0) 1056 (1056/0) 0
66049 1406 (1406/0) 269 (269/0) 1406 (1406/0) 0
263169 1806 (1677/129) 345 (135/210) 1806 (54/1752) 1

1050625 2254 (2089/165) 429 (163/266) 2254 (62/2192) 2
4198401 2753 (2548/205) 525 (196/329) 2753 (72/2681) 2

Table 1: The behavior of the proposed solver for the fractional operator for 2D simula-
tion. NΩ denotes the number of degrees of freedom in Ω, Nα = N− +N+ + 1
denotes the number of linear systems to solve. In brackets, we show how many
systems are solved by Algorithm 1 and Algorithm 2 respectively. We give results
for s = 0.05, s = 0.5, and s = 0.95. The number of amg setups in Algorithm 2
are equal in all cases.

NΩ Nα(s = 0.05) Nα(s = 0.5) Nα(s = 0.95) #amg setup

125 38 (38/0) 9 (9/0) 38 ( 38/0) 0
729 124 (124/0) 25 (25/0) 124 (124/0) 0

4913 258 (258/0) 51 (51/0) 258 (258/0) 0
35937 444 (444/0) 85 (85/0) 444 (444/0) 0
274625 678 (678/0) 131 (131/0) 678 (678/0) 0

2146689 964 (895/69) 185 (73/112) 964 (30/934) 1

Table 2: Behavior of the proposed solver for the fractional operator for 3D simulation.
For an explanation of the abbreviations, see Table 1.
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(s=0.05) (s=0.10) (s=0.25)
NΩ h ηL2(Ω) r0.05L2(Ω) ηL2(Ω) r0.10L2(Ω) ηL2(Ω) r0.25L2(Ω)

25 0.3536 0.038866 0.00 0.033601 0.00 0.009917 0.00
81 0.1768 0.012021 1.69 0.009930 1.76 0.002924 1.76

289 0.0884 0.003728 1.69 0.002913 1.77 0.000662 2.14
1089 0.0442 0.001190 1.65 0.000871 1.74 0.000158 2.07
4225 0.0221 0.000387 1.62 0.000265 1.72 0.000038 2.05

16641 0.0110 0.000127 1.61 0.000081 1.71 0.000009 2.09
66049 0.0055 0.000041 1.62 0.000025 1.72 0.000002 2.06
263169 0.0028 0.000013 1.68 0.000007 1.77 0.000001 2.10

Table 3: Experimental convergence rates for the numerical solution of the fractional

Laplace equation with f ∈ H
3/2−ε(Ω). We observe, that the expected rate

rsL2(Ω) = min(2, 3/2 + 2s− ε′) is fulfilled for all examples.

Finally, for small s the operator is closer to identity, and thus, more systems are well-
conditioned, which can be seen by the number of systems that are solved by Algorithm 1
in comparison to the number of systems solved by Algorithm 2.

Let us briefly comment on the convergence rate from Corollary 9 for ukh. As the above
defined right hand side enjoys f ∈ H

3/2−ε(Ω), we expect a rate of hmin(2,3/2+2s−ε′). In
Table 3 we show the observed convergence rates for n = 2 and s ∈ {0.05, 0.1, 0.25}, which
indeed confirm the theoretical predictions. For n = 3 memory consumption restricts the
quality of the reference solution, such that we do not measure a rate for n = 3.

5.2 Optimal Control Problem

To verify the theoretical convergence rates of the finite element discretization of the
optimal control problem, we perform numerical experiments without a known optimal
solution. We use the domain Ω = (0, 1)2 and set the desired state to be equal to
an eigenfunction of the Laplacian on the square, namely ud = sin(2πx) sin(2πy) and
f ≡ 0. We consider three different values of the fractional parameter, namely s ∈
{0.05, 0.25, 0.5} and choose a = −0.8, b = 0.8, such that the box-constraints are attained
in some subdomain of Ω. The optimal solution for h = 0.0014 is considered as reference
solution.

Results of the numerical tests are summarized in Figure 1. First order convergence of
the approximation of the control is obtained, which is in line with (3.19).

We also report on results using the post-processing approach [20]. Here the projec-
tion formula (3.7) is used to obtain a higher order approximation for the optimal control.
Higher order means, that instead of an approximation with piecewise constant functions,
a piecewise linear approximation is obtained that has the same structure as the optimal
control obtained with variational discretization. We expect thus the same optimal rate of
convergence for this post-processed optimal control z̄PP

h as for the variational discretiza-
tion approach, namely ‖z̄ − z̄PP

h ‖L2(Ω) ≤ c hmin(2,3/2+2s−ε′). In Figure 1 we observe the
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O(h), O(h2)
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10−4
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10−1
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Mesh size h

‖u− uh‖L2(Ω) and ‖u− uh‖Hs(Ω)

s = 0.05
s = 0.25
s = 0.50

L2-error
Hs-error

O(h
3
2 ), O(h2)

Figure 1: Convergence rates of the discretization of the optimal control problem in 2D.
Figure on the left-hand side presents approximations of the control z. First
order of convergence of the piecewise constant approximation can be observed.
Application of the additional post-processing significantly improves the conver-
gence properties, and we observe hmin(2,3/2+2s) convergence. On the right-hand
side convergence of the approximation of the state u is shown. Convergence
order of the piecewise linear finite element method measured in the L2(Ω)-
norm depends on the choice of s and varies between 3/2 and 2, which can be
attained for sufficiently large s. Convergence order in Hs(Ω)-norm is included
for completeness.

expected higher rates for the optimal controls with post-processing approach for n = 2.
We also investigate the finite element approximation of the state in the L2(Ω)- and

Hs(Ω)-norms, the latter being estimated using Gagliardo-Nirenberg interpolation in-
equality ‖ū− ūh‖Hs(Ω) . ‖ū− ūh‖1−s

L2(Ω)
‖ū− ūh‖sH1(Ω). We observe hmin(2,3/2+2s) order of

convergence in the L2(Ω)-norm and hmin(2−s,3/2+s) order of convergence in the Hs(Ω)-
norm. The theoretical justification as well as the analysis of the post-processing approach
is left for future work.
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