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Abstract

In this paper we characterize the orbit codes as geometrically uniform codes. This characteriza-

tion is based on the description of all isometries over a projective geometry. In addition, the Abelian

orbit codes are defined and a new construction of Abelian non-cyclic orbit codes is presented. In order

to analyze their structures, the concept of geometrically uniform partitions have to be reinterpreted.

As a consequence, a substantial reduction in the number of computations needed to obtain the

minimum subspace distance of these codes is achieved and established.

An application of orbit codes to multishot subspace codes obtained according to a multi-level

construction is provided.

Geometrically uniform codes, Abelian orbit codes, Multishot subspace codes, Geometrically

uniform partitions.

I. INTRODUCTION

In a communication network system, the overall throughput of the network can be increased

with the introduction of the concept of Network Coding [1]. In order to correct possible errors

or erasures during a transmission, one of the proposed coding techniques to be employed is the

class of Subspace Codes [18]. The strategy behind these codes may be described as follows:

an information packet sent by the source, processed in the intermediate nodes, and received

at the destinations, can be seen as a “codeword” or as a “point”, or equivalently, as a vector

subspace in a projective space.

Let Pq(n) be a projective space. Thus, Pq(n) denotes the set of all vector subspaces of a

vector space Fn
q or Fqn , with Fq a finite field with q elements, for q a prime number or a

power of a prime. This set is partitioned into subsets, each one called a Grassmannian and

denoted by Gq(n, k). They are defined as the collection of all k-dimensional subspaces of

Fn
q , with cardinality |Gq(n, k)| =

[
n
k

]

q

, the Gaussian binomial coefficient. An (n,M, d)-

subspace code C is a collection of M vector subspaces from Fn
q with minimum distance d.

In particular, if every codeword in C has the same dimension k (0 ≤ k ≤ n), then C is

an (n,M, d, k)-constant dimension subspace code, or simply a constant dimension code. The
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minimum distance d = dS(C) is computed using a metric called subspace distance. Given

two distinct codewords V,W ∈ C, the distance between them is dS(V,W ) = dim V + dimW
- 2dim(V ∩W ). When C is a constant dimension code, d will be an even number. We refer

the reader to [17] for more detailed information regarding subspace codes employed in the

Network Coding context.

Denote by GLn (Fq) the general linear group of n×n invertible matrices over a finite field

Fq. In [29] it is proposed a new way to describe constant dimension codes. They are called

orbit codes when it is considered sn action of a subgroup G of GLn (Fq) on a k-dimensional

subspace V . If G is a cyclic group, the subspace code is called a cyclic orbit code.

A second approach describing cyclic orbit codes is presented in [21]. The difference

between these two approaches is that, in the first one, Pq(n) is considered as a collection of

subspaces from Fn
q , whereas in the second Pq(n) is considered as a collection of subspaces

from Fqn . Actually, these two approaches are the same due to the vector-space isomorphism

between Fn
q and Fqn . However, each approach has its advantages regarding the construction

of cyclic orbit codes.

Recently, new constructions of orbit codes were proposed. For instance, in [7] it is proposed

a construction of orbit codes using as generating group a more general Abelian group, whose

codes attain the maximum subspace distance. In [3], a well-structured construction of non-

Abelian orbit codes is proposed making use of the semi-direct product of the cyclic group

generated by a primitive element of Fqn with the cyclic group generated by the Frobenius

automorphism. Due to the transitive action of the corresponding algebraic structure, these

orbit codes can be classified as geometrically uniform subspace codes. On the other hand,

in [19] and more recently in [6], constructions of constant dimension codes based on the

union of cyclic orbit codes with a prescribed minimum distance are provided. In this case,

it is not possible to state that these constant dimension subspace codes are orbit codes and,

consequently, geometrically uniform subspace codes.

The previous constructions motivates us to consider the important aspect that the class

of geometrically uniform subspace codes is the proper class for the identification of orbit

codes. The classical geometrically uniform codes, as proposed by Forney [11], can be seen

as classical orbit codes since there is a group action on a codeword (vector). By making use

of this concept to the subspace code context together with the classification of isometries in

projective geometry as shown in [26], we characterize all geometrically uniform subspace

codes as orbit codes. Since orbit codes may be seen as geometrically uniform subspace codes

it follows that the classical definitions and results about geometrically uniform codes may

be generalized to the case in consideration. In particular, using the geometrically uniform

partitions, Theorem 36 is established showing that the number of computations necessary to

obtain the minimum subspace distance of Abelian orbit codes may be reduced substantially. As

a consequence, its corollary provides the exact number of computations necessary to obtain

the minimum subspace distance of cyclic orbit codes. Finally, an application of the orbit

codes to a construction of multishot subspace codes [22] is provided, where it is possible to

note some advantages in their implementation, which comes from the geometrically uniform

properties.
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It is worth mentioning that the identification of orbit codes as geometrically uniform

subspace codes does not imply in a new subspace code construction, it just provides a new

way of viewing this class of codes so that one may fully explore its inherent geometric and

algebraic properties.

This paper is organized as follow: In Section II, the definitions of orbit codes and, in

particular, cyclic orbit codes are presented. We also propose a new construction of Abelian

non-cyclic orbit codes such that, for fixed n, q, d and q− 1 ≥ n, it meets the best cardinality

between the orbit codes known so far. In Section III, we review some of the basic concepts

of geometrically uniform codes [11], where the corresponding results will be adapted to the

context of subspace codes. From the characterization of geometrically uniform subspace codes

as orbit codes and from some definitions in [4], we provide a procedure to reduce the number

of computations of the minimum subspace distance by focusing on the Abelian orbit codes.

In Section IV, given S ⊆ Gq(n, k) an alphabet for multishot codes construction, we propose

to use group action given by G < GLn (Fq) over S in order to partition it as a collection of

orbit codes. Applying the subgroups of G over these orbit codes and their respective orbit

subcodes, we provide a systematic way of partitioning S and a considerable reduction of the

number of computations needed to obtain the intrasubset subspace distance in each level of

the partition. Finally, in Section V the conclusions are drawn.

II. ORBIT CODES IN Gq(n, k)

Trautmann, Manganiello and Rosenthal [29] have introduced the concept of orbit codes in

the network coding context. This class of codes is generated by a subgroup G of GLn (Fq)
acting on a k-dimensional vector subspace of the vector space Fn

q . If G is an Abelian group,

then the code is said to be an Abelian orbit code. In particular, if we take a cyclic group

of GLn (Fq), then this code is said to be a cyclic orbit code. Considering the latter case, an

alternative definition is the one based on the vector subspaces of a finite field Fqn , with an

specific subspace taken as the initial “point” and the action of the cyclic group on such a

“point”, which results in a cyclic orbit code.

Definition 1. [27] Let G be a subgroup of GLn (Fq). Then CG(V ) = {rs(VA) : A ∈ G} is

called an orbit code, with V a k-dimensional vector space in Gq(n, k), and rs(A) denotes

the row space generated by the matrix A. In particular, for G = 〈A〉 a cyclic group, C〈A〉(V )
is said to be a cyclic orbit code.

Definition 2. [27] A matrix A ∈ GLn (Fq) is irreducible if Fn
q contains no nontrivial A-

invariant subspace, otherwise it is reducible. A subspace V ⊆ Fn
q is A-invariant if rs(VA) =

V . A non-trivial subgroup G ≤ GLn (Fq) is irreducible if Fn
q contains no non-trivial G-

invariant subspace, otherwise it is reducible.

Let α ∈ Fqn be a root of an irreducible polynomial p(x) ∈ Fq[x], with degree n a positive

integer. If Fqn is seen as an Fq-vector space, then the following isomorphisms of vector spaces

hold

Fqn ≃ Fq[x]/〈p(x)〉 ≃ Fq[α] ≃ Fn
q . (1)
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In other words, the vector space Fn
q may be realized at least in these three distinct ways.

In particular, if p(x) is a primitive polynomial, then α is a primitive element of Fqn and a

k-dimensional vector subspace V of Fqn , for 1 ≤ k ≤ n, is denoted as follows

V =
{
0, αi1, αi2, ..., αi

qk−1
}
. (2)

Remark 3. From now on, α will denote a primitive element (a root of p(x)) in

Fqn ≃ Fq[x]/〈p(x)〉 and the isomorphisms shown in (1) will be used freely.

Hence we may define cyclic orbit codes also as follows.

Definition 4. [21] Fix an element β = αj of F∗
qn \ {1}. Let V be a subspace of the vector

space Fqn . The β-cyclic orbit code generated by V is defined as the set

C〈β〉(V ) :=
{
V βi : i = 0, 1, ..., ord(β)− 1

}
. (3)

If β = α or β is equal to any other primitive element of Fqn , then the β-cyclic orbit code

is denoted by C〈α〉(V ) and it is called a cyclic orbit code.

Example 5. Let p(x) = x6 + x + 1 be a primitive polynomial in F2[x] and α ∈ F26 ≃
F2[x]/〈p(x)〉 a root of p(x). Given V = {0, α, α8, α12, α26, α27, α32, α35} a 3-dimensional

vector subspace of F26 , then the cyclic orbit code C〈α〉(V ) is a (6, 63, 4, 3)-constant dimension

code.

Definition 6. Let CG(V ) be an orbit code. The stabilizer of a k-dimensional vector subspace

V of Fn
q is the subgroup StabG(V ) := {A ∈ G : rs(VA) = V } of G. If V is seen as a k-

dimensional vector subspace of Fqn and 〈β〉 = G, for β = αj , then, by abuse of notation,

StabG(V ) := {βi ∈ G : V βi = V }.

Definition 7. Given r a positive integer such that r|n and an r-dimensional vector subspace

V = Fqr of Fqn , the orbit code C〈α〉(V ) is called an spread code.

Note that an spread code is a
(
n, qn−1

qr−1
, 2r, r

)
-constant dimension code and it is an example

of an optimal subspace code. For more information about spread codes, we refer the reader

to [30].

In [21] and [27], it is observed that the minimum distance of an orbit code CG(V ) can be

obtained by listing all the subspace distances between a given codeword V and the remaining

ones, since

dS (rs(VA), rs(VB)) = dS
(
V, rs

(
VBA−1

))
or

dS
(
V αi, V αj)

)
= dS

(
V, V αj−i

)
, (4)

for any A,B ∈ G. This is due to the fact that the elements of GLn (Fq) (and powers of α)

act as isometries on Pq(n), see Section III. Thus, the minimum (subspace) distance of this

class of codes is given by

d = dS (CG(V )) = min
g∈G\StabG(V )

{dS(V, V g)} . (5)



v

To the best of our knowledge, the first Abelian non-cyclic orbit codes with parameters

(n, q(q − 1), 2k, k), [7, Theorem 3], were proposed in [7], satisfying the inequalities

pr−1 ≤ n− 2k < k < n− k ≤ pr = q, (6)

where r ≥ 1, p prime, n and k positive integers.

A. A New Construction of Abelian non-Cyclic Orbit Codes

Given A = [aij] ∈ GLn(q), let UTn(q) < GLn(q) be the non-Abelian group of the upper

triangular matrices, that is,

UTn(q) := {A ∈ GLn(q) : aij = 0 for i < j} . (7)

It is known that |UTn(q)| = qM , for M =
n−1∑

i=1

i, and

|GLn(q)| = |UTn(q)| ·m, with m =

n∏

j=1

qj − 1. (8)

Therefore, UTn(q) is a p-Sylow subgroup of GLn(q) [16].

The largest Abelian subgroup of UTn(q), for q odd, is described by the following theorem.

Theorem 8. [13] Let Fq be a finite field of order q = pt (p an odd prime). The maximal

order of an Abelian p-subgroup of GLn(q) is q

⌊

n2

4

⌋

and this maximum is attained.

In the proof of Theorem 8, the author states that the group consisting of the matrices of

the form

G :=

{[
Idn−r Hr

0r Idn−r

]
: Hr ∈ Fr×r

q

}
, with r =

⌊n
2

⌋
, (9)

attains the maximal order.

Theorem 8 establishes that the largest Abelian p-subgroup is obtained for p an odd prime

and r =
⌊
n
2

⌋
. In spite of the fact that this subgroup is not the largest one for p = 2, we

consider this possibility in the construction of orbit codes, since it is still possible to obtain

orbit codes with large cardinality. From now on, we consider n = 2r.

Let V be a k-dimensional vector subspace of Fn
q such that V = rs(V), with

V =

[
Al×r Bl×r

C(k−l)×r D(k−l)×r

]
. (10)

If G =

[
Idr Hr

0r Idr

]
∈ G, then
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rs(V) = rs(VG) ⇔

[
Al×r Bl×r

C(k−l)×r D(k−l)×r

]
=

[
Al×r Al×rHr +Bl×r

C(k−l)×r C(k−l)×rHr +D(k−l)×r

]

⇔ Al×rHr = 0l×r and C(k−l)×rHr = 0(k−l)×r

Denoting by G̃ :=
{
Hr ∈ Fr×r

q : Al×rHr = 0l×r and C(k−l)×rHr = 0(k−l)×r

}
, we get

|CG(V )| =
|G|

|StabG(V )|
=

|G|∣∣∣G̃
∣∣∣
. (11)

For the proposed construction, we may compute a bound for the minimum subspace distance

of an Abelian non-cyclic orbit code CG(V ) according to the rank (rk) of the submatrices

which are part of the matrices of G and the matrix whose row space is V .

Theorem 9. Let G =

[
Idr Hr

0r Idr

]
∈ G and V be a k-dimensional vector subspace of Fn

q

as described in (10), then

dS (rs(V), rs(VG)) ≤ 2rk

([
Al×rHr

C(l−r)×rHr,

])
. (12)

If k = r = n
2

and V =
[
Idr Ar

]
, then dS (rs(V), rs(VG)) = 2rk([Hr]).

Proof.

dS (rs(V), rs(VG)) = dim(rs(V)) + dim(rs(VG))− 2dim(rs(V) ∩ rs(VG))

= 4k − 2dim(rs(V) ∩ rs(VG))− 2k

= 2dim(rs(V) + rs(VG))− 2k

= 2rk







Al×r Bl×r

C(k−l)×r D(k−l)×r

Al×r Al×rHr +Bl×r

C(k−l)×r C(l−k)×rHr +D(k−l)×r





− 2k

≤ 2rk

([
Al×rHr

C(l−r)×rHr,

])
,

where the inequality comes from rk

([
X
Y

])
≤ rk (Y −X) + min{rk(X), rk(Y )}.

In particular, if k = r and V = [Idr Ar], then VG = [Idr (H + A)r] and

dS (rs(V), rs(VG)) = 2rk

([
Idr Ar

Idr Hr + Ar

])
− 2k

= 2rk

([
Idr Ar

0r Hr

])
− 2k

= 2rk (Hr) .
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Remark 10. If k = r, V = [Idr Ar] and VG = [Idr (H + A)r], then V = V G if, and only

if, Hr = 0r, namely, CG(V ) has trivial stabilizer.

Besides the results obtained so far, the matrix shape of the elements of G is very useful

in describing their subgroups. Indeed, for the elements

G1 =

[
Idr H1r

0r Idr

]
, G2 =

[
Idr H2r

0r Idr

]
∈ G,

we have

G1.G2 =

[
Idr (H1 +H2)r
0r Idr

]
∈ G and G1.G

−1
1 = Idn, since G−1

1 =

[
Idr −H1r

0r Idr

]
.

Hence, the product operation of the matrices in G may be reduced to the sum operation of

the matrices in Fr×r
q . Moreover, if we want to describe a subgroup of G generated by the

elements [
Idr H1r

0r Idr

]
,

[
Idr H2r

0r Idr

]
, . . . ,

[
Idr HLr

0r Idr

]
,

then we need to describe the corresponding additive subgroup (or Fq-vector subspace of Fr×r
q )

whose generators are H1r, H2r, . . . , HLr.

From the previous consideration together with Theorem 9, we use the rank-metric code

construction to provide a systematic way to obtain new Abelian non-cyclic orbit codes with

larger cardinality than that obtained by the constructions of the known Abelian orbit codes.

In this paper we consider Delsarte’s matrix representation of MRD codes [9], as reported by

Gabidulin in [12].

Example 11. Let V = rs








1 0 0 1 2 0
0 1 0 1 0 0
0 0 1 0 2 1







 be a 3-dimensional vector subspace of

G3(6, 3). Given the 3× 3-matrices

H1 =




1 0 0
0 1 0
0 0 0



 , H2 =




0 0 0
0 1 0
0 0 1



 , H3 =




0 0 1
0 1 0
0 1 0



 , H4 =




0 0 2
2 0 0
0 1 0



 ,

H5 =




1 1 2
0 1 2
2 0 1


 and H6 =




0 0 0
0 0 1
2 1 1


 , (13)

the rank-metric code C = 〈H1, H2, H3, H4, H5, H6〉 is an MRD code according to the Sin-

gleton bound, since its cardinality is equal to 729 with minimum rank distance dR(C) = 2.

Now, take the orbit code CG(V ), with

G =

〈[
Id3 H1

03 Id3

]
,

[
Id3 H2

03 Id3

]
,

[
Id3 H3

03 Id3

]
,

[
Id3 H4

03 Id3

]
,

[
Id3 H5

03 Id3

]
,

[
Id3 H6

03 Id3

]〉
< GL6(3). (14)
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Thus, CG(V ) is a (6, 729, 4, 3)-(ternary) constant-dimension code. Note that |CG(V )| is close

to the best lower bound on A3(6, 4, 3), which is 754. This and several other lower and upper

bounds on Aq(n, d, k) can be seen in http://subspacecodes.uni-bayreuth.de (see [14]). Finally,

the largest known Abelian orbit code with the same length, distance and dimension, which is

cyclic, has 364 codewords, which is less than one-half of the number of codewords of CG(V ).

Considering a restriction involving the parameters q and n, we state that the Abelian non-

cyclic orbit codes described in this paper are better than any other orbit code construction

known so far, even the non-Abelian cases. In fact, the non-Abelian orbit codes with generating

group 〈α〉⋊ 〈σ〉 [3] have cardinality upper bounded by n
(

qn−1
q−1

)
and the minimum subspace

distance less than or equal to 2k − 2. To the best of our knowledge, such a construction

leads to the best orbit codes (It is worth mentioning that the construction like the one

shown in [6] leads to cyclic codes, which are not necessarily orbit codes). If there is

an
(
n, n

(
qn−1
q−1

)
, n− 2, n

2

)
-non-Abelian orbit code, then the

(
n, qn, n− 2, n

2

)
-Abelian non-

cyclic orbit codes being proposed are always better for q − 1 ≥ n, since qn is less than

n
(

qn−1
q−1

)
, then qn < n

(
qn−1
q−1

)
≤ (q − 1)

(
qn−1
q−1

)
≤ qn − 1, a contradiction.

III. GEOMETRICALLY UNIFORM SUBSPACE CODES

From the classical coding theory, the class of geometrically uniform (GU) codes as proposed

by Forney in [11], encompasses the Slepian group codes [24] and the lattices codes [8], and

its importance is due to the inherent richness of its algebraic and geometric structures.

Let (M, d) be a metric space, with M describing the ambient space and d a metric. We

want to emphasize that the GU codes in consideration may belong to more general spaces

other than the Euclidean space.

Definition 12. Let (M, d) be a metric space and C ⊂ (M, d). Then C is a GU code if, given

two codewords c1 and c2 in C, there exists an isometry uc1,c2 such that uc1,c2 maps c1 to c2
while leaving C invariant.

uc1,c2 (c1) = c2 and uc1,c2(C) = C. (15)

Since C is GU, it follows that there exists a symmetry group Γ(C) which acts transitively

on C, i.e., given any c ∈ C, C may be defined as the orbit code

C = {u(c) : u ∈ Γ(C)} . (16)

Definition 13. A generating group G of C is a subgroup of the symmetry group Γ(C) that

is minimally sufficient to generate C from any arbitrary codeword c ∈ C. That is, if G is a

generating group of C, and c ∈ C, then C is the orbit of c under G, C = {u (c) : u ∈ G},

and the map m : G → C defined by m(u) = u (c) is one-to-one.

If C is GU with generating group G acting transitively on C, then C will be denoted by

CG(c).

http://subspacecodes.uni-bayreuth.de
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Remark 14. According to [28], for codes defined in the usual Euclidean metric space

(Rn, dE), with dE denoting the Euclidean metric, there exists an equivalence between codes

matched to groups [20] and GU codes. This equivalence may be also extended naturally to

the metric space (Gq(n, k), dS).

Definition 15. A Voronoi region RV (c1) associated with any codeword c1 ∈ CG(c) ⊆ (M, d)
is the set of all points in M that are at least as close to c1 as to any other codeword c2 ∈ CG(c)

RV (c1) =

{
x ∈ M : d (c1, x) = min

c2∈CG(c)
d (c2, x)

}
. (17)

Definition 16. The global distance profile DP (c1) associated with any codeword c1 ∈
CG(c) ⊆ (M, d) is the set of distances to all other codewords of CG(c).

DP (c1) = {d (c1, c2) , c2 ∈ CG(c)} . (18)

As a consequence of these two previous definitions, one important result from [11] is the

concept of geometrical uniformity.

Theorem 17. [11] If CG(c) is a GU code in (M, d), then

(i) All the Voronoi regions RV (c1) have the same shape, and indeed RV (c2) =
uc1,c2 [RV (c1)], with uc1,c2 any isometry that takes c1 to c2,

(ii) The global distance profile DP (c) is the same for all c ∈ CG(c), and it is denoted by

DP (CG(c)).

From Theorem 17, the regular arrangement of the codewords of the GU codes is due to the

transitive action of G on them. In addition, given a Voronoi region, the remaining Voronoi

regions may be obtained by the group action, and consequently, all of them have the same

shape and properties.

Let CG(c) be a GU code and H ⊳ G a normal subgroup of G. A geometrically uniform

partition was defined by Forney [11] as a partition of CG(c) generated by the factor group

G/H = {Hg1, Hg2, ..., Hgt}, with t = |G/H| and g1 the identity element of G. Thus, by

using a coset of G/H , a subcode CH (gic) is defined as follows.

CH (gic) = CHgi(c) := {h (gi(c)) : h ∈ H} , (19)

and CG/H := {CHg1(c), CHg2(c), ..., CHgt(c)} such that CG(c) =
t⋃

i=1

CHgi(c).

Theorem 18. [11] Let CG/H(c) = {CHg1(c), CHg2(c), ..., CHgt(c)} be a geometrically uni-

form partition of CG(c). Then the subcodes CHgi(c) of CG(c) in this partition are geometrically

uniform, mutually congruent, and have H as a common generating group.

From Definition 12, in order to obtain a complete understanding of geometrically uni-

form subspace codes, the set of isometries acting on the projective space Pq(n) must be

established [26]. This result is based on the famous Fundamental Theorem of Projective

Geometry [2] and [23]. Before presenting it, let us introduce two essential lemmas.
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Lemma 19. [26] If λ : Pq(n) → Pq(n) is an isometry, then λ({0}) ∈
{
{0},Fn

q

}
.

Lemma 20. [26] Let λ be an isometry and V ∈ Pq(n) arbitrary. If λ({0}) = {0}, then

dim(V ) = dS({0}, V ) = dS({0}, λ(V )) = dimλ(V ). (20)

Otherwise, λ({0}) = Fn
q . As a consequence,

dim(V ) = dS({0}, V ) = dS
(
Fn
q , λ(V )

)
= n− dimλ(V ).

To preserve the dimension of the codewords and, consequently, for the computation of the

minimum distance, we suppose that all isometries satisfy the condition shown in (20). Thus,

the characterization of the isometries acting on Pq(n) is shown next.

Theorem 21. [26] Every isometry λ acting on Pq(n), for n > 2, dim(V ) = dim(λ(V ))
and any V ∈ Pq(n), is induced by a semilinear transformation (A, σi) ∈ PΓLn (Fq), such

that PΓLn (Fq) := (GLn (Fq) /Zn (Fq)) ⋊ Aut (Fq) is the projective semilinear group, with

Zn (Fq) the subgroup of scalar matrices and Aut (Fq) the group of automorphisms of Fq.

The next result, Corollary 22, is a characterization of all isometries acting on Pq(n).

Corollary 22. [26] Every isometry λ acting on Pq(n), for n > 2, dim(V ) = dim(λ(V )) and

any V ∈ Pq(n), is induced by a semilinear transformation (A,ϕ) ∈ PΓLn (Fq).

As it is shown in [26], we can extend the action of GLn (Fq) to PΓLn (Fq) in order to

define orbit codes CG(V ) such that G ≤ PΓLn (Fq).

After the classification of the isometries in Pq(n), as provided by Corollary 22, we are

able to characterize all geometrically uniform subspace codes in Gq(n, k), as follows.

Proposition 23. Given C ⊆ Gq(n, k), C is a geometrically uniform subspace code if, and

only if, C = CG(V ) is an orbit code, with G ≤ PΓLn (Fq).

Proof. Given G ≤ PΓLn (Fq) and V a k-dimensional vector subspace of Fn
q , according to

Definition 12 (Equation (16)), every geometrically uniform code in Gq(n, k) is an orbit code

CG(V ). Conversely, if CG(V ) is an orbit code then, by Corollary 22, the elements of G act

as isometries on Pq(n). In particular, G acts as a symmetry group on CG(V ), because for

any distinct codewords V gi, V gj ∈ CG(V ), the group structure assures the existence of a

symmetry (g−1
i gj ∈ G) that takes V gi to V gj , for any 0 ≤ i ≤ j ≤ |G| − 1. This is exactly

the definition of GU codes.

Given α a primitive element of Fqn , for n > 2, consider the constant dimension code

C = C〈α〉(V ) ∪ C〈α〉(σ(V )) such that σ ∈ Aut (Fqn) \ {Idn}, with σ(x) = xq , for any

x ∈ Fqn . This code is a cyclic subspace code [10], since it is closed to cyclic-shift of α, but

it is not an orbit code.

Corollary 24. Cyclic codes are geometrically uniform subspace codes if, and only if, they

are orbit codes.
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From now on, we write GUSC to refer to geometrically uniform subspace codes.

Example 25. Let α be a root of the primitive polynomial f(x) = x4 + x + 1 ∈ F2[x],
with α ∈ F24 ≃ F2[x]/〈f(x)〉. Moreover, given V1 = {0, 1, α, α4}, a 2-dimensional vector

subspace of F24 , consider the cyclic orbit code C〈α〉 (V1), with
∣∣C〈α〉 (V1)

∣∣ = 15. As

G2(4, 2) =
3⋃

i=1

C〈α〉 (Vi), with V2 = {0, 1, α2, α8} and V3 = F22 = {0, 1, α5, α10}, then the

Voronoi region of the codeword V1 is

RV (V1) =
{
αV1, α

3V1, α
4V1, α

11V1, α
12V1, α

14V1, V2, αV2, α
2V2, α

4V2, α
7V2, α

8V2, α
11V2,

α13V2, α
14V2, V3, αV3, α

4V3

}
.

The element α11 acts as a symmetry on C〈α〉 (V1) and according to Theorem 17, the Voronoi

region uV1,α11V1
[RV (V1)] = RV (α11V1) of the codeword α11V1 is

RV

(
α11V1

)
=

{
α12V1, α

14V1, V1, α
7V1, α

8V1, α
10V1, α

11V2, α
12V2, α

13V2, V2, α
3V2, α

4V2,

α7V2, α
9V2, α

10V2, αV3, α
2V3, V3

}
.

According to Theorem 18, a partition of a GU code is directly related with the structure

of the generating group and, as it will be discussed ahead, from this partition it is possible

to obtain some results related with, for instance, the reduced number of computations to

obtain the minimum subspace distance of a Abelian GUSC. Thus, for completeness regarding

geometrically uniform partitions, a result from group theory related to normal subgroups of

GLn (Fq) is required. The notation of the next theorem has been slightly modified in order to fit

properly to the case in consideration since the original statement of the theorem encompasses

a more general situation other than the general linear groups over finite fields.

Theorem 26. [25] Given n > 1, then every subgroup of GLn (Fq) that contains SLn (Fq)
(the special linear group), or it is contained in Zn (Fq), is a normal subgroup of GLn (Fq).
If n > 2, or n = 2, but q 6= 2 or q 6= 3, then any normal subgroup of GLn (Fq) contains

SLn (Fq), or is contained in the center of GLn (Fq), which is exactly Zn (Fq).

Definition 27. A normal series of a group G, with e the identity element of G, is a sequence

of subgroups

G = G0 ≥ G1 ≥ ... ≥ Gm−1 ≥ Gm = {e} (21)

such that Gi+1 ⊳ Gi, for all i = 0, ..., m− 1.

A composition series is a normal series such that, for all i = 0, ..., m − 1, either Gi+1 is

a maximal normal subgroup of Gi, or Gi+1 = Gi.

If H ⊳ G < GLn (Fq) and |G/H| = t, then the geometrically uniform partition (19) of

CG(V ) induced by H can be seen as a union of orbit subcodes. Indeed,

CG/H(V ) := {CHg1(V ), CHg2(V ), ..., CHgt(V )} = {CH(V1), CH (V2) , ..., CH (Vt)} , (22)

with Vi = rs(giV) the k-dimensional subspaces of Fn
q , for i = 1, ..., t and g1 = Idn. By

Theorem 18, the orbit subcodes of CG/H(V ) are mutually congruent.
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Now, we consider some concepts from [4] which will be adapted to our approach in order

to reduce the number of computations to obtain the minimum subspace distance of Abelian

orbit codes.

Let B ⊆ Pq(n) be a set. We define the intradistance set DS(B) as the multiset of all the

subspace distances among pairs of subspaces of B, that is,

DS(B) := {dS (V1, V2) : V1, V2 ∈ B} . (23)

If B1 and B2 are two disjoint subsets of Pq(n), the interdistance set DS (B1, B2) is the

multiset of all the subspace distances among subspaces of B1 and B2, i.e.,

DS (B1, B2) := {{dS (V1, V2) : V1 ∈ B1 and V2 ∈ B}} . (24)

Definition 28. A partition B1, B2, ..., Bm of a set X ⊆ Gq(n, k) is called fair if, for each

1 ≤ i 6= j ≤ m, hold

(i) Bi 6= Bj ,

(ii) |Bi| = |Bj | and

(iii) DS (Bi) = DS (Bj).

Given H⊳G, Theorem 18 states that all geometrically uniform partitions CG/H(V ) provide

fair partitions.

Definition 29. The chain partition of a set X ⊆ Gq(n, k) is called fair if any two elements

of the partition at the same level of the chain include the same number of vectors and have

equal intradistance sets.

Given a normal series G = G0 ≥ G1 ≥ ... ≥ Gm 6= {Idn} of G < GLn (Fq), by

successive applications of Theorem 18, we note that all partitions in different levels are fair

and, therefore, we obtain a fair chain partition according to Definition 29.

Example 30. Let p(x) = x6 + x + 1 ∈ F2[x] be a primitive polynomial in F2[x], α a

root of p(x) such that α ∈ F26 ≃ F2[x]/〈p(x)〉 and V = {0, 1, α8, α10, α20, α48, α59, α61} a

3-dimensional vector subspace of F26 . From the composition series 〈α〉 > 〈α3〉 > 〈α9〉, we

obtain the following fair chain partition of C〈α〉(V )

C〈α〉(V ) =
2⋃

i=0

C〈α3〉

(
αiV

)
=

8⋃

i=0

C〈α9〉

(
αiV

)
. (25)

Definition 31. Given H⊳G and gi ∈ G, let CH (Vi) = CH (giV ) be a subcode of CG(V ). The

distance profile associated with g ∈ G and CH (Vi) is represented by the following polynomial

in the indeterminate w,

F (w, g, CH (Vi)) =
∑

d

a(d)wd, (26)

with a(d) the number of elements of CH (Vi) with subspace distance d with respect to an

element of CH (gVi) = CH (ggiV ).
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Example 32. Let p(x) = x6 + x + 1 ∈ F2[x] be a primitive polynomial. Let α be a root of

p(x), with α ∈ F26 ≃ F2[x]/〈p(x)〉 and V = {0, 1, α8, α10, α20, α48, α59, α61} a 3-dimensional

subspace of F26 . The cyclic orbit code C〈α3〉(V ) can be partitioned as

C〈α3〉(V ) =
2⋃

i=0

C〈α9〉

(
αiV

)
, with (27)

C〈α9〉(V ) :=
{
α9iV : 0 ≤ i ≤ 6

}
=

{{
0, 1, α8, α10, α20, α48, α59, α61

}
,{

0, α5, α7, α9, α17, α19, α29, α57
}
,
{
0, α3, α14, α16, α18, α26, α28, α38

}
,{

0, α12, α23, α25, α27, α35, α37, α47
}
,
{
0, α21, α32, α34, α36, α44, α46, α56

}
,{

0, α2, α30, α41, α43, α45, α53, α55
}
,
{
0, α, α11, α39, α50, α52, α54, α62

}}
,

C〈α9〉

(
α3V

)
:=

{
α9i+3V : 0 ≤ i ≤ 6

}
=

{{
0, α, α3, α11, α13, α23, α51, α62

}
,{

0, α8, α10, α12, α20, α22, α32, α60
}
,
{
0, α6, α17, α19, α21, α29, α31, α41

}
,{

0, α15, α26, α28, α30, α38, α40, α50
}
,
{
0, α24, α35, α37, α39, α47, α49, α59

}
,{

0, α5, α33, α44, α46, α48, α56, α58
}
,
{
0, α2, α4, α14, α42, α53, α55, α57

}}

C〈α9〉

(
α6V

)
:=

{
α9i+6V : 0 ≤ i ≤ 6

}
=

{{
0, α2, α4, α6, α14, α16, α26, α54

}
,{

0, 1, α11, α13, α15, α23, α25, α35
}
,
{
0, α9, α20, α22, α24, α32, α34, α44

}
,{

0, α18, α29, α31, α33, α41, α43, α53
}
,
{
0, α27, α38, α40, α42, α50, α52, α62

}
,{

0, α8, α36, α47, α49, α51, α59, α61
}
,
{
0, α5, α7, α17, α45, α56, α58, α60

}}
.

Note that the polynomials F
(
w, α3, C〈α9〉(V )

)
and F

(
w, α6, C〈α9〉(V )

)
are obtained from

the interdistance sets DS

(
C〈α9〉(V ), C〈α9〉 (α

3V )
)

and DS

(
C〈α9〉(V ), C〈α9〉 (α

6V )
)
, respecti-

vely, and

F
(
w, α3, C〈α9〉(V )

)
= F

(
w, α6, C〈α9〉(V )

)
= 7w2 + 14w4 + 28w6. (28)

The fact that the polynomials F
(
w, α3, C〈α9〉(V )

)
and F

(
w, α6, C〈α9〉(V )

)
are the same

in Example 32 is not a coincidence, as we will see in Lemma 35.

Definition 33. Given H ⊳ G, such that |G/H| = t, the geometrically uniform partition

CG/H(V ) = {CH (g1V ) , CH (g2V ) , ..., CH (gtV )} is called homogeneous if the set

{F (w, gi, CH (gjV ))}gi∈G/H does not depend on CH (gjV ). It is called strongly homogeneous

if F (w, gi, CH (gjV )) does not depend on CH (gjV ), for any gi ∈ G/H .

Theorem 34. [4] If G is an Abelian subgroup of GLn (Fq), every geometrically uniform

partition generated by subgroups of G are strongly homogenous.

Lemma 35. Given H a subgroup of G and CG(V ) an Abelian orbit code, let CG/H(V ) =
{CH (g1V ) , CH (g2V ) , ..., CH (gtV )} be a geometrically uniform partition of CG(V ). Then,

for any gi ∈ G/H , we have

F (w, gi, CH (V )) = F
(
w, g−1

i , CH (V )
)
. (29)
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Proof. Each polynomial F (w, gi, CH (V )) is computed from the interdistance set

DS (CH (giV ) , CH (V )). This set is described by

DS (CH (giV ) , CH (V )) = {{dS (hjgiV, hkV )}} = {{dS (gihjV, hkV )}}

=
{{

dS
(
hjV, g

−1
i hkV

)}}
=

{{
dS

(
hjV, hkg

−1
i V

)}}

= DS

(
CH

(
g−1
i V

)
, CH (V )

)
,

for hj , hk ∈ H . As DS (CH (giV ) , CH (V )) = DS

(
CH

(
g−1
i V

)
, CH (V )

)
, then the result

follows.

Lemma 35 justifies why the polynomials F
(
w, α3, C〈α9〉(V )

)
and F

(
w, α6, C〈α9〉(V )

)
from

Example 32 are the same.

For an Abelian orbit code CG(V ), the next theorem ensures that there is no need to compute

all subspace distances dS (V, giV ), for 2 ≤ i ≤ |G|, in order to obtain the minimum subspace

distance of this code.

Theorem 36. Given H a subgroup of G and CG(V ) an Abelian orbit code, let CG/H(V )
= {CH (g1V ) , CH (g2V ) , ..., CH (gtV )} be a geometrically uniform partition of CG(V ), with

CH (g1V ) = CH (V ), G/H =
{
g1, g2, ..., g t

2
, g−1

2 , ..., g−1
t
2

}
and I =

{
2, ..., t

2

}
. Then

dS (CG(V )) = min
i∈I

{DS ({V }, CH (giV ))} . (30)

Proof. The minimum subspace distance of CG(V ) is computed as

dS (CG(V )) = min {dS (V, giV ) : gi ∈ G \ {g1}} . (31)

By Theorem 18, this minimum subspace distance can also be computed as

dS (CG(V )) = min

{
dS (CH(V )) , min

gi∈G/H\{g1}
{DS (CH(V ), CH (giV ))}

}
. (32)

From the sets DS (CH(V ), CH (giV )), the minimum subspace distance of each interdistance

set can be computed as

DS ({V }, CH (giV )) , (33)

since, for any h ∈ H , the distance profile of DS ({hV }, CH (giV )) is simply a permutation

of the distance profile obtained in (33).

According to Lemma 35, the polynomials F (w, gi, CH(V )) and F
(
w, g−1

i , CH(V )
)

are the same and, consequently, the interdistance sets DS (CH (giV ) , CH(V )) and

DS

(
CH

(
g−1
i V

)
, CH(V )

)
are equal. Thus, equation (32) can be written as

dS (CG(V )) = min

{
dS (CH(V )) ,min

i∈I
{DS ({V }, CH (giV ))}

}
. (34)



xv

As dS (CH(V )) ≥ dS (CG(V )), then dS (CH(V )) ≥ min
i∈I

{DS ({V }, CH (giV ))}. Therefore,

it is enough to compute min
i∈I

{DS ({V }, CH (giV ))} to obtain the minimum subspace distance

of CG(V ).

Remark 37. Using the notation as in Theorem 36, given g ∈ G/H , with g 6= g1 and g2 = g1,

then we consider g ∈ I .

Example 38. Let p(x) = x6 + x + 1 ∈ F2[x] be a primitive polynomial and α ∈ F26 ≃
F2[x]/〈p(x)〉 a root of p(x). Given V = {0, α0, α1, α4, α6, α16, α24, α33} a 3-dimensional

vector subspace of F26 , let us compute the minimum subspace distance of the cyclic orbit

code C〈α〉(V ).

As the order of α is ord(α) = 63, take H = 〈α9〉, with |H| = 7. Then, the geometrically

uniform partition CG/H(V ) is described by

CG/H(V ) =
{
CH(V ), CH(αV ), CH

(
α2V

)
, CH

(
α3V

)
, CH

(
α4V

)
, CH

(
α5V

)
, CH

(
α6V

)

CH

(
α7V

)
, CH

(
α8V

)}
.

According to Theorem 36, we just need to compute DS ({V }, CH(αV )),
DS ({V }, CH (α2V )), DS ({V }, CH (α3V )) and DS ({V }, CH (α4V )). These distances are

shown in Table I, in which we adopt the notation αi to represent the vector subspace αiV .

dS(., .) α1 α10 α19 α28 α37 α46 α55

α0 4 4 6 6 6 4 6

dS(., .) α2 α11 α20 α29 α38 α47 α56

α0 4 6 4 4 6 4 6

dS(., .) α3 α12 α21 α30 α39 α48 α57

α0 4 4 6 4 4 4 4

dS(., .) α4 α12 α21 α30 α39 α48 α57

α0 4 6 6 4 4 6 4
TABLE I

INTERDISTANCE SETS D
(

{V }, CH

(

αiV
))

, FOR 1 ≤ i ≤ 4

Therefore, the minimum subspace distance of C〈α〉(V ) is 4, the same minimum subspace

distance obtained in [10, Example 1]. Here, we just had to compute 28 distances to find this

value, whereas by using the traditional method 63 distance computations are needed.

The number of computations needed to obtain the minimum subspace distance of cyclic

orbit codes is given next.

Corollary 39. Let α be a primitive element of Fqn and V ∈ Gq(n, k). If qn − 1 = r · s, given

〈αr〉 a subgroup of 〈α〉, then the number of computations needed to obtain the minimum

subspace distance of C〈α〉(V ) is
⌊
(r − 1)

2

⌋
·

(
s

q − 1

)
. (35)
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Proof. Let us consider the geometrically uniform partition C〈α〉/〈αr〉(V ) ={
C〈αr〉(V ), ..., C〈αr〉 (α

r−1V )
}

. From Theorem 36, to obtain the minimum subspace distance of

C〈α〉(V ), we just need to compute the interdistance sets DS

(
{V }, C〈αr〉 (αV )

)
, ...,

DS

(
C〈αr〉

(
α⌊

(r−1)
2 ⌋V

))
. Since each subcode C〈αr〉 (α

iV ) has
s

q − 1
codewords, the result

follows.

IV. APPLICATIONS OF GEOMETRICALLY UNIFORM SUBSPACE CODES TO MULTISHOT

SUBSPACE CODES

So far, we consider the use of subspace codes for the channel proposed by Kı̈¿1
2
tter and

Kschischang [18] only once. Multishot subspace coding, where the subspace channel is used

more than once, has been proposed as an alternative to construct subspace codes with good

rate and error correcting capability instead of increasing either the finite field size q or the

length n. The method for constructing multishot subspace codes proposed in [22] is inspired

by the so-called multi-level construction given by [5] for block-coded modulation schemes,

originally proposed by Imai and Hirakawa in [15].

Since we focus on the constant dimension codes, the Grassmannian Gq(n, k) follows

naturally. From the group action of G ≤ GLn (Fq) on Gq(n, k) and, consequently, from the

geometrically uniform partitions, it is possible to obtain a systematic way to describe both

well-defined partitions in all levels and to reduce considerably the number of computations

needed to obtain the minimum subspace distance of each subset in the different levels.

The multishot subspace codes based on a multi-level construction being considered in this

paper can be found in [22].

A. Multishot Subspace Codes

The m-extension of the projective space Pq(n), Pq(n)
m is defined as the set of m-tuples

of subspaces in Pq(n). The number of elements in Pq(n)
m is given by |Pq(n)

m| = |Pq(n)|
m

.

Moreover, the extended subspace distance between two elements V = (V1, V2, ..., Vm) ,U =
(U1, U2, ..., Um) ∈ Pq(n)

m is defined as

dS(V,U) =

m∑

i=1

dS (Vi, Ui) , (36)

with dS(., .), in the right-hand side, the usual subspace distance defined for subspace codes.

Indeed, the extended subspace distance is a metric accounting for the error weights occurred

in each transmission. So, from this new metric space, an m-length multishot (block) subspace

code C or just an m-shot subspace code C over Pq(n) is a non-empty subset of Pq(n)
m, where

the minimum distance is computed as

dS(C) = min {dS(V,U) : V,U ∈ C,V 6= U} . (37)
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Information about bounds for the size, rate and error control capability of m-shot subspace

codes can be found in [22]. It is still possible to associate such codes with 1-shot codes in

Pq(mn).

As a motivation to consider the multishot subspace codes based on a multi-level con-

struction, it is provided in [22] two simple multishot subspace code constructions, where the

first one considers selecting some subspaces of Pq(n) according to a prescribed minimum

subspace distance. The second construction is based on an injective labeling of the elements

from Pq(n) to elements of Z|Pq(n)| and then looking up for the best block code in Zm
|Pq(n)|

,

when considering the Hamming distance, which is mapped back to a corresponding m-shot

subspace code. The multishot subspace codes based on a multi-level construction yields better

codes as shown in [22].

Before presenting the multishot subspace codes based on a multi-level construction, the

next definition states what we mean by an L-level partition and, in particular, a nested L−level

partition. See [5] for more detailed information.

Definition 40. An L-level partition is a sequence of partitions Γ0, Γ1, Γ2, ..., ΓL, with the

partition Γi being a refinement of Γi−1 in the following sense: The L-level partition determines

a rooted tree with L + 1 levels. The root is the signal constellation itself (namely, Γ0), and

the vertices at level i are the subsets that constitute the partition Γi. A vertex y at level i
is joined to the unique vertex x at level i − 1 containing y and to every vertex z at level

i + 1 that is contained in y . The subsets that form the partition ΓL are the leaves of this

tree. We shall only consider nested partitions in which every subset at level i is joined to the

same number pi+1 of subsets at level i+ 1. However, we do allow the degree of a vertex to

vary from level to level. For every subset at level i, we use the numbers 0, 1, ..., pi+1 − 1 to

label the edges from that subset to the subsets at level i+ 1. The subsets in the partition ΓL

can then be labeled by paths (a1, ..., aL), 0 ≤ aj ≤ pj − 1, 1 ≤ j ≤ L, from the root to the

corresponding leaf; more generally, the subsets in the partition Γj can be labeled by paths

(a1, ..., aj).

For the multishot subspace code construction we assume nested partitions up to a certain

level.

The intrasubset subspace distance at level l is defined as

dS(Γl) = min
S∈Γl

{dS(U, V ) : U, V ∈ S, U 6= V } , with 0 ≤ l ≤ L. (38)

It is worth mentioning that the intrasubset subspace distance of the leaves S ∈ ΓL will be

denoted as ∞.

Consider an L-level partition of Γ0 = Gq(n, k) (or even Pq(n)). Let us obtain a multishot

subspace code with a prescribed minimum subspace distance d based on this multi-level

construction. Take L′ ≤ L the minimum level with dS(Γl) ≥ d, for all l ≤ L′, and such that

all the partitions are nested up to this level.

Definition 41. An L′-level code C = [C1,C2, ...,CL′ ] in which the component codes Ci are

traditional block codes, for all 1 ≤ i ≤ L′, and {0, 1, 2, ..., pi − 1} is the alphabet, is given
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by sequences
(
ak1, a

k
2, ..., a

k
L′

)
, with aki ∈ Ci. The minimum Hamming distance dH (Cl) of the

component codes must satisfy

min {dS (Γl−1) · dH (Cl) : 1 ≤ l ≤ L′} ≥ d. (39)

From these previous definitions, we are able to describe the multishot subspace codes based

on multi-level construction with minimum subspace distance d as proposed in [22]. An m-

shot subspace code C ⊆ Pq(n)
m is obtained from the array consisting of L′ rows and m

columns, with the l-th row being represented by a codeword of the component code Cl. The

i-th coordinate of a codeword of C is obtained as follows: consider the array A. Note that the

i-th column of this array, denoted by (a1,i, a2,i, ..., aL′,i)
T

, describes a path in the partition tree

starting from the root node Γ0 and going up to the corresponding subset ΓL′ , for 1 ≤ i ≤ m.

B. Advantages in Using GUSC to Construct Multishot Subspace Codes

From the previous statements and discussions about multishot subspace codes using multi-

level construction and assuming that only constant dimension codes are going to be considered

in this paper, we propose to use the action of G ≤ GLn (Fq) on the alphabet S ⊆ Gq(n, k)
in order to realize the partitions. We make use of the hypothesis that the stabilizers of G
acting on distinct vector subspaces have the same cardinality. This condition is necessary

to ensure nested partitions. For instance, it is not possible to partition G2(6, 3) in nested

partitions concerning the action of the subgroup G = 〈α〉 generated by the primitive element

α of F26 over G2(6, 3), since one subset in the first level of this partition has 9 elements(
the spread code C〈α〉 (F23)

)
and the remaining subsets have 63 elements. Hence, we may

assume k ∤ n as an example of the condition which ensures equal cardinality for all orbits.

Under the conditions shown in the previous paragraph, we list some advantages in using the

action of G ≤ GLn (Fq) on S ⊆ Gq(n, k). According to the construction proposed in [22],

it is needed to compute the intrasubset subspace distance in each level in order to decide

which component codes (See Definition 41) will be used to obtain the prescribed minimum

subspace distance d of the multishot subspace code. Considering a composition series G =
G0 > G1 > ... > Gm = {e}, it is possible to define all nested (m+ 2)-level partition over S
(also a fair chain partition, see Definition 29) in a systematic way, where each level actually

is a collection of geometrically uniform partitions from the previous level (See Theorem 18).

From this same theorem, we may reduce considerably the number of computations needed

to obtain the intrasubset subspace distance, since the geometrically uniform partition from

each orbit code produces mutually congruent subcodes which means codes with the same

minimum subspace distance. In particular, if G is an Abelian subgroup of GLn (Fq), from

Corollary 39, then the number of computations may be further reduced.

The following example makes explicit what was just mentioned.

Example 42. Let us consider the set S = G2(6, 3) \ C〈α〉 (F23) as our signal constella-

tion/alphabet for a multishot subspace code. Following the notation from Definition 40,

S = Γ0.
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Let G = 〈α〉 be the cyclic group generated by a primitive element of F26 . Then the alphabet

S is partitioned by the action of G as

S =
6⋃

i=1

C〈α〉⋊〈σ〉 (Vi) , (40)

with

V1 :=
{
0, 1, α, α4, α6, α16, α24, α33

}
,

V2 :=
{
0, 1, α, α2, α6, α7, α12, α26

}
,

V3 :=
{
0, α7, α16, α18, α28, α32, α49, α52

}
,

V4 :=
{
0, α, α3, α12, α13, α18, α26, α48

}
,

V5 :=
{
0, α, α18, α22, α29, α42, α43, α48

}
,

V6 :=
{
0, α4, α17, α26, α39, α54, α61, α62

}
.

We call attention to the fact that Γ0 consists of 22 cyclic orbit codes, using the group

〈α〉⋊〈σ〉 just to simplify the notation. All these 22 cyclic orbit codes have the same cardinality,

since all the initial points have the same stabilizer. Note also that
∣∣C〈α〉⋊〈σ〉 (Vj)

∣∣ = 378, for

j ∈ {2, 4},
∣∣C〈α〉⋊〈σ〉 (Vj)

∣∣ = 126, for j ∈ {1, 5}, and
∣∣C〈α〉⋊〈σ〉 (Vj)

∣∣ = 189, for j ∈ {3, 6}.

Next, we set up two scenarios related to the partitions of S:

(i) Consider the partitions given by the action of the groups on the composition series

〈α〉 > 〈α3〉 > 〈α9〉. In this case, we apply Theorem 18 and Corollary 39 which reduce

the number of subsets/subcodes to be checked at each level and the number of calculations

to obtain their minimum subspace distances. Consequently, the number of computations

to obtain the intrasubset subspace distance of each level is reduced. In addition, partition

levels are built in a well-structured manner, since we take into account the factor-group

structure.

(ii) Consider the same partitions (and their respective subsets) of S provided by (i), but

now looking at them only as a collection of vector subspaces not generated by the group

action. Thus, since we do not refer to these subsets as orbits, we must calculate the

minimum subspace distance of each subset as usual, that is, by taking the minimum

subspace distance between all the different pairs of subspaces in that subset. In this

case, if a subset has x elements,

(
x
2

)
computations are required to obtain its minimum

subspace distance, where

(
.
.

)
denotes the usual binomial coefficient.

We will compare the number of computations required to obtain the intrasubset subspace

distance in the Γl-levels from S according to the scenarios (i) and (ii), for 1 ≤ l ≤ 3, since

Γ0 = S and Γ4 are the root and the leaves of the tree, respectively (See Definition 40).

In Γ1-level, (i)-scenario, from Corollary 39, it is required 28× 22 = 616 computations in

order to obtain the Γ1-intrasubset subspace distance. In the (ii)−scenario,

(
63
2

)
× 22 =

42966 computations are required to obtaining the same Γ1-intrasubset subspace distance.
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In Γ2-level, (i)-scenario, each of the subsets/codes C〈α〉 (Vi) from Γ1, for 1 ≤ i ≤ 22, will

be geometrically uniform partitioned in three cyclic orbit subcodes generated by 〈α3〉. From

Theorem 18, it is needed to compute just the minimum subspace distance of one of these

three cyclic orbit subcodes, since they are mutually congruent. Again, using Corollary 39, it

is required 7 computations to obtain its minimum subspace distance. Then, it is necessary

to implement 7 × 22 = 154 computations to obtain the Γ2-intrasubset subspace distance.

In the (ii)−scenario,

(
21
2

)
× 66 = 13860 computations are required to obtain the same

Γ2-intrasubset subspace distance.

In Γ3-level, (i)-scenario, each of the 66 cyclic orbit subcodes generated by 〈α3〉 will be geo-

metrically uniform partitioned by the action of the subgroup 〈α9〉, totalizing 198 subsets/cyclic

orbit subcodes. Once more, from Theorem 18, 6 × 22 = 132 computations are required to

obtain the Γ3-intrasubset subspace distance. In the (ii)−scenario,

(
7
2

)
× 198 = 4158

computations are required to obtain the same Γ3-intrasubset subspace distance.

The Γ4-level refers to the leaves, namely, the unitary subsets formed by the words of S.

Therefore, Example 42 shows how the algebraic and geometric structures of GUSC may

reduce the number of computations required to obtain the intrasubset minimum distance, and

consequently, to improve implementation conditions for multishot subspace codes.

Remark 43. Obviously it is not required to implement all the computations stated in Exam-

ple 42 at each level of the partition of S = G2(6, 3) \ C〈α〉 (F23) to obtain their intrasubset

subspace distances, since the possible minimum subspace distances are just 6, 4 and 2. Such

implementations become more interesting when considering larger alphabets.

In this example, our goal was to emphasize the systematic way to describe nested partitions

provided by the composition series and the number of computations we may reduce in all

non-trivial levels of such partitions using the geometrically uniform properties.

V. CONCLUSION

In this paper, we have characterized the orbit codes as geometrically uniform codes and a

new construction of Abelian non-cyclic orbit codes has been presented. From the geometric

uniformity and the characterization of all normal subgroups of the general linear group

over finite fields, we reinterpreted and made use of the concept of geometrically uniform

partitions to orbit codes, which provide essential information about the algebraic and geometric

structures. In particular, we analyzed partitions of the Abelian orbit codes, and from these

partitions, a reduction in the number of computations needed to determine the minimum

subspace distance was established in Theorem 36. Furthermore, L-level partitions based

on group actions yields a systematic way to describe it and, consequently, the number of

computations needed to determine the intrasubset subspace distance is considerably reduced,

optimizing multishot subspace code constructions.
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