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Abstract

In prior work [1] of Lars Andersson and Bruce K. Driver, the path space with
finite interval over a compact Riemannian manifold is approximated by finite
dimensional manifolds Hx,P(M) consisting of piecewise geodesic paths adapted
to partitions P of [0, T ], and the associated Wiener measure is also approxi-
mated by a sequence of probability measures on finite dimensional manifolds. In
this article, we will extend their results to the general path space(possibly with
infinite interval) over a non-compact Riemannian manifold by using the cutoff
method of compact Riemannian manifolds. Extension to the free path space. As
applications, we obtain integration by parts formulas in the path space W T

x (M)
and the free path space W T (M) respectively.

Keywords: Riemannian manifold; Wiener measure; Brownian motion; Path space.

1 Introduction
sect1

Let (M, g) be an n-dimension complete Riemannian manifold and d be the Riemannian
distance on M . For each fixed T > 0 and x ∈ M , the based path space and the path
space with a fixed point over M are given by

W T (M) := C([0, T ] : M),

W T
x (M) :=

{

γ ∈ W T (M) : γ0 = x
}

.

∗Supported in part by NNSFC (11371099).
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Then W T (M) and W T
x (M) are respectively Polish spaces under the uniform distance

ρ(γ, σ) := sup
t∈[0,T ]

d(γt, σt), γ, σ ∈ W T (M).

In particular, let ρx(γ) := ρ(γ, x), γ ∈ W T
x (M) be the distance function on W T

x (M)
starting from x.

Denote by Ox(M) be the orthonormal frame bundle at x ∈ M , then O(M) :=
supx∈M Ox(M) is the orthonormal frame bundle over M . Let Ux

t be the horizontal
Brownian motion on O(M) generated by the laplace operator ∆; that is, Ux

t solves the
following stochastic differential equation on O(M),

eq1.1eq1.1 (1.1) dUx
t =

√
2

d
∑

i=1

Hi(U
x
t ) ◦ dW i

t , U0 ∈ Ox(M),

where Wt = (W 1
t , · · · ,W d

t ) is the d-dimensional Brownian motion, {Hi}ni=1 : TM →
TO(M) is a standard othornormal basis of horizontal vector fields on O(M). Let
π : O(M) → M be the canonical projection. Then Xx

t := π(Ux
t ), t ≥ 0 is the

Brownian motion with initial point x. Throughout the article, we assume that M is
complete and stochastic complete, which implies that Xx

t is non-explosive.
Let us define FCT

0 the class of cylindric smooth functions on the path spaceW T (M)
defined as

eq1.2eq1.2 (1.2)
FCT

0 :=
{

F (γ) = f(γ(t1), · · · , γ(tN)) : N ≥ 1, γ ∈ W T (M),

0 < t1 < t2 · · · < tN ≤ T, f ∈ CLip
0 (MN)

}

,

where CLip
0 (MN) is the set of all Lipschitz continuous functions with compact supports

on MN . Denote by PT
x the Wiener measure on W T

x (M), that is,

eq1.3eq1.3 (1.3)

∫

WT
x (M)

F (γ)dPT
x (γ) =

∫

MN

f(y1, · · · , yN)
N
∏

i

p∆i
(xi−1, xi)dx1 · · ·dxN ,

for any F ∈ FCT
b of the form F (γ) = f(γ(t1), · · · , γ(tN)), where pt(x, y) is the heat

kernel on M and ∆i = ti − ti−1.
Before stating our main result, we need to introduce some notation partly following

from [1]. Let T T be the set of all partitions of [0, T ] and E(γ) :=
∫ T

0
〈γ′(t), γ′(t)〉dt be

the energy of each absolute continuous path γ ∈ W T
x (M), otherwise let E(γ) = +∞.

The path space with finite energy is define by

eq1.4eq1.4 (1.4) HT
x (M) :=

{

γ ∈ W T
x (M) : E(γ) < ∞

}

.

2



For every P ∈ T T , define

eq1.5eq1.5 (1.5) HT
x,P(M) :=

{

γ ∈ HT
x (M) ∩ C2([0, T ]/P) : ∇γ′(t)/dt = 0, s /∈ P

}

.

The tangent space of HT
x (M) at γ may be naturally identified with the space of all

absolutely continuous vector fields X : [0, T ] → TM along γ such that X(0) = 0 and

eq1.6eq1.6 (1.6) GT,1
x (X,X) :=

∫ T

0

〈∇X(t)

dt
,
∇X(t)

dt

〉

dt,

where

eq1.7eq1.7 (1.7)
∇X(t)

dt
:= //t(γ)

d

dt
(//−1

t (γ)X(t)).

Here //t(γ) : TxM → Tγ(t)M is parallel translation along γ relative to Levi-Civita
covariant derivative ∇. Similarly, we may define a weak Riemannian metric GT,0

x on
HT

x (M) by

eq1.8eq1.8 (1.8) GT,0
x (X,X) :=

∫ T

0

〈X(t), X(t)〉 dt,

for any X ∈ THT
x (M). By the argument in [1], these metrics may be interpreted Dγ as

the ‘Riemannian volume measures’ VolGT,1
x

and VolGT,0
x

with respect to GT,1
x and GT,0

x

respectively. By induction, we may get the metrics on HT
x,P(M) for some partition

T T ∋ P = {0 = t0 < t1 < · · · < tN = T},

eq1.9eq1.9 (1.9) GT,1
x,P(X, Y ) :=

N
∑

i=1

〈∇X(ti−1+)

dt
,
∇Y (ti−1+)

dt

〉

∆it,

and

eq1.10eq1.10 (1.10) GT,0
x,P(X, Y ) :=

N
∑

i=1

〈X(ti−1+), Y (ti−1+)〉∆it,

for all X, Y ∈ THT
x,P(M).

Assume VolGT,1

x,P

and VolGT,0

x,P

are respectively the volume forms on HT
x,P(M) with

respect to GT,1
x,P and GT,0

x,P and the associated probability measures are defined by

eq1.11eq1.11 (1.11)

P
T,1
x,P :=

1

Z1
P,T

e−E/2VolGT,1

x,P

P
T,1
x,P :=

1

Z0
P,T

e−E/2VolGT,0

x,P

,
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where Z0
P,T and Z1

P,T are normalization constants given by

eq1.12eq1.12 (1.12)
Z0

P,T :=

N
∏

i=1

(
√
2π∆it)

n

Z1
P,T := (

√
2π)nN .

For any partition P = {t1, · · · , tN} of T T , denote by |P| := max{|∆it| : i =
1, · · · , N} the mesh size of the partition P.

In prior of these preparations, we may now state our main results of this paper.

T1.1 Theorem 1.1. Assume that M is complete and stochastic complete. Then
(1) For each bounded continuous function F , we have

eq1.13eq1.13 (1.13) lim
|P|→0

∫

HT
x,P

(M)

F (γ)dPT,1
x,P(γ) =

∫

WT
x (M)

F (γ)dPT
x (γ)

(2) Suppose that
∫

WT
x (M)

e−
1

6

∫ T

0
Scal(γ(t))dtdPT

x (γ) < ∞.

Then for each bounded continuous function F , we have

eq1.14eq1.14 (1.14) lim
|P|→0

∫

HT
x,P

(M)

F (γ)dPT,0
x,P(γ) =

∫

WT
x (M)

F (γ)e−
1

6

∫ T

0
Scal(γ(t))dtdPT

x (γ),

where Scal is the scalar curvature of M .

r1.2 Remark 1.2. (a) When M is compact and T = 1, it is proven in [1].
(b) In fact, it is not difficult to see that Theorem 1.8 in [1] still holds when the time

1 is replaced by a constant T > 0.

Since Feynman[7] established the path integral formula which play a crucial role of
the theory in quantum mechanics, much of the current interest concerning the direction
has grown deeply. The role of path integrals in quantum mechanics is surveyed by Gross
in [23] and detailed more by Feynman[7]as well as Glimm-Jaffe[9]. When M = Rd, it is
known that Wiener measure on Wx(R

d) may be approximated by Gaussian measures
on piecewise linear path spaces. When M is compact and T = 1, Anderson-Driver in
[1] gave two different approximations of Wiener measure. These results gives a rigorous
interpretation of a Feynman path integral on a non-compact Riemannian manifold M ,
which is heuristically of the form

1

Z0

∫

WT
x (M)

F (γ)e−
1

6

∫ T

0
Scal(γ(t))dtdD
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and
1

Z1

∫

WT
x (M)

F (γ)e−E(γ)/2− 1

6

∫ T

0
Scal(γ(t))dtdD ,

where Z0, Z1 is “normalization constants”, the reader may refer to [1] for the detailed
argument. After that, their result are extended to compact manifold or other manifolds
with certain curvature conditions by [16, 13, 12].

The rest of this paper is organized as follows: In Section 2, we will present the proof
of Theorem (1.1), and by which we will get the formula of integration by parts on path
space. Finally, extension for the infinite interval will provided in Section 3.

2 Approximation to Wiener measure for finite in-

terval

2.1 Proof of Theorem 1.1

In this subsection, we will prove Theorem 1.1. To do that, we first introduce a Lemma
proven in [5] about cutoff of compact Riemannian manifold. Since M is complete,
there exists a C∞ non-negative smooth function d̂ : M → R with the property that
0 < |∇d̂| ≤ 1 and

∣

∣

∣

∣

d̂(x)− 1

2
d(x)

∣

∣

∣

∣

< 1, ∀ x ∈ M.

For every non-negative m, define Dm := d̂−1((−∞, m)) := {z ∈ M ; d̂(z) < m}, then it
is easy to verify Bx(2m − 2) ⊂ Dm ⊂ Bx(2m+ 2), where Bx(r) := {z ∈ M ; d(z) < r}
is the geodesic ball centred at x of radius r.

l2.1 Lemma 2.1. [Lemma 5.1 in [5]] For every m ∈ Z+, there exists a smooth compact Rie-
mannian manifold (M̃m, g̃m), such that (Dm, g) is isometrically embedded into (M̃m, g̃m)
as an open set.

Proof of Theorem 1.1. Here we only prove (1)((2) may be dealt similarly). In
order to do that, we will take a sequence of compact Riemannian manifolds {Mm}m≥1

such that Mm converges to M under suitable sense. In addition, combining this with
Anderson-Driver’s results for compact Riemannian manifold, we will obtain the aim.
By lemma 2.1, we know that there exists a sequence of compact Riemannian manifolds
{(Mm, gm)}m≥1 such that for each m ≥ 1, Dm is isometrically embedded into some
open set of (Mm, gm).

In order to compare the Browinian motions in different Riemannian manifolds Mm,
we need to model them into the same probability space. Suppose that (Ω,F ,P) is
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a complete probability space, and Wt is a Rn-valued Brownian motion on this space.
We consider the SDE on the frame bundle space O(M),

eq2.1eq2.1 (2.1)











dUt =

n
∑

i=1

Hi(Ut) ◦ dW i
t , t ∈ [0, T ],

U0 = ux,

where ux ∈ Ox(M) with π(ux) = x. Let Xt := π(Ut), then Xt is the Brownian motion
onM starting from x, and U· is the horizontal lift alongX·. Under the sense of isometry,
we may look Bx(m) as subset of M and Mm. Similarly, since 〈·, ·〉m = 〈·, ·〉 on Bx(m),
we can choose an orthonormal basis {Hi,m}ni=1 of horizontal vector fields on O(Mm)
such that Hi,m(u) = Hi,R(u) = Hi(u) for every R ≥ m when u ∈ O(Mm) satisfies
π(u) ∈ Bx(m). Let Wt, u0 be the same as that in (2.1), we consider the following SDE,











dUt,m =
n
∑

i=1

Hi,m(Ut,m) ◦ dW i
t , t ∈ [0, T ],

U0,R = uo,

so X·,m := π(U·,m) is the Brownian motion on Mm, U·,m is the horizontal lift along X·,m

on Mm. Moreover, let τm := inf{t ≥ 0 : Xt /∈ Bx(m)}, we have Ut,m = Ut,m = Ut P-
a.s. for every R ≥ m, t ≤ τm. Let P

T,m
x be the distribution of the Brownian motion X·,m

on Mm. Then for any bounded continuous function F with F (γ) = 0 if γ∩Bc
x(m) 6= ∅,

we have

eq2.2eq2.2 (2.2) P
T
x (F ) = P

T,m
x (F ).

For any P ∈ T T , denote respectively by W T
x (Mm), H

T
x,P(Mm),P

T,0,m
x,P and P

T,1,m
x,P

with M replaced by Mm. To prove (2.13), we only show that (2.13) holds for any
bounded non-negative continuous function F . In fact, since F = F+ − F−, we obtain
easily our conclusion. For every m ≥ 2, choose a lm ∈ C∞

0 (R) such that

eq2.3eq2.3 (2.3) lm(r) =











1, if |r| ≤ m− 1,

∈ [0, 1], if m− 1 < |r| < m,

0, if |r| ≥ m.

Let dm be the Riemannian distance on Mm and

ρm(γ) := sup
t∈[0,T ]

dm(γ(t), o), φm(γ) := lm(ρm(γ)), γ ∈ W T
x (Mm).

Note that lm(r) = 0 if r ≥ m and ρm(γ) = ρ(γ) for each γ ∈ Wx(Mm) ∩W T
x (M) with

γ ⊂ Bx(m), so we can extend φm to be defined in W T
x (M) by φm(γ) := lm(ρ(γ)) for
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PT
x -a.s. γ ∈ W T

x (M). Let Fm := φmF , then we obtain
eq2.4eq2.4 (2.4)

lim
|P|→0

∫

HT
x,P

(M)

FR(γ)dP
T,1
x,P(γ) = lim

|P|→0

∫

HT
x,P

(Mm)

Fm(γ)dP
T,1,m
x,P (γ)

=

∫

WT
x (Mm)

Fk(γ)dP
T,m
x (γ) =

∫

WT
x (M)

FR(γ)dP
T
x (γ),

where the first inequality is due to the same underlying metric on Bx(m) and the cutoff
function φm; the second one follows from Anderson-Driver’s results; the final inequality
apply (2.2). By using the triangle inequality, we have

eq2.5eq2.5 (2.5)

∣

∣

∣

∣

∣

∫

HT
x,P

(M)

F (γ)dPT,1
x,P(γ)−

∫

WT
x (M)

F (γ)dPT
x (γ)

∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

∫

HT
x,P

(M)

F (γ)dPT,1
x,P(γ)−

∫

HT
x,P

(M)

Fm(γ)dP
T,1
x,P(γ)

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

WT
x (M)

Fm(γ)dP
T
x (γ)−

∫

WT
x (M)

F (γ)dPT
x (γ)

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫

HT
x,P

(M)

Fm(γ)dP
T,1
x,P(γ)−

∫

WT
x (M)

Fm(γ)dP
T
x (γ)

∣

∣

∣

∣

∣

≤
∫

HT
x,P

(M)

(1− φm)F (γ)dPT,1
x,P(γ) +

∫

WT
x (M)

|F − Fm| (γ)dPT
x (γ)

+

∣

∣

∣

∣

∣

∫

HT
x,P

(M)

Fm(γ)dP
T,1
x,P(γ)−

∫

WT
x (M)

Fm(γ)dP
T
x (γ)

∣

∣

∣

∣

∣

=:IP

1 (m) + I2(m) + IP

3 (m).

Since M is stochastic complete,

lim
R→∞

P
T
x (ρx ≥ m) = 0.

Combining this with
I2(R) ≤ ‖F‖∞P

T
x (ρx ≥ m),

for any ε > 0, there exists a large enough constant m0 such that I2(m0) ≤ ε/3 and

eq2.6eq2.6 (2.6) P
T
x (φm0−2) ≥ 1− ε/4‖F‖∞.

By (2.4), there exists a partition P0 ∈ T T such that for every P ≥ P0, I
P
3 (m0) ≤ ε/3.
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Let Am := {γ ∈ W T
x (M) : γ ⊂ Bx(m)}. Then we have

eq2.7eq2.7 (2.7)

IP

1 (m0) =

∫

HT
x,P

(M)

(1− φm)F (γ)dPT,1
x,P(γ)

≤ ‖F‖∞P
T,1
x,P(Ac

m0
) = ‖F‖∞[1− P

T,1
x,P(Am0−1)]

≤ ‖F‖∞[1− P
T,1
x,P(φm0−2)].

In addition, (2.4) implies that

eq2.8eq2.8 (2.8) lim
|P|→0

P
T,1
x,P(φm0−2) = P

T
x (φm0−2).

Combining (2.6),(2.7) and (2.8), there exists a partition P0 ⊂ P1 ∈ T T such that for
every P ≥ P1

eq2.9eq2.9 (2.9) IP

1 (m0) ≤ ε/3.

Thus, by (2.5), for the above ε and or every P ≥ P1 we have
∣

∣

∣

∣

∣

∫

HT
x,P

(M)

F (γ)dPT,1
x,P(γ)−

∫

WT
x (M)

F (γ)dPT
x (γ)

∣

∣

∣

∣

∣

≤ ε,

which implies (2.13). �

2.2 Integration by parts formula

In this subsection, based on Theorem (1.1), we will provide the formula of integration
by parts formula for the general non-compact Riemannian manifold.

Denote by Cameron-Martin space

H =

{

h ∈ C([0, T ];Rd) : h0 = 0, ‖h‖2
H
:=

∫ T

0

|h′
s|2ds < ∞

}

,

which is a separable Hilbert space under 〈h1, h2〉H :=
∫ T

0
〈h′1

s , h
′2
s 〉ds, h1, h2 ∈ H. For

any h ∈ H, let ĥ be the solution of the integrable equation

eq2.12eq2.12 (2.10) ĥt = ht +
1

2
RicUt

∫ t

0

hs ds.

And let X ĥ(γ) ∈ TγH
T
x (M) be given by

X ĥ
s (γ) := Us(γ)ĥs(γ) for all s ∈ [0, T ].

The vector-valued operator is Ricut
: Rd → Rd is defined by

〈(Ricut
)(a), b〉 := Ric(uta, utb), a, b ∈ R

d.
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T2.2 Theorem 2.2. (Integration by parts formula)Assume that

eq2.11eq2.11 (2.11) E

∫ T

0

‖Ricut
‖2ds < ∞

where ‖ · ‖ is the operator norm from Rd to Rd. Then for any h ∈ H, we have

eq2.12eq2.12 (2.12)

∫

WT
x (M)

X ĥFdPT
x =

∫

WT
x (M)

F

∫ T

0

〈h′(t), dWt〉dPT
x

for any F ∈ FC∞
0 .

Proof. We only show that (2.12) holds for all h ∈ H1. Otherwise, we may choose a
sequence of h ∈ H1 such that hn → h in ‖ · ‖1.2. Then the conclusion follows from
the dominated convergence theorem. Similar to the argument of the proof of Theorem
1.1. For reader’s convenience, we also give a complete proof. Given F ∈ FCT

0 . Let
Wx(Mm), HP(Mm),P

m,0
x,P ,Pm,1

x,P and Fm be defined as in the proof of Theorem 1.1. Thus
we have

eq2.13eq2.13 (2.13)

∫

WT
x (M)

X ĥFmdP
T
x =

∫

Wx(Mm)

X ĥFmdP
m
x =

∫

Wx(Mm)

F

∫ T

0

〈h′(t), dWt〉dPm
x

=

∫

WT
x (M)

F

∫ T

0

〈h′(t), dWt〉dPT
x

where the first equality and the third equality is due to

Fm(γ) = 0, γ ∈ Ac
m and P

T
x

∣

∣

∣

Am

= P
T,m
x

∣

∣

∣

Am

.

Here Am =: {γ ∈ W T
x (M); γ ⊂ Bx(m)}. The second equality comes from Theorem 7.16

in [1].
Finally, by the dominated convergence theorem, we will obtain (1.12) by letting

R → ∞ in two sides of the equation (1.13).

2.3 An extension to free path spaces

Let µ be a probability measure on M and Pµ be the distribution of the Brownian
motion starting from µ up to time T , which is then a probability measure on the free
path space W T (M). In fact, we know that

dPT
µ =

∫

M

P
T
xdµ(x),

where PT
x is the law of Brownian motion starting at x.
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Define
HT (M) :=

{

γ ∈ W T (M) : E(γ) < ∞
}

and for every P ∈ T T , define

HT
P(M) :=

{

γ ∈ HT (M) ∩ C2([0, T ]/P) : ∇γ′(t)/dt = 0, s /∈ P
}

.

Setting

P
T,0
µ,P :=

∫

M

P
T,0
x,Pdµ(x)

P
T,1
µ,P :=

∫

M

P
T,1
x,Pdµ(x).

Then P
T,0
µ,P and P

T,1
µ,P are two probability measures on HT

P
(M), so are two probability

measures on W T (M).

T2.3 Theorem 2.3. Assume that M is complete and stochastic complete. Then
(1) For each bounded continuous function F , we have

eq2.14eq2.14 (2.14) lim
|P|→0

∫

HT
P

(M)

F (γ)dPT,1
µ,P(γ) =

∫

WT (M)

F (γ)dPT
µ (γ).

(2) Suppose that
∫

WT (M)

e−
1

6

∫ T

0
Scal(γ(t))dtdPT

µ (γ) < ∞.

Then for each F ∈ FC∞
0 on W T

x (M), we have

eq2.15eq2.15 (2.15) lim
|P|→0

∫

HT
P

(M)

F (γ)dPT,0
µ,P(γ) =

∫

WT (M)

F (γ)e−
1

6

∫ T

0
Scal(γ(t))dtdPT

µ (γ),

where Scal is the scalar curvature of M .

Proof. We only show (2.14), (2.15) may be derived similarly. Given a bounded contin-
uous F on W T (M). By using Theorem 1.1 and the dominated convergence theorem,
we get

eq2.16eq2.16 (2.16)

lim
|P|→0

∫

HT
P

(M)

F (γ)dPT,1
µ,P(γ) = lim

|P|→0

∫

M

∫

HT
x,P

(M)

F (γ)PT,1
x,P(γ)dµ(x)

=

∫

M

lim
|P|→0

∫

HT
x,P

(M)

F (γ)PT,1
x,P(γ)dµ(x)

=

∫

M

∫

WT
x (M)

F (γ)PT
x (γ)dµ(x)

=

∫

WT (M)

F (γ)dPT
µ (γ)
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3 Approximation to Wiener measure for infinite in-

terval

In this section, we will consider the approximation to Wiener measure for half line.
Firstly, we need to introduce some notation. For a fixed x ∈ M , denote by the path
space

W∞
x (M) := {γ ∈ C([0,∞);M) : γ(0) = x}.

Then W∞
x (M) is a Polish (separable metric) space under the following uniform distance

d∞(γ, σ) := sup
t∈[0,∞)

(

ρ(γ(t), σ(t)) ∧ 1
)

, γ, σ ∈ W∞
x (M).

Let us define FC∞
0 the class of cylindric smooth functions on the path space

W∞
x (M) defined as

eq3.1eq3.1 (3.1)
FC∞

0 :=
{

F (γ) = f(γ(t1), · · · , γ(tN )) : N ≥ 1, γ ∈ W∞
x (M),

0 < t1 < t2 · · · < tN < ∞, f ∈ CLip
0 (MN )

}

,

where CLip
0 (MN) is the set of all Lipschitz continuous functions with compact supports

on MN . Denote by P∞
x the Wiener measure on W∞

x (M), that is,

e3.2e3.2 (3.2)

∫

W∞

x (M)

F (γ)dP∞
x (γ) =

∫

MN

f(y1, · · · , yN)
N
∏

i

p∆i
(xi−1, xi)dx1 · · ·dxN ,

for any F ∈ FC∞
b of the form F (γ) = f(γ(t1), · · · , γ(tN)), where pt(x, y) is the heat

kernel on M and ∆i = ti − ti−1.
For any N ∈ N, let PN = {0, 1

2N
, · · · , N2N−1

2N
, N} and

eq3.3eq3.3 (3.3)

P
1
x,N := P

N,1
x,PN

:=
1

Z1
PN ,N

e−E/2VolGN,1

x,PN

P
0
x,N := P

N,0
x,PN

=
1

Z0
PN ,N

e−E/2VolGN,0

x,PN

,

where Z0
PN ,N and Z1

PN ,N are normalization constants given by

eq3.4eq3.4 (3.4)
Z0

PN ,N :=

N
∏

i=1

(√
2π

2N

)nN2N

Z1
PN ,N := (

√
2π)nN2N .
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Next, the map φT : HT
P
(M) 7→ H∞

P
(M) is given by

φT (γ) =

{

γ(t), if t ∈ [0, T ],

ηγ(T )(t), if t ≥ T,

where ηγ(T ) is the geodesic with starting point γ(T ) and initial vector −γ̇(T−).

T3.1 Theorem 3.1. Assume that M is complete and stochastic complete. Then
(1) For each bounded continuous function F , we have

eq3.5eq3.5 (3.5) lim
N→∞

∫

HN,x

PN
(M)

F ◦ φN(γ)dP
1
x,N(γ) =

∫

W∞

x (M)

F (γ)dP∞
x (γ)

(2) Suppose that
∫

WT
x (M)

e−
1

6

∫ T

0
Scal(γ(t))dtdPT

x (γ) < ∞.

Then for each bounded continuous function F , we have

lim
N→∞

∫

HN,x

PN
(M)

F ◦ φN(γ)dP
0
x,N(γ) =

∫

WT
x (M)

F (γ)e−
1

6

∫ T

0
Scal(γ(t))dtdPT

x (γ).

In particular, we have
eq3.6eq3.6 (3.6)

lim
N→∞

∫

HN,x

PN
(M)

F ◦ φN(γ)dP
0
x,N(γ) =











0, if ScalM > C,
∫

W∞

x (M)
F (γ)dP∞

x (γ), if ScalM ≡ 0,

∞, if ScalM < −C

for some constant C > 0, where we assume that 0×∞ = ∞,∞±∞ = ∞.

Proof. Here we only show that (3.6) holds((3.5) may be handled similarly). Let
Cb(W

∞
x (M)) be the set of all bounded continuous functions. Since FC∞

0 is dense
in Cb(W

∞
x (M)), it suffices to prove (3.6) holds for each F ∈ FC∞

0 .
We only consider the case of ScalM ≡ 0, the other cases may be proved similarly.

Assume that F ∈ FC∞
0 with F (γ) = f(γ(t1), · · · , γ(tm)). There exists a N0 ∈ N such

that N0 ≥ tm. Thus F ∈ FCN0

0 . By (2) of Theorem (1.1), for any T ≥ N0 we have

lim
|P|→0

∫

HT
x,P

(M)

F (γ) ◦ φN(γ)dP
T,0
x,P(γ) =

∫

WT
x (M)

F (γ) ◦ φN(γ)dP
T
x (γ).

In particular, we take T = N0, N0+1, · · · . By using the form of F (γ) = f(γ(t1), · · · , γ(tm))
and the definitions of Wiener measures PN

x and P∞
x , for each N ≥ N0 we have

eq3.7eq3.7 (3.7)

∫

W∞

x (M)

F (γ)dP∞
x (γ) =

∫

WN
x (M)

F (γ) ◦ φN(γ)dP
N
x (γ)

= lim
|P|→0

∫

HN
x,P

(M)

F (γ) ◦ φN(γ)dP
N,0
x,P(γ).
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In addition, for each N taking PN =
{

0, 1
2N

, · · · , N2N−1
2N

, N
}

. Therefore, by using the

law of diagonal lines and (3.7), we complete the proof.

r3.2 Remark 3.2. From (2) of Theorem (1.1), we note that the limit to the approximation

about GT,1 depends on
∫ T

0
Scal(γ(t))dt. Thus, when T tends to ∞ this limit can be

explosive or equals to 0, which also be observed by (2) of Theorem (3.1). Even when
M is sphere Sn or Hyperbolic space Hn, it can not really characterize the essential
geometric property. For this case, we guess that this is because we need to take a
suitable new metric on piecewise smooth path space H∞

P
(M). In further plan we will

continue to work on it.

Next, similar to the argument in subsection 2.3, we also obtain the same results on
free path space W∞(M), where

W∞(M) = C([0,∞);M).

Let µ be a probability measure on M and Pµ be the distribution of the Brownian
motion starting from µ, which is then a probability measure on W∞(M). In fact, we
know that

dPµ =

∫

M

P
∞
x dµ(x).

For any N ∈ N, let PN = {0, 1
2N

, · · · , N2N−1
2N

, N} and

P
0
N :=

∫

M

P
0,x
PN ,Ndµ(x)

P
1
N :=

∫

M

P
0,x
PN ,Ndµ(x).

Then P0
N and P1

N are two probability measures onHN
PN

(M), so are two probability mea-
sures on WN(M). Similar to Theorem 2.3, it is easy to obtain the following Theorem
3.3.

T3.3 Theorem 3.3. Assume that M is complete and stochastic complete. Then
(1) For each bounded continuous function F , we have

eq3.8eq3.8 (3.8) lim
N→∞

∫

HN
PN

(M)

F ◦ φ(γ)dP1
N(γ) =

∫

W∞(M)

F (γ)dP∞
µ (γ).

(2) Suppose that
∫

WT
x (M)

e−
1

6

∫ T

0
Scal(γ(t))dtdPT

µ (γ) < ∞.
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Then for each bounded continuous function F , we have

lim
N→∞

∫

HN
PN

(M)

F ◦ φ(γ)dP0
N(γ) =

∫

WT
x (M)

F (γ)e−
1

6

∫ T

0
Scal(γ(t))dtdPT

µ (γ).

In particular,

eq3.9eq3.9 (3.9) lim
N→∞

∫

HN
PN

(M)

F ◦ φ(γ)dP0
N(γ) =











0, if ScalM > C,
∫

W∞(M)
F (γ)dP∞

µ (γ), if ScalM ≡ 0,

∞, if ScalM < −C

for some constant C > 0, where we assume that 0×∞ = ∞,∞±∞ = ∞.
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