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A note on linear algebraic differential equations

December 10, 2018

Stefan Günther

Abstract

The main result in this note is that a very general linear homoge-
nous partial differential operator with algebraic (polynomial) coeffi-
cents has no nonzero algebraic solutions. This result is in particular
true for systems of ordinary linear homogenous differential operators.
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1 Notation and Conventions

Convention 1 By N we denote the natural numbers, by N0 the set of non-
negative integers.

In this note,all rings and schemes are assumed to be noetherian and all mor-
phisms q : X −→ S are assumed to be of finite type.

We use multi index notation: if x1, ..., xn is a set of variables, we de-
note xm := xm1

1 · xm2

2 . . . · xmn
n where m := (m1, m2, . . . , mn) is a multi-

index of lenght n. By |m| we denote the number m1 + ... + mn . The par-
tial derivatives of a function f(x1, ..., xm) in the variables xi we denote by
∂|m|/∂xm(f(x1, ..., xm)) .

Notation 1 If k −→ A is a homomorphism of commutative rings and M is
an A-module, the N th jet-module of M relative to k is denoted by J N(M/k) .
If q : X −→ S is a morphism of finite type, F is a coherent sheaf on X, the
N th jet module of F relative to S is denoted by J N (F/S) .
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2 Introduction

Linear partial differential equations are a huge research area for quite a long
time. In this note, we want to prove a modest theorem on systems of linear
partial differential equations with polynomial, or, more generally algebraic
coefficients.
Recall that if k is a field and An

k is affine n-space over k, then a homogenous
partial linear differential operator of order N ,

D :
m⊕

i=1

k[x1, ..., xn]ei −→
m⊕

i=1

k[x1, ..., xn]ei

is given by an m×m-matrix (Dij) where

Dij :=
∑

I,|I|≤N

aI,i,j(x)∂
|I|/∂xI , 1 ≤ i, j ≤ N,

and aI,i,j(x1, ..., xn) are polynomials in the variables xi.
By standard differential calculus, this corresponds to a k[x1, ..., xn]-linear map

D̃ : (k[x1, ..., xn][d
1x1, ..., d

1xn]/(d
1x1, ..., d

1xn)
N+1)⊕m −→ k[x1, ..., xn]

⊕m

under the natural correspondence D̃ 7→ D̃ ◦ (dN
An
k/k

)⊕m where dN
AN
k /k

is the

N -truncated Taylor series expansion,

k[x1, ..., xn] −→ k[x1, ..., xn][d
1x1, ..., d

1xn]/(d
1x1, ..., d

1xn)
N+1,

sending xi to xi + d1xi .
Here, the differential operator Dij corresponds to the k[x]-linear map, that
sends (d1x)I to aI,i,j . This is a standard calculation.

The k-algebra k[x][d1x]/(d1x
N+1

) is the N th jet module J N (k[x]/k) of k[x]/k
and is a k[x]-algebra which is a free k[x]-module.
The inverse limit

J N(k[x]/k) := proj lim
N∈N

J N (k[x]/k) = k[x1, ..., xn][[d
1x1, ..., d

1xn]]

∼= k[x1, ..., xn]⊗̂k[x1, ..., xn]

is the universal jet algebra of k[x], where the last expression is the tensor
product completed with respect to the ideal Ik[x]/k, which is the kernel of
the algebra multiplication map µ : k[x] ⊗k k[x] −→ k[x] and is generated by
(d1xi = 1 ⊗ xi − xi ⊗ 1, i = 1, ..., n) . For k = R,C these are just the linear
partial differential operators with polynomial coefficients. The formalism of
jet-modules works for every finitely generated k-algebra, in particular for
localizations k[x]f , where f ∈ k[x] .
In this note, we want to use the formal algebraic properties of the jet modules
plus elementary base change properties in order to show that the very general
system of linear homogenous partial differential operators with polynomial,

or more generally rational coefficients aI,J,i,i =
pI,J,i,j(x)

fn possesses no nonzero

rational solutions s(x)
fn .
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3 Basic properties of the Jet modules

Recall that for a homomorphism of commutative rings k −→ A , and an
A-module M, the N th jet module, N ∈ N0 is defined as

J N(M/k) = A⊗k M/IN+1
A/k · (A⊗k M),

where IA/k = ker(µ) : A⊗k A −→ A is the kernel of the multiplication map.
The A-module structure of J N (M/k) is given by the first tensor factor. The
natural map dNM/k : M −→ J N(M/k) , the universal derivation, is given by

the map m 7→ 1⊗m which is k-linear.
It is well known (or by [1]) that the jet-modules are of finite type over A if A
is a k-algebra essentially of finite type and satisfy the localization property,
i.e., for f ∈ A we have J N(Mf/k) = J N (M/k)f .
Thus, if f : X −→ S is a morphism of noetherian schemes of finite type
and F is a coherent OX -module, we can define the jet bundle J N (F/S) by
patching together the jet- modules on an affine covering of X =

⋃n
i=1 SpecAi

and S =
⋃m

j=1 SpecBj , where f(SpecAi) ⊂ SpecBj and this is a coherent
OX -module. We make the following standard definition.

Definition 3.1 Let q : X −→ S be an arbitrary morphism of finite type
of noetherian schemes, or more generally of noetherian algebraic spaces and
Fi, i = 1, 2 be quasicoherent sheaves on X. Then, a differential operator of
order ≤ N is a q−1OS-linear map D : F1 −→ F2 that can be factored as

F1

dN
F/S
−→ J N(F1/S) and an OX-linear map D̃ : J N(F1/S) −→ F2 .

A differential operator of order N is a differential operator that is of order
≤ N but not of order ≤ N − 1 .

Thus, in this situation, there is a 1-1 correspondence between differential
operators F1 −→ F2 relative to S and OX -linear maps J N(F1/S) −→ F2 .
We need the following easy

Lemma 3.2 Let A −→ B be a homomorphism of rings, M be a B-module,
and Q be a J N(B/A) -module and t : M −→ Q be a B-linear map with
respect to the second B-module structure on J N(B/A) . Then, there is a
unique homomorphism of J N(B/A) -modules φ : J N(M/A) −→ Q such that
t = φ ◦ dNM/A .
More generally, if q : X −→ S is a morphism of schemes, F is a coherent
OX-module and Q a coherent J N (X/S)-module and t : F −→ Q a map that
is OX-linear with respect to the second OX-module structure of Q , there is a
unique J N(X/S)-linear map φ : J N(F/k) −→ Q such that t = φ ◦ dNF/S .

Proof: We have J N(B/A) = B ⊗A B/IN+1
(B/A) and natural homomorphisms

p1, p2 : B −→ J N(B/A) . Then, by definition, J N(M/A) = M ⊗B,p2

J N (B/A) . Then, the statement reduces to the easy fact, that, given a
homomorphism of rings k −→ l, a k-module Mk and an l-module Ml and
a k-linear homomorphism Mk −→ Ml , there is a unique l-linear homomor-
phism Mk ⊗k l −→ Ml which follows by the adjunction of restriction and
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extension of scalars.
The arguement in the global case is the same. �

Proposition 3.3 (arbitrary push-forwards) Let X
f

−→ Y
π

−→ S be mor-
phisms of schemes and Fi, i = 1, 2 be a quasi coherent sheaves on X. Let
D : F1 −→ F2 be a differential operator between F1 and F2 relative to S of

some order N ∈ N0 . Then f∗F1
f∗D
−→ f∗F2 is a differential operator between

the quasicoherent sheaves f∗Fi, i = 1, 2 relative to S, where f∗D is taken in
the category of sheaves of (π ◦ f)−1OS-modules on X.

Proof: Let D be given by

D̃ ◦ dNF1
: F1 −→ J N(F1/S) −→ F2,

where the first map is (π◦f)−1OS-linear and D̃ is OX -linear. Then f∗d
N
F/S is

an π−1OS-linear map from f∗F to f∗J
N(F/S) and f∗D̃ is f∗OX and thus

OY -linear. The morphism f induces a homomorphism

JN(f/S) : f ∗JN(Y/S) −→ JN(X/S)

(same as for ordinary Kähler differentials) and by adjunction

J N (Y/S) −→ f∗J
N(X/S).

The module f∗J
N(F1/S) is an f∗J

N(X/S)-module and thus an J N(Y/S)-
module. By Lemma 3.2, there is a unique homomorphism

φ : J N (f∗F1/S) −→ f∗J
N(F1/S)

of J N (Y/S)-modules such that f∗d
N
F1/S

= φ ◦ dNf∗F1/S
. Thus

f∗D : f∗F1 −→ f∗F2 = (f∗D̃ ◦ φ) ◦ dNf∗F1/S

is a linear partial linear differential operator over S. �

Lemma 3.4 (Base change property) Let A −→ B and A −→ C be homo-
morpisms (of finite type) of noetherian rings and M be a B-module. Then,
for all N ∈ N we have

J N(M/A)⊗A C ∼= J N (M ⊗B C/C).

Proof: First, we treat the case, where M = C and B = A[x] is a free
A-algebra. Then , it is well known that

J N(A[x]/A)⊗A C = A[x][d1x]/(d1x)N+1 ⊗A C =

C[x][d1x]/(d1x)n+1 = J N(C[x]/C) = J N(B ⊗A C/C).

Next, we treat the case of an arbitrary A-algebra B . Let

B = A[xi|i ∈ I]/(fj|j ∈ J)

4



be a presentation of B. Either by common knowledge, or by [1], we have

J N(B/A) = A[x][d1x]/((d1xi)
N+1, (fj , d

1fj |j ∈ J),

where d1fj is defined by fj+d1fj = fj(x+ d1x) or by d1fj = 1⊗ fj − fj ⊗ 1 .
Then the result is clear because a presentation of B ⊗A C is then given by
B ⊗A C = C[xi|i ∈ I]/(fj|j ∈ J) .
Now, we treat the general case. We fix an isomorphism J N(B/A) ⊗A C ∼=
J N (B ⊗A C/C) .
There is a derivation

M ⊗A C
dN
M/A

⊗AIdC

−→ J N(M/A)⊗A C

which gives by Lemma 3.2 and the above proved isomorphism

J N (B/A)⊗A C ∼= J N(B ⊗A C/C)

a J N(B ⊗A C/C)-linear map

φM : J N (M ⊗A C/C) −→ J N(M/A)⊗A C

which is a natural transformation of functors

(A−Mod) −→ (J N (B ⊗A C/C)−Mod)

(that this is a natural transformation of functors follows from the representing
property of the jet modules). We show that φM is an isomorphism for all
M ∈ B − Mod . First, since the construction of the jet-modules commutes
with arbitrary direct sums, we get the result for free B-modules.
Next, both functors are right exact functors from

(A−Mod) to J N (B ⊗A C/C)−Mod .

Choosing a presentation

B⊕J −→ B⊕I −→ M −→ 0,

we get the result for general M ∈ (B −Mod) by the five lemma. �

Lemma 3.5 Let A −→ B be a homomorphism of commutative rings M be a
B-module and N be an A-module. Then, for all N ∈ N0 there is a canonical
isomorphism

φN : J N (M ⊗A N/A) −→ J N(M/A)⊗A N.

Proof: We fix the B-module M . The natural map

dNM/A ⊗A IdN : M ⊗A N −→ J N(M/A)⊗A N

is B-linear with respect to the second B-module structure on J N(M/A)⊗A

N . By Lemma 3.2, there is a unique homomorphism of J N(B/A)-modules

φN : J N (M ⊗A N/A) −→ J N(M/A)⊗A N

5



which is a natural transformation of right exact functors from (A−Mod) to
J N (B/A)−Mod . We show that φN is an isomorphism for all A-modules N .
First, if N = A⊕I is a free A-module, φN is an isomorphism since the for-
mation of jet-modules commutes with arbitrary direct sums.
If N is arbitrary, choose a free presentation

A⊕J −→ A⊕I
։ N −→ 0.

Since φA⊕J and φA⊕I are isomorphisms, it follows by the five lemma that φN

is an isomorphism. �

Remark 3.6 If q : X −→ S is a morphism of noetherian schemes, D :
E1 −→ E2 is a differential operator relative to S and F is a quasi coher-
ent OS-module, it follows from the lemma just proved that D ⊗OS

IdF is a
differential operator on X relative to S.

Lemma 3.7 Let q : X −→ S be a morphism of finite type of noetherian
schemes , F ,G be quasi coherent OX-modules and F1 be a coherent OX-
submodule of F . Let D : F −→ G be a differential operator relative to S of
some order N . Then G1 := OX ·D(F1) ⊂ G is a coherent submodule of G .

Proof: The operatorD corresponds to anOX -linear map D̃ : J N(F/S) −→
G . Since the construction of the jet-modules is functorial, there is an induced
homomorphism of J N(X/S)-modules

J N(F1/S) −→ J N(F/S)

with coherent image J1 ⊂ J N(F/S) , since the jet-module J N(F1/S) is a
coherent OX -module.
From the representing property (Lemma 3.2), it follows that dNF/S(F1) ⊂ J1.

(Put I1 = J N(X/S) · dNF/S(F1) and apply this lemma to obtain that there

is an equality I1 = J1 . But then D(F1) ⊂ D̃(J1) ⊂ G is coherent. �

Corollary 3.8 Let q : X −→ S be a morphism of finite type of noetherian
schemes and F1,F2 be quasicoherent sheaves on X that are both countable
unions of its coherent subsheaves. Let D : F1 −→ F2 be a differential opera-
tor relative to S of some order N ∈ N . Then, D can be written as a union
(inductive limit) of differential operators Dn : Fn

1 −→ Fn
2 , n ∈ N .

Proof: Let F =
⋃

n∈NF
n
1 . By the previous corollary, for all n ∈ N ,

Fn
2 := OX ·D(Fn

1 ) is a coherent subsheaf of F2 and we put

Dn : Fn
1 −→ Fn

2 ∀n ∈ N.

�

6



4 Differential operators in families

The basic setting of this section is a proper morphism of finite type of noethe-
rian schemes q : X −→ S and coherent sheaves Ei, i = 1, 2 on X , flat over S,
equipped with a differential operator D : E1 −→ E2 of some order N relative
to S. We want to study the sheaf of q−1(OS)-modules ker(D) .

Proposition 4.1 With notation as above, let S = SpecA be affine with A
being a noetherian ring. The functor

H0(X, ker(D ⊗A id(−)) : (A−Mod) −→ (A−Mod)

M 7→ H0(X, ker(D ⊗A idM))

is naturally equivalent to a functor HomA(Q,M), where the A-module Q is
uniquely determined by D and is finitely generated.

Remark 4.2 Observe that by Lemma 3.5 for each A-module M , the A-linear
map D⊗A IdM : E1⊗AM −→ E2⊗AM is again a differential operator relative
to A, so we can apply the technique of Grothendieck to study the kernel of
the differential operators on the fibres of the morphism q .

Proof: Let 0 −→ M ′ −→ M −→ M ′′ −→ 0 be a short exact sequence of
A-modules. Since Ei, i = 1, 2 are flat over A, we get a short exact sequence
of triples

0 −→ E ⊗A M ′ −→ E ⊗A M −→ E ⊗A M ′′ −→ 0,

where E is the triple E1
D

−→ E2 . Then, taking kernel sheaves is a left exact
functor and then, taking H0(X,−) is also a left exact functor and so is the
composition.
The representability of H0(X, ker(D⊗A id−)) by a functor HomA(Q,−) fol-
lows from [2][chapter III,p.286, Remark 12.4.1]. By standard cohomology
and base change, (see [2][chapter III,12, Proposition 12.4]), the functor

(A−Mod) −→ (A−Mod) M 7→ H0(X, E ⊗A M)

is representable by a functor HomA(P,−) where P is an A-module of finite
type. From the inclusion of functors

H0(X, ker(D ⊗A id(−))) →֒ H0(X, E ⊗A Id(−))

we get by uniqueness of the representing A-modules Q and P a homomor-
phism of A-modules f : P −→ Q . I claim that f is surjective. Let Q′

be the image of P by f in Q . The injective homomorphism of A-modules
HomA(Q,M) →֒ HomA(P,M) factors as

HomA(Q,M) −→ HomA(Q
′,M) −→ HomA(P,M).

Thus, the first A-linear map HomA(Q,M) −→ HomA(Q
′,M) has to be in-

jective for each A-module M .
Consider the short exact sequence

0 −→ Q′ −→ Q −→ Q/Q′ −→ 0.

7



If Q 6= Q′ ,put M = Q/Q′ and we get a short exact sequence

0 −→ HomA(Q/Q′, Q/Q′) −→ HomA(Q,Q/Q′) −→ HomA(Q
′, Q/Q′).

If Q/Q′ 6= 0, the first Hom-module is always nonzero, since it containes
idQ/Q′ . But then the second map cannot be injective. Thus it follows Q = Q′

and P −→ Q is surjective. Since P is finitely generated, so is Q. �

From the proof just given it follows the following simple

Lemma 4.3 Let A be a noetherian ring , F1, F2 : (A−Mod) −→ (A−Mod)
be two left exact functors and φ : F1 −→ F2 be a natural transformation
that is for all M ∈ (A − Mod) injective. Let Q1, Q2 be the representing
A-modules, i.e.,

F1
∼= HomA(Q1,−) and F2

∼= HomA(Q2,−).

Then, the homomorphism Q2 −→ Q1 induced by φ is surjective.

Proposition 4.4 ( Affine base change property of the kernel)
Let A −→ B be a homomorphism of noetherian rings and XA −→ SpecA
be a proper scheme of finite type over A, D : E1 −→ E2 be a differential
operator relative to A with E1, E2 coherent sheaves, flat over A. Let Q be the
A-module, representing the functor

H0(XA, ker(D⊗AId−)) : A−Mod −→ AMod, M 7→ H0(XA, ker(D⊗AIdM)).

Let XB −→ SpecB, Ei ⊗A B, i = 1, 2 and DB : E1,B −→ E2,B be the based
changed data.
Then, the B-module QB, representing the functor

H0(XB, ker(DB⊗BId−)) : B−Mod −→ B−Mod, M 7→ H0(XB, ker(DB⊗BIdM))

is isomorphic to Q⊗A B .

Remark 4.5 Observe, that we do not claim that the push-forward of the
kernel commutes with base change. We only claim that the representing A-
module Q commutes with base change.

Proof: First, the functor in question is representable by some B-module
QB since the base changed data fullfill all requirements of Proposition 4.1.
Now let M be a B-module. Let q : XB −→ XA be the affine projection.
Then

H0(XB, ker(DB ⊗B IdM)) = H0(XB, ker(D ⊗A B ⊗ IdM)) =

H0(XA, q∗(ker(D ⊗A B ⊗B IdM)) = H0(XA, ker(D ⊗A M)),

M viewed as an A-module via the map A −→ B . We only have to observe
that on XB there is an exact sequence of sheaves of B-modules

0 −→ ker(DB ⊗B IdM) −→ E1,B ⊗B M −→ E2,B ⊗B M

8



and that q∗ is a left exact functor. Hence, we get

q∗ ker(DB ⊗B IdM) = ker(q∗(DB ⊗B IdM)) = ker(D ⊗A IdM).

Thus,

H0(XB, ker(DB ⊗B ⊗ IdM)) ∼= HomA(Q,M) ∼= HomB(Q⊗A B,M)

since any homomorphism of an A-module Q into a B-module M factors
uniquely through Q⊗A B .
The assertion follows by the uniqueness of the representing module QB . �

Corollary 4.6 Let q : X −→ S be a proper morphism of finite type of
noetherian schemes and D : E1 −→ E2 be a differential operator between
coherent sheaves that are flat over S. Then, there exists a coherent sheaf
Q on S such that for all quasicoherent OS-modules F we have a canonical
functorial isomorphism of sheaves on S

φ(F) : q∗(ker(D ⊗OS
IdF))

∼=
−→ HomOS

(Q,F).

Proof: Let S =
⋃n

i=1 SpecAi and put SpecAij = SpecAi ∩ SpecAj . Let-
ting A = Ai and B = Aij , we know by the previous proposition that
there are isomorphisms φij : Qij

∼= Qi ⊗Ai
Aij , where Qi, Qij are the repre-

senting Ai, Aij-modules for the morphism q restricted to SpecAi, SpecAij ,
respetively. Furthermore, these isomorphisms are unique (basically by the
Yoneda lemma). Thus, the isomorphisms φij satisfy the cocycle condition
and the finitely generated Ai-modules Qi glue to a coherent OS-module Q .
Now, that for each coherent OS-module F , the homomorphism φF is an iso-
morphism is a local question and this is clear by the affine case S = SpecA .

�

We have the following important

Proposition 4.7 (Upper semicontinuity of the kernel dimension)
Let q : X −→ S be a flat, proper morphism of finite type of noetherian
schemes, E1, E2 be coherent sheaves on X, flat over S and D : E1 −→ E2 be a
differential operator relative to S of some order N ∈ N . Then, the function

S 7→ N0, s ∈ S 7→ h0(Xs, ker(Ds))

where Ds = D ⊗OS
κ(s) is upper semicontinuous on S.

Proof: First, this is a question local on S , so we may assume that S =
SpecA for some noetherian ring A. Then, the statement follows by the
same arguement as in [2][chapter III, p.288 Theorem 12.8, case i=0], since
the representing A-module Q is finitely generated. One can also show this
directly, since if s ∈ S is a scheme point, we have

H0(Xs, ker(Ds)) = HomA(Q, κ(s)) = HomA(Q,OS,s/mS,s) =

HomA(Q,Ap/pAp),

9



where the prime ideal p ∈ SpecA corresponds to s ∈ S . But each homomor-
phism φ from a finitely generated A-module Q to an Ap-module N factors
through Qp (since Q⊗A Ap = Qp ) and, then pQp has to go to zero. Thus,

H0(Xs, ker(Ds)) = HomA(Q, κ(s)) = ˇ(Qp/p ·Qp),

where the dual is taken over κ(s) and it is well known that the fibre dimension
of a coherent OS-module is an upper semicontinuous function. �

From this, we can derive the following local-to global principle.

Corollary 4.8 Let q : X −→ S be a morphism of finite type of noethe-
rian schemes with S = SpecA be integral and affine and E1, E2 be coherent
sheaves on X flat over S and D : E1 −→ E2 be a differential operator over
S. If for a Zariski dense set of points s ∈ S, the kernel of Ds : E1,s −→ E2,s
on Xs is nonempty, then the kernel of D is nonempty on X.

Proof: The question is local on S, so letX = SpecA . The finitely generated
A-module Q with

HomA(Q,M) ∼= H0(X, ker(D ⊗A IdM))

can in this case not be a torsion module. Let Q′ := Q/Qtors . Then

HomA(Q
′, A) = HomA(Q,A) = H0(X, ker(D))

is nonempty because the dual of a torsion free module on an integral scheme
is always nonzero torsion free. �

Corollary 4.9 (Specialization Property) Let (R,m, k) be a local ring which
is an integral domain with quotient field K = K(R) . Let XR −→ SpecR be
a proper morphism of finite type, E1, E2 be coherent sheaves on XR , flat
over R and DR : ER −→ ER be a differential operator relative to R. If
DK : EK −→ EK possesses a nonzero solution, then so does Dk : Ek −→ Ek .

Proof: We know, that the functor

H0(XR, ker(D ⊗ idM)) : R−Mod −→ R−Mod

is naturally equivalent to the functor

HomR(Q,−) : R −Mod −→ R−Mod

for some finitely generated R-module Q. Putting M = K(R), we know
that HomR(Q,K(A)) is nonempty which implies that Q cannot be a torsion
module and has positive rank. Putting M = R/m we get H0(Xk, kerDk) ∼=
HomR(Q,R/m) which is nonzero since Q/mQ is a nonzero k-vector space.

�
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Proposition 4.10 Let A be a noetherian ring and An
A −→ SpecA be affine

relative n-space over SpecA . Let D : A[x]⊕r −→ A[x]⊕r be a differential
operator relative to A. Then the function

φ : SpecA −→ N0, s ∈ SpecA 7→ dimκ(s) kerDs

is upper semicontinous with respect to the countable Zariski-topology on SpecA
which is the topology, where closed sets are countable unions of Zariski-closed
subsets of SpecA .

Proof: We consider the standard compactification j : An
A →֒ Pn

A and we
get a differential operator

j∗D : j∗A[x]
⊕r =

⋃

n∈N0

OA(n)
⊕r −→ j∗A[x]

⊕r =
⋃

n∈N0

OA(n)
⊕r

(by the push-forward property of differential operators).
For each n ∈ N , let Dn = D|OA(n)⊕r . By Lemma 3.7 and Corollary 3.8 there
are minimal integers mn

1 , ..., m
n
r such that j∗D(OA(n)

⊕r) ⊆
⊕r

i=1OA(m
n
i ) .

We know that

ker(D) ∼= H0(Pn
A, ker(j∗(D))) ∼=

⋃

n∈N0

H0(Pn
A, kerDn).

Each Dn is a differential operator of coherent sheaves and by Proposition 4.1,
for each n ∈ N0 there exists a finitely generated A-module Qn such that

H0(Pn
A, ker(Dn ⊗A IdM)) ∼= HomA(Qn,M).

For each n ∈ N0 we have an inclusion of functors

ker(Dn ⊗A IdM) ⊆ ker(Dn+1 ⊗A IdM).

This is so because for each n ∈ N0, there are exact sequences

0 −→ OA(n)
⊕r −→ OA(n+ 1)⊕r −→ O⊕r

P
n−1

A

(n+ 1) −→ 0 and (1)

0 −→
n⊕

i=1

OPn
A
(mn

i ) −→
r⊕

i=1

OPn
A
(mn+1

i ) −→
r⊕

i=1

OHn+1

i,A
(mn+1

i ) −→ 0. (2)

The subscheme Hn+1
i,A ⊂ Pn

A is defined over k since it is defined by the exact
sequence

0 −→ OPn
k
(−mn+1

i +mn
i ) −→ OPn

k
−→ OHn+1

i
−→ 0,

where the first inclusion is given by multiplication by x
mn+1

i −mn
i

n+1 , where xn+1 =
0 is the hyperplane at infinity. Thus Hn+1

i is a thick P
n−1
k and OHn+1

i,A
=

OHN+1

i
⊗k A is thus flat over A.

Since the right hand sides of these two exact sequences are A-flat, tensoring
with the A-module M gives exact sequences and

ker(Dn ⊗ IdM) ⊆ ker(Dn+1 ⊗A IdM)

11



as claimed. From the inclusion of functors

ker(Dn ⊗A IdM) ⊆ ker(Dn+1 ⊗A IdM), n ∈ N0

we get by Proposition 4.1 representing finitely generated A-modules Qn for
the functors

M 7→ H0(Pn, ker(Dn ⊗ IdM))

and by Lemma 4.3 surjections of finitely generated A-modules Qn+1 ։ Qn

and for each A-module M

ker(j∗D ⊗A IdM) =
⋃

n∈N0

ker(Dn ⊗A IdM)

as Zariski sheaves on Pn
A .

For each A-module M , we get

H0(Pn
A, ker j∗D ⊗A M) = lim

−→
n∈N0

HomA(Qn,M).

Putting M = κ(s) = Aps/ps · Aps for s ∈ SpecA , we get that

kerDs
∼= H0(Pn

κ(s), ker j∗Ds) = lim−→
n∈N0

HomA(Qn, κ(s)).

Since Qn+1 ։ Qn are surjections, we have that

dimκ(s) ker(Ds) = sup
n∈N0

dimκ(s)HomA(Qn, κ(s)) = sup
n∈N0

dimκ(s) kerDn,s.

Since by Proposition 4.7, ker(Dn,s) is an upper semicontinuous function on
SpecA with respect to the Zariski-topology, we get that kerDs is as the
countable supremum of upper semicontinuous functions upper semicontinu-
ous with respect to the countable Zariski-topology.
(the set {s ∈ SpecA| dimker(Ds) < r} is the countable intersection of the
Zariski-open subsets

{s ∈ SpecA| dimκ(s)(ker(Dn,s)) < r}.)

�

We have the following

Corollary 4.11 Let An
A be affine n-space over SpecA where A is a noethe-

rian ring and let
D : A[x]⊕r −→ A[x]⊕r

be a differential operator relative to A. If for each s in a subset V ⊂ SpecA
whose closure in the countable Zariski topology is equal to SpecA the kernel
of Ds is nonempy, then the kernel of D is a nonzero A-module.

Proof: This follows from the upper-semicontinuity of the dimension of the
kernel in the countable Zariski-topology. �

We come to our basic theorem, saying roughly that a very general linear
partial differential operator on An

K
, or more generally on an affine integral

12



scheme of finite type over K, K being an uncountable base field, in particular
K = R,C, has kernel zero, i.e. no nonzero solutions.
Let A = K[x1, ..., xm] and consider a partial linear differential operator D :
A⊕r −→ A⊕r of some order N . The operator D is then given by an (r× r)-
matrix (Dij) with Dij : A −→ A of order ≤ N . Thus each Dij can be
written as

Dij :=
∑

|I|≤N

aI,i,j(x) · ∂
|I|/∂xI ,

where ai(x) is a polynomial in the variables xi, i = 1, ..., m . The most easy
way to define a total parameter space of all differential operators of order
≤ N on A⊕r is to bound the degree of the polynomials aI,i,j(x) , say to
M ∈ N and consider the coefficients aJ,I,i,j of

aI,i,j(x) =
∑

J

aJ,I,i,j · x
J

as free variables tJ,I,i,j . Let

B := K[tJ,I,i,j | |I| ≤ N, |J | ≤ M, 1 ≤ i, j ≤ r],

and Spec(A ⊗K B) = A
m ×k A

K for a certain K and we have a universal
partial differential operator

Du := (Du
ij) : K[x, t]⊕r −→ K[x, t]⊕r,

where for 1 ≤ i, j ≤ r we have

Du
ij =

∑

I,|I|≤N

(
∑

J,|J |≤M

tI,J,i,j · x
J) · ∂|I|/∂xI

is a differential operator relative to B = K[t], (since the partial derivatives
do not involve the variables tI,J,i,j) . The kernel K := ker(D) of Du is then
a B = K[t]-module. Befor we state and prove the theorem, we give an easy
lemma which is simple linear algebra.

Lemma 4.12 With notation as just introduced, let D := (Dij) be a linear
partial differential operator on A⊕r of order ≤ N such that Dij = 0 for j >
i and Di,i = a∅,i,i[x] is a nonzero polynomial. Then ker(D) = (0) .

Proof: Assume that (a1, ..., ar) ∈ ker(D), where some ai is a nonzero poly-
nomial. Let i be minimal such that ai(x) 6= 0 , i.e.,

(a1, ..., ar) = (0, ..., 0, ai, ai+1, ..., ar).

Then

D(0, ..., 0, ai, ai+1, ..., ar) = (Dij) · (0, , ..., 0, ai, ..., ar) =

(D1,1 · 0, D21 · 0 +D2,2 · 0, ..., Di,1 · 0 +Di,2 · 0 + ... +Di,i · ai, ...., )

which is by assumption the zero vector, in particular Di,i · ai = 0. But Di,i

was given by a nonzero polynomial and K[x] possesses no zero divisors, hence
ai = 0 in contradiction to the assumption that ai 6= 0 . Thus (a1, ..., ar) = 0 .

�
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Theorem 4.13 Let A = K[x1, ..., xm], K = R,C or an arbitrary uncount-
able base field. With notation as just introduced, let

Du = (Du
ij) : K[x, t]⊕r −→ K[x, t]⊕r

be the universal differential operator, i.e., the universal family of differential
operators of order ≤ N where the polynomial coefficients have degree ≤ M .
Let K be the number of parameter variables tI,J,i,j .
Then for very general c ∈ KK the kernel ker(Dc) = 0 consists only of the
zero vector.
In particular, if m = 1 , i.e., the case of ordinary linear differential algebraic
operators, for very general c there is no nonzero algebraic solution.

Proof: By Proposition 4.10, the function

ker(Dt) : A
K
K
−→ N0

is upper semicontinuous with respect to the countable Zariski-topology on
AK

K
. As shown in the previous lemma there are operators with zero kernel in

the above family. The operators with zero kernel are just the operators with
dimension of the kernel < 1, which is then a countable, nonempty intersection
of Zariski-open subsets of AK

K
. The complement is then a countable union of

Zariski closed proper subsets of AK
K

which is nowhere dense in the classical
topology. �

As a special case, we consider differential operators with constant coefficients.
Let A = K[x1, ..., xm]. A differential operator A⊕r −→ A⊕r is given by an
r× r-matrix (Dij) where each Dij =

∑
I,|I|≤N aI,i,j · ∂

|I|/∂xI with aI,i,j ∈ K .
We can define the universal family of differential operators with constant
coefficients

Du,c,r : (Du,c,r
ij ) : K[x, tI,i,j | |I| ≤ N, 1 ≤ i, j ≤ r]⊕r −→ K[x, t]⊕r

Dij :=
∑

I

tI,i,j · ∂
|I|/∂xI ,

Proposition 4.14 Let A = K[x1, ..., xm] and consider the above defined
universal differential operator with constant coefficientsDu,c,r : A⊗KK[t]⊕r −→
A ⊗K K[t]⊕r . Then for very general (c) ∈ KK , the differential operator Dc

has zero kernel.

Proof: This follows from Theorem 4.16 and the fact that this universal
family of operators with constant coefficients contains the identity operator
which has zero kernel. �

It would be very interesting to find more special algebraic families of differen-
tial operators with very general kernel zero. By Lemma 4.12 and Theorem 4.13
we have e.g. the following

14



Corollary 4.15 Let Du,∆,M : K[x][t]⊕r −→ K[x][t]⊕r , the universal family
of all differential lower triangular operators (Dij) with polynomial coefficents
of degree ≤ M with Dij = 0 for j > i and

Dii = ai(x) +
∑

I,|I|≤N

(
∑

J,|J |≤M

tI,J,ix
J) · ∂|I|/∂xI

where ai(x) is a fixed nonzero polynomial and the ti,j,J,I being the universal
parameters. Then for very general c ∈ KK , the operator ker(Dc) = 0 is zero.

Proof: �

We generalize the above theorem to the following principle.

Theorem 4.16 Let A be an integral K-algebra of finite type and M be a
torsion free A-module of rank r and let D : M ⊗K B −→ M ⊗K B be a
family of differential operators on M of order ≤ N , where B is an integral
K-algebra of finite type. Assume that the family D contains the identity
operator, or some other differential operator with kernel zero. Then, for very
general ms ∈ SpecB , the operator Ds = D ⊗B κ(s) has zero kernel.

Proof: First, let SpecA0 ⊂ SpecA be a Zariski open subset, where M is a
free A-module. It suffices to show, that the family D restricted to SpecA0

has zero kernel for very general s ∈ SpecB . I.e., we get a family

D0 : M |SpecA0
⊗KB −→ M |SpecA0

⊗KB.

There is an inclusion resA,A0
: M ⊗K B →֒ M |SpecA0

⊗KB since M was
assumed to be torsion free and thus ker(D) ⊂ ker(D0) . (Remember that

the kernel forms a Zariski sheaf on SpecA which is a subsheaf of M̃ and
therefore has injective restriction maps rU,V , since M is torsion free) .
So we are reduced to the case that M is a free A-module.
We now have to find an integral compactification. This is easy. Embedding
SpecA into some An

K
and then into Pn

K
and taking the closure of SpecA in

P
n with the reduced scheme structure, we find an integral compactification

of finite type X of SpecA . By blowing up X\ SpecA we can assume that
X\ SpecA is the support of an effective Cartier divisor. Then,

XB := X ×K SpecB and DB := D ×K SpecB

are flat over SpecB and SpecB ⊗K A = SpecA ×K SpecB sits inside XB

via the open immersion jB with complement DB . We have that

jB∗A
⊕r =

⋃

n∈N0

OXB
(nDB)

⊕r

(just rational functions on XB with poles of finite order along DB ). So
the proof of Theorem 4.13 carries over verbatim. For each n ∈ N , there
is an integer mn such that jB∗D(OXB

(nDB)
⊕r) ⊂ OXB

(mnDB)
⊕r and the

subscheme Hn.B ⊂ XB defined by

0 −→ OXB
((mn −mn+1)DB) −→ OXB

−→ OHn,B
−→ 0

15



is flat over B since it is defined over K (by a multiple of the section defining
the effective Cartier divisor D).
Thus, the function kerDs : SpecB −→ N0 is upper semicontinuous with
respect to the countable Zariski topology. Since the set of all s ∈ SpecB
where ker(Ds) = 0 is nonempty (the identity operator has kernel zero) and
is the countable intersection of Zariski-open subsets, for very general s ∈
SpecB, the kernel of Ds is zero. �

Remark 4.17 Observe, that the compactification is defined over K but that
the differential operator jB∗D is defined over B. The only thing we need
is Lemma 3.7 and Corollary 3.8, saying that a differential operator between
quasicoherent sheaves, that are unions of coherent subsheaves can be written
as a union of differential operators between these coherent subsheaves (follows
from the fact that the relative jet-modules of a morphism of finite type between
noetherian schemes are coherent).

If A is an arbitrary integral K-algebra of finite type and M is a torsion free
A-module, we have that DON(M,M) is a finitely generated A-module. We
can write DON(M,M) =

⋃
n∈N Vn where all Vn are finite dimensional K-

vector spaces containing IdM . Viewing each Vn as an affine space A
Kn
K

over
K , there is a differential operator

Du,n : M ⊗K K[t] −→ M ⊗K K[t]

relative to K[t]. We make the convention that the point 0 corresponds to the
identity operator, i.e., we write a′∅,i,j(x, t) = 1+a∅,i,j(x, t) . By the above the-
orem, for each n ∈ N , for very general v ∈ Vn , the kernel of D

u,n
v is zero. We

can view DON(M,M) as an infinite affine K-space endowed with the induc-
tive limit topology, that is an affine Ind-scheme over K . The topology does
not depend on the choosen exaustion DON(M,M) =

⋃
n∈N Vn . We consider

on DON(M,M) the countable Ind-Zariski-topology, which is the inductive
limit of the countable Zariski-topologies on Vn. Then, by Theorem 4.13, the
set of all v ∈ DON(M,M) such that ker(Dv) = (0) is open with respect to
the countable Ind-Zariski-topology. We thus have the following

Theorem 4.18 With notation as above, with respect to the Ind-Zariski-
topology, a very general partial linear differential operator in the infinite di-
mensional affine space DON(M,M) has kernel zero.

Proof: �

We have the following simple application which makes use of the fact that
KK is a Baire topological space.

Proposition 4.19 Let A be an integral K-algebra, M be a finitely generated
A-module and

M ⊗K K[t] −→ M ⊗K K[t]

be a differential operator on M ⊗K K[t] relative to K[t] , i.e., an algebraic
family of differential operators Dc with c ∈ KK .
Given c ∈ KK and ǫ > 0 , there is c′ ∈ B(c, ǫ) such that ker(Dc′) = 0 .
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Proof: This follows from the fact that KK with the classical topology is a
Baire topological space. Then, an open ǫ-ball around some c ∈ KK cannot
be the countable union of Zariski-closed subsets which are nowhere dense. �

Remark 4.20 This says, that given a linear partial differential operator on
M , one can achieve by arbitrary small changes of its coefficients, that the
kernel is zero.

Proposition 4.21 With notation as above, let V := DON(M,M) =
⋃

n∈N Vn

(we again make the convention that the identity operator corresonds to the
zero vector) and give V the lc-inductive limit topology, where each Vn is
equipped with the classical topology. This is the finest lc-topology on V . Then,
the set C ⊂ V , of all v ∈ V with ker(Dv) = 0 has empty interior.

Proof: Suppose to the contrary that C◦ 6= ∅. Then C◦ is a nonempty open
subset of V and is of the form a0 + U where U is a neighbourhood of zero
in V and contains the absolutely convex hull of open neighbourhoods of zero
0 ∈ Un ⊂ Vn ,

U ⊇ axc(Un | n ∈ N).

Let a0 lie in Vn0
. Then A◦ ∩ Vn0

⊇ a0 + Un0
, which is a nonempty open

subset in Vn0
which is a contradiction to Proposition 4.19. Thus, C◦ = ∅ .

�

An application of the same principle works for families of differential opera-
tors with finite dimensional kernel. We first prove the following

Lemma 4.22 Consider on k[x]⊕r a lower triangular differential operatorD =
(Dij) of the following form:

D =




∂1/∂1x 0 0 · · · 0
D21 ∂1/∂1x 0 · · · 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dr1 Dr2 Dr3 · · · ∂1/∂1x,




where each Dij has constant term zero. Then, the kernel of D consists pre-
cisely of the vectors of constant functions and consequently has finite dimen-
sion r.

Proof: Let (a1(x), ..., ar(x)) be in the kernel ofD. First, we have ∂1/∂1x(a1(x)) =
0 and thus a1(x) = c1 ∈ K . Suppose by way of induction, we have proven
that ai(x) = ci for 1 ≤ i ≤ m < r . Then

m+1∑

i=1

Dm+1,iai(x) = Dm+1,1c1 +Dm+1,2c2 + ... + ∂1/∂1x(am+1(x)) = 0

from which it follows ∂1/∂1x(am+1(x)) = 0 because all Dm+1,i have zero
constant term. Thus am+1(x) = cm+1 and the claim is proved. �
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Proposition 4.23 Consider the following algebraic family of ordinary homge-
nous linear differential operators

D = (Dij) : K[x, t]⊕r −→ K[x, t]⊕r

with the following properties.

1 D0 is lower triangular and Dii,0 = ∂1/∂1x for 1 ≤ i ≤ r ;

2 for all c ∈ AK
K
, Dc,i,j has no constant term.

Then, the very general operator in this family has finite nonzero kernel of
dimension 1 ≤ dim(ker(Dc)) ≤ r.

Proof: Obviously under the assumtions made, for each operator Dc , the
kernel contains the vectors of constant functions. By the previous lemma,
the family contains operators with kernel dimension r. The result follows by
upper semicontiuity of the kernel dimension in the countable Zariski-topology.

�

This gives a lot of examples of ordinary linear differential operators with
kernel dimension r. I think now the principle has become clear. Take any
linear partial differential operator where we know the kernel and then vary
it in an algebraic family to produce new operators with this property.
There are furthermore relatively simply methods to produce more families
of differential operators with nonzero, or if n ≥ 2 , with infinite dimensional
kernel. The most natural familiy of operators on K[x]⊕r −→ K[x]⊕r with
infinite dimensional kernel is given by all D = (Dij), where

Dij =
∑

I,|I|≤N

aI,i,j · ∂
|I|/∂xI ,

where all aI,i,j = 0 if i1 6= 0, where I = (i1, ..., in) and ai,j,∅ = 0 . Then,
K[x1]

⊕r ∈ ker(D) and ker(D) is infinite dimensional. It is easy to construct
the universal family which is a linear affine subspace L in the total parameter
space.
The idea is that the presentation of a differential operator D := (Dij) , de-
pends

a On the choice of algebraic coordinates on An
K
, i.e., polynomial functions

xi′ := φi(x) such that

φ := φ : K[x] −→ K[x] xi 7→ φi(x)

is an automorphims of the free K-algebra K[x].

b On the choice of a K[x]-basis of K[x]⊕r.

E.g., if A = K[x]f , f ∈ K[x] and D : ∂1/∂1x : A −→ A , then the absolute
term of D is zero, but this depends on the choice of basis for the free A-
module A = A · e . If we choose the basis e′ = 1

f
e , then the same D in the

basis e′ is given by

D′(h) =
1

f
D(f · h) =

1

f
· ∂1/∂1x(fh) = ∂1/∂1x(h) +

∂1/∂1x(f)

f
· h
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and the absolute term is nonzero for general f ∈ K[x] . In the basis e′i
this is the same differential operator and has in particular the same kernel
dimension. Putting e′i = ei , we get a new different operator with the same
kernel.
The arguement with the algebraic basis of K[An

K
] is the same. Rewrite a

given differential operator in a new basis x′
i = φi(x) (there we need the

transformation behavior of the differentials d1φi(x) which is given by the
Taylor formulas and put x′

i = xi to get a new differential operator.
Let GLr(K[x]) be the general linear group of all matrices (pij) such that
det(pij) is invertibel in K[x] . If K = C, since any nonconstant polynomial
possesses a nonzero solution, the determinant det((pij)) has to be a nonzero
complex number. We do not view this as a group scheme over K[x] but as
an ”infinite dimensional algebraic group” over K .
Likewise, by Gln2 (K) we denote the automorphism group of the free K-algebra
K[x1, ..., xn] . This can also be viewed as in infinite dimensional algebraic
group. We then have the following

Theorem 4.24 Let V = DON(K[x]⊕r) be the universal parameter space of
linear partial differential operators D : K[x]⊕r −→ K[x]⊕r . Then, the group
Glr(K[x]) and the group Gln2 (K) act on V , where the first action is given by

A ◦D = A−1 ·D · A for A ∈ Glr(K[x]) and D ∈ V.

Corollary 4.25 Let L ⊂ V = DON(K[x]⊕r) be the familiy of differential
operators D = Dij with a∅,i,j = 0 and aI,i,j = 0 if i1 6= 0, which has infinite
dimensional kernel. For arbitrary g ∈ Glr(K[x]) or g ∈ Gln2 (K) , we get
families g ◦ L ⊂ V with infinite dimensional kernel.

Observe, if the automorphism φ simply permutes the variables, we get affine
subspaces Lj for each j = 1, ..., n .
We also know that the cardinality of all families with infinite dimensional
kernel is countable, so the quotient of G by the stablizer of L ⊂ V must be
discrete.
A very important question would be the following

Question-Conjecture 4.26 Let V r,n,N := DON(K[x]⊕r) be the universal
parameter space of linear partial differential operators on K[x1, ..., xn]

⊕r of
order ≤ N and L ⊂ V r,N,n be the affine subspace of all (Dij) with a∅,i,j = 0
and aI,i,j = 0 if i1 6= 0 . As g runs through Glr(K[x]) or Gln2 (K) , or the
correctly defined (semi)-direct product, are the families g ◦L all families with
infinite dimensional algebraic kernel?

As a final application of Proposition 4.7 we treat the complete case.

Proposition 4.27 Let X be a complete algebraic scheme of finite type over
a base field k, or, more generally a complete algebraic space of finite type over
k and E be a coherent sheaf on X. Let N ∈ N be given. Then, the general
differential operator D : E −→ E has zero kernel.
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Proof: The sheaf

DON(E , E) = HomOX
(J N(E/k), E)

is coherent and thus V := H0(X,DON(E , E)) is a finite dimensional k-vector
space. There is a universal differential operator Du : p∗E −→ p∗E on X×k V
relative to V , where

p : X ×k V −→ X and q : X ×k V −→ V

are the projections. The morphism q is flat and proper, and p∗E is flat over
V . Thus, we may apply Proposition 4.7 (semicontinuity) to conclude that
there is a Zariski-open subset U ⊂ V such that for u ∈ U , ker(Du) = 0 .
The open subset is nonzero since it contains the identity operator IdE . �

4.1 Flat extension of differential operators over the

complex numbers

As any coherent structure over the complex numbers, given a complete com-
plex algebraic variety XC, coherent sheaves E1,C, E2,C and a differential oper-
ator

DC : E1,C −→ E2,C,

by standard technique we can find a finitely generated Z-algebra R ⊂ C , an
integral variety XR, proper over R and coherent sheaves E1,R, E2,R, flat over
R and a relative differential operator DR : E1,R −→ E2,R over R, extending
D from C to R. The only thing one has to observe, is that the jet module
J N (E1,C/C) is a fixed coherent sheaf on XC . We then have the following

Corollary 4.28 With notation as above, let (XR, E1,R, E2,R, DR) be a flat
extension of a differential operator

E1,C, E2,C, DC

on XC to the spectrum of a finitely generated integral Z-algebra R. If for a
dense set of points y ∈ SpecR with char(κ(y)) = p > 0 a nonzero solution
exists for Dy , then for DC a nonzero solution exists.

Proof: The representing R-module Q cannot be a torsion module, i.e., is
nonzero over the generic point of R which corresponds to the quotient field
K(R) ⊂ C . But then HomR(Q,C) = H0(XC, kerDC) is nonzero. �

This corollary opens up the possibility to use characteristic p-methods in
the study of differential operators over the complex numbers, at least in the
complete case. The problem with the affine case is that if R is a finitely gen-
erated Z-algebra, the set of prime ideals is countable, and thus the countable
Zariski-topology is the discrete topology.
In forthcoming papers, we want to further investigate algebraic families of
differential operators on affine integral schemes over K and, in particular
study the supports of the kernel sheaves which can also be viewed as pro-
jective varieties since the kernel sheaves are invariant under scaling with a
constant from the base field.
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Remark 4.29 As the jet-module formalism and cohomology and base change
are also available in the complex analytic setting, in principle, the same theo-
rems hold in the complex analytic category. For noncompact base spaces, one
obviously faces the problem, that not each manifold or complex analytic space
and each differential operator is compactifyable.

References

[1] Stefan Günther. Higher differential calculus in commutative algebra and
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