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Convergence to equilibrium due to collisions with

external particles

A.A. Lykov ∗, V.A. Malyshev∗

December 21, 2018

Abstract

We consider a class of “most non ergodic” particle systems and prove that for most of

them ergodicity appears if only one particle of N has contact with external world, that is

this particle collides with external particles in random time moments.
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1 Introduction

In this paper we prove the main results of our previous paper [7] under more realistic assump-
tions. In [7] the external force was assumed to consist of 2 terms – continuous time random
gaussian process (white noise) and simplest deterministic dissipative force −αv. Now we con-
sider the collisions of one internal particle with external particles having random velocities at
random time moments. We show that the results appear to be quite similar to [7].

2 Model and results

2.1 Hamiltonian dynamics

We consider system of N point particles in R
d with the linear phase space

L = R
2dN =

{

ψ =

(

q
p

)

: q =(q1, . . . , qN)
T , p =(p1, . . . , pN)

T , pk, qk ∈ R
′d
}

,

where ()T means transposition. Coordinates and momenta qk = (qk1, . . . , qkd)
T , pk = (pk1, . . . , pkd)

T ,
are also considered as column vectors, so ψ is a column vector. L has obvious direct sum rep-
resentation

L = l
(dN)
2 ⊕ l

(dN)
2 , l

(dN)
2 = R

dN .

Introduce the Hamiltonian

H(ψ) =
N
∑

k=1

|pk|2
2M

+
1

2
(q, V q), (1)

where M > 0, and V is a positive definite (dN × dN)-matrix.
The evolution is defined by the following Hamiltonian system of equations on L:

q̇kj =
∂H

∂pkj
, (2)

ṗkj =− ∂H

∂qkj
, (3)

where k = 1, . . . , N, j = 1, . . . , d. The system (2), (3) can be rewritten as

ψ̇ = Aψ, A =

(

0 1
M
E

−V 0

)

(4)

The solution ψ(t) of (4) with initial conditions ψ(0) is

ψ(t) = etAψ(0).

2.2 Collisions

Fix some particle, say with number n = 1 and assume that at random time moments

0 = t0 < t1 < . . . < tk < . . .

the velocity of this particle changes instantaneously somehow, that is there are jumps p1(tk−) →
p1(tk). On the intervals [tk−1, tk) the dynamics is defined by the equations (2), (3) with the
corresponding initial conditions ψ(tk−1). We interpret the nature of these jumps as collisions
with external particles on short time scale.

We use three exact models of “collisions”: concrete 1-1, 1-d, and abstract, 2.
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Condition 1-1 Assume that masses of external particles are equal to m and internal masses
are equal to M > m (this condition is not necessary for our goals, but here it is technically
convenient). We also assume that d = 1 and the collision conserves energy and momentum for
this two particle system. Then it is known that (see for example [16])

v(tk) = αv(tk−) + (1− α)uk, 0 < α =
M −m

M +m
< 1 (5)

or
p(tk) = αp(tk−) + (1− α)Muk

where v(t) is the velocity of the particle 1 at time t, and uk is the velocity of external particle
with which occurs the collision at time tk.

Condition 1-d For dimension d > 1 we assume transformation

v(tk) = Rv(tk−) + wk, (6)

with some matrix (possibly random) R satisfying the following conditions

1. the distribution of the vector wk has everywhere positive density on R
d;

2. the matrix R defines a contraction map of Rd, i.e. there exists constant 0 < α < 1 such
that

(Rp,Rp) 6 α(p, p)

for all p ∈ R
d. Or equivalently, the spectrum of the matrix RRT lies in the open unit

interval.

Condition 2 These are more general but seemingly more technical conditions:

p1(tk) = J(ξk, p1(tk−)) (7)

where ξk is a random l-dimensional vector l > 1, and

J : Rl ×R
d → R

d = {p1}

is some vector function. For example, in case 1-1 the vector ξk = uk.
Transformation J is assumed to have the following properties:

1. J is everywhere differentiable and analytic almost (w.r.t. Lebesgue measure) for any point
(g, p) ∈ Oξ ×R

d, where Oξ is some open set in R
l. For example, in case 1-1 Oξ = R

d.

2. For any p ∈ R
d the image J(Oξ, p) ⊂ R

d contains sphere of radius |p|, and for any h > 0
there exists g = g(p, h) ∈ Oξ such that

|J(g; p)| = h.

3. There exists compact subset K ⊂ L and positive constant α < 1 such that for any p /∈ K
the following inequality holds:

Eξ|J(ξ; p))|2 6 α|p|2,

Intuitively this means that kinetic energy of particle 1, being sufficiently large, should be
decreased by collisions.
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Assumptions on the nature of randomness We assume that:

1. τm = tm − tm−1, m = 1, 2, . . . , are i.i.d. random variables with positive on R+ density ρτ
such that Eτ1 <∞;

2. random vectors ξ1, ξ2, . . . , ξm, . . . are i.i.d. with distribution function Fξ. Assume that Fξ
has density ρξ with respect to Lebesgue measure on R

l, which is positive on some open
set Oξ ⊂ R

l and such that P (ξ1 ∈ Oξ) = 1;

3. the arrays (ξ1, ξ2, . . . , ξm, . . .) and (τ1, τ2 . . . , τm, . . .) are mutually independent.

Dynamics with collisions For ψ = (q, p) ∈ L, q = (q1, . . . , qN)
T , p = (p1, . . . , pN)

T and
ξ ∈ R

l we define the transformation:

JL(ξ;ψ) = ψ′ = (q′, p′),

where
q′ = q, p′1 = J(ξ, p1), p

′

k = pk, k > 1.

For simplicity we will omit index L and denote JL(·, ·) simply J(·, ·). For any t > 0 we will
consider the following transformations of L,

J(t, ξ;ψ) = J(ξ; etAψ), ψ ∈ L.

For any ψ ∈ L and any integer m > 1 define the time lengths τ1 = t1, τ2 = t2 − t1, . . . , τm =
tm − tm−1. For any t ≥ 0 we define the dynamics with collisions as follows

ψ(t) = eA(t−tm)ψm, ψm = J(τm, ξm;ψm−1), ψ0 = ψ(0).

where m is the maximal integer such that tm < t.
Note that if τk are exponentially distributed then ψ(t) is a Markov process. Moreover, the

defined random process ψ(t) is piecewise-deterministic continuous time Markov process with
trajectories continuous from the right.

2.3 Dissipative subspace

Denote by H the set of all positive definite dN × dN matrices V . Note that the set of all
symmetric matrices is the linear space of dimension dN(dN+1)

2
, and H is its open subset with

induced topology and induced Lebesgue measure λ from the space of symmetric matrices.
Define the dissipative subspace

L−(V ) = L− =

{(

q
p

)

∈ L : q, p ∈ lV

}

where lV is the subspace of RdN generated by the vectors V ke1, k = 0, 1, 2 . . ., where en, n =
1, . . . , dN is the standard basis of l(dN) = R

dN .
We say that V has completeness property if

L−(V ) = L. (8)

Further we denote ω2
1, . . . , ω

2
dN all (positive) eigenvalues of V .

Denote by H
+ the set of positive definite dN×dN matrices V having completeness property.

Denote also H
++ ⊂ H

+ the subset of matrices with completeness property and, moreover,
having spectrum such that ω1, . . . ωdN are rationally independent. Further on we assume all ωk
to be positive.
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Proposition 2.1. The set H++ is everywhere dense in the set H of all positive definite dN×dN
matrices, and moreover, the complement HrH

++ has Lebesgue measure zero.

2.4 Main results

In the theorems below the above mentioned assumptions are always assumed.

Ergodicity

Theorem 2.1. There exists probability measure π on L such that:
1) it is absolutely continuous with respect to Lebesgue measure λ on L and has positive

density;
2) for any measurable bounded function f on L and any initial condition ψ(0)

lim
T→∞

1

T

ˆ T

0

f(ψ(t))dt =

ˆ

L

f(ψ)π(dψ), a.s.

Stronger convergence of the embedded chain Denote by ψn the embedded chain:

ψn = ψ(tn). (9)

It is clear that ψn is a discrete time Markov chain. Let P (ψ,A), ψ ∈ L, A ⊂ B(L), be the
transition probability of this chain, where B(L) is the Borel σ-algebra in L.

Theorem 2.2. ψn has unique invariant measure π on L (up to multiplication on a constant).
Moreover, it has the following properties:

1. π is the same in the previous theorem. Further on, we will suppose, that π(X) = 1.

2. For any ψ ∈ L we have: supA∈B(L)
∣

∣P k(ψ,A)− π(A)
∣

∣→ 0, as k → ∞.

Properties of the invariant measure Here we give some results concerning invariant mea-
sure π in case 1-1. Assume moreover that um have finite second moment Eu2m <∞.

Assume also that the intervals τm between collisions have exponential distribution with
parameter λ > 0. In this case ψ(t) is time homogeneous Markov process. Denote

C(t) = Eψ{(ψ(t)− Eψ(t))(ψ(t)− Eψ(t))T}
its covariance matrix.

Theorem 2.3. The following propositions holds:

1. The measure π is Gibbs measure, that is, it has density

pβ(ψ) =
1

Z
exp(−βH(ψ),

Z =

ˆ

L

exp(−βH(ψ)dλ(ψ)

for some β > 0 iff um have gaussian distribution with mean zero and some variance σ2.
In the gaussian case we have

β =
(1 + α)

M(1 − α)σ2
=

1

mσ2
, (10)

where m is the mass of external particles.
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2. However, if Eum = 0 but um is not gaussian, then for any ψ(0) the limiting covariance
matrix is the same as above, i.e.

lim
t→∞

C(t) = β−1

(

V −1 0
0 ME

)

,

where β is defined in (10).

Plan of the proof First of all we will prove Theorem 2.2 about convergence of the embedded
chain. For this we will need some results from the theory of general Markov processes, which
will be formulated just now. We will show in Appendix how they follow from the known results.
After this, we will prove Theorems 2.1 and 2.3.

Stability of Markov processes Let X be complete locally compact separable metric space
and B(X) – its Borel σ-algebra. Also we will consider measures on X which will be always
assumed non-negative and countably additive. Consider Markov chain ξn, n = 0, 1, 2, . . . on X
with transition probabilities P (x,A), x ∈ X,A ∈ B(X).

Theorem 2.4. Assume that the following conditions hold:

1. (strong irreducibility property) there exist integer m > 1 such that for any x ∈ X the
m-step transition probability Pm(x, ·) is equivalent to some finite measure µ, having the
property that µ(O) > 0 for any open subset O ⊂ X;

2. (weak Feller property) for any open O ⊂ X the function P (x,O) is lower semi-continuous;

3. (drift condition) there exists compact subset K ⊂ X and non-negative measurable function
f(x), x ∈ X (Lyapunov function), which tends to infinity with the distance from K, such
that

ˆ

f(y)dP (x, dy)− f(x) 6 −1, for all x ∈ X \K,
ˆ

f(y)dP (x, dy) <∞ for all x ∈ K.

Then there exists a unique (up to a multiplicative constant) invariant measure π for ξn and the
following properties hold:

1. π is finite and absolutely continuous w.r.t. measure µ. We assume further that π(X) = 1.

2. For any x ∈ X
lim
n→∞

sup
A⊂B(X)

|P n(x,A)− π(A)| = 0.

3. For any bounded measurable function h on X and any initial condition ξ0 we have:

1

n

n
∑

k=0

h(ξk) → π(h) =

ˆ

X

h(x)π(dx), as n→ ∞, a.s.
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3 Proof of Theorem 2.2

Consider now the embedded Markov chain ψk = ψ(tk), ψ0 = ψ(0). For ψ ∈ L and Borel
subset A ⊂ L let P (ψ,A) be the transition probability of the Markov chain ψk. Without loss
of generality we assume here M = 1.

Theorem 2.2 immediately follows from theorem 2.4 and the following lemma:

Lemma 3.1. The chain ψk satisfies all conditions of theorem 2.4 with any finite measure µ
equivalent to the Lebesgue measure on L and f(ψ) = H(ψ).

Now we will prove this lemma.

3.1 Proof of weak Feller property

Let O be any fixed open subset of L. For any ψ ∈ L denote 1ψ(τ, y), τ ∈ R+, y ∈ R
l the

indicator function on R+ ×R
l, that is 1ψ(τ, y) = 1 if J(τ, y;ψ) ∈ O, and zero otherwise. Then

we have

P (ψ,O) =

ˆ

R+×Rl

1ψ(s, y)ρτ(s)ρξ(y) ds dy.

Let ψn → ψ, ψn ∈ L as n→ ∞. Fix s > 0 and y ∈ R
l and consider two cases:

1. J(s, y;ψ) ∈ O, then, as O is open and J(s, y;ψ) is continuous in ψ, starting from some
n the inclusion J(s, y;ψn) ∈ O holds. That is why

lim
n→∞

1ψn(s, y) = 1ψ(s, y) = 1.

2. J(s, y;ψ) /∈ O. Then
lim inf

n
1ψn(s, y) > 1ψ(s, y) = 0.

Thus for any s > 0 and y ∈ R
l

lim inf
n

1ψn(s, y) > 1ψ(s, y).

Then by Fatou’s lemma
lim inf

n
P (ψn, O) > P (ψ,O).

Thus the chain satisfies the weak Feller property.

3.2 Proof of the drift condition

The drift condition for the chain ψk of Theorem 2.4 immediately follows from the following
lemma (stronger than Lemma 3.1).

Lemma 3.2. There exists compact set K ′ ⊂ L, such that for all ψ /∈ K ′ the following inequality
holds:

E{H(ψ1)|ψ0 = ψ} −H(ψ) < −rH(ψ),

for some positive constant r > 0, not depending on ψ.
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Proof. It will be convenient to use the following notation:

ψ = (q, p)T , q = (q1, . . . , qN )
T , p = (p1, . . . , pN)

T ,

ψ0(t) = etAψ = (q0(t), p0(t))T ,

q0(t) = (q01(t), . . . , q
0
N (t))

T , p0 = (p01(t), . . . , p
0
N(t))

T , t > 0.

Then the point ψ1 can be written as

ψ1 = J(τ, ξ;ψ),

where ξ = ξ1, τ = τ1 are random variables defined above in the definition of ψ(t). For the
energy we have:

H(ψ1) = H(ψ0(τ)) +
1

2

(

|J(ξ; p01(τ))|2 − |p01(τ)|2
)

=

= H(ψ) +
1

2

(

|J(ξ; p01(τ))|2 − |p01(τ)|2
)

.

And for the mean energy:

E{H(ψ1)|ψ0 = ψ} = H(ψ) +
1

2
(E{|J(ξ; p01(τ))|2} − E{|p01(τ)|2}.

By Condition 2 (item 3) on J we have the inequality:

E{|J(ξ; p01(τ))|2} 6M + αE{|p01(τ)|2},

where
M = sup

p∈K
E{|J(ξ; p)|2}

and the compact set K was defined in item 3 of Condition 2 on J .
Again

E{H(ψ1)|ψ0 = ψ} 6 H(ψ) +
M

2
− c∆(ψ), c =

1− α

2
> 0,

where we used the notation
∆(ψ) = E{|p01(τ)|2}.

From the definition of ∆ we conclude that it is a non negative definite quadratic form of ψ.
On the other hand as the completeness condition holds and due to the Proposition 6.1 (see
below) we have ∆(ψ) = 0 iff ψ = 0. So form ∆(ψ) is positive definite. As all positive definite
forms define equivalent norms, there exists constant r > 0 such that for all ψ ∈ L the following
inequality holds:

∆(ψ) > rH(ψ).

It is clear that for some compact subset K ′ ⊂ L and for all ψ /∈ K ′ we have

M < rcH(ψ).

That is why, for all ψ /∈ K ′ :

E{H(ψ1)|ψ0 = ψ} −H(ψ) 6 −rc
2
H(ψ).

Thus the lemma is proved.
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3.3 Proof of the strong irreducibility property

For ψ ∈ L, any m = 1, 2, . . . and arbitrary t1, . . . , tm > 0, u1, . . . , um ∈ Oξ, ψ ∈ L define the
map Jm:

J0 = J0(ψ) = ψ, J1(t1, u1;ψ) = J(t1, u1;ψ),

J2(t1, u1, t2, u2;ψ) = J(t2, u2; J1(t1, u1;ψ)),

Jm(t1, u1, . . . , tm, um;ψ) = J(tm, um; Jm−1(t1, u1, . . . , tm−1, um−1;ψ)).

Also for any point ψ ∈ L and any integer m > 1 define the subset:

Jm(ψ) = {Jm(t1, u1, . . . , tm, um;ψ) : t1, . . . , tm > 0, u1, . . . , um ∈ Oξ} ⊂ L.

Now we prove the following “Strong controllability Theorem”.

Theorem 3.1. There exists m > 1 such that for any ψ ∈ L

Jm(ψ) = L.

Proof. Due to condition 2 on the transformation J , for all ψ ∈ L and all t > 0 there exists
u = u(t, ψ) ∈ Oξ such that

J(t, u;ψ) = J(u; etAψ) = IetAψ,

where the linear transformation I is a velocity flip of the first coordinate of particle 1, i.e. if
ψ = (q, p) ∈ L, q = (q1, . . . , qN)

T , p = (p1, . . . , pN)
T , then

Iψ = ψ′ = (q′, p′), q′ = q, p′1,1 = −p1,1,

p′1,k = p1,k, k = 2, . . . , d, p′j = pj , j = 2, . . . , N.

Thus, due to Theorem 1 of [9] there exists m such that for all ψ

Mh ⊂ Jm(ψ),

where h = H(ψ) and
Mh = {ψ ∈ L : H(ψ) = h}

is the constant energy manifold.
Consider now any point ψ′ ∈ L, h′ = H(ψ′). Let us denote g = (0, p) ∈ L, p =

(p1, . . . , pN)
T , where

p1,1 = 1, p1,k = 0, k = 2, . . . , d, pj = 0, j = 2, . . . , N.

It is obvious that
√
2hg ∈ Mh, and therefore there exist t1, u1, . . . , tm, um such that

Jm(t1, u1, . . . , tm, um;ψ) =
√
2hg ∈ Mh.

Due to the second part of condition 2 on the transformation J we can find um+1, tm+1 = 0 such
that

Jm+1(t1, u1, . . . , tm, um, tm+1, um+1;ψ) = J(0, um+1;
√
2hg) = ψ̃,

where ψ̃ = (0, p̃), p̃ = (p̃1, . . . , p̃N)
T and

p̃k = 0, k = 2, . . . , N, |p̃1| =
√
2h′,
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and so H(ψ̃) = h′. Similar arguments show the existence of t′1, u
′
1, . . . , t

′
m, u

′
m such that

Jm(t
′

1, u
′

1, . . . , t
′

m, u
′

m; ψ̃) = ψ′.

Finally we get

J2m+1(t1, u1, . . . , tm, um, tm+1, um+1, t
′

1, u
′

1, . . . , t
′

m, u
′

m;ψ) = ψ′.

So, the assertion is proved.

Let us come back to the proof of the strong irreducibility property. Fix the number m from
Theorem 3.1 and consider the following set:

U = {(u1, t1, . . . , um, tm) : ti > 0, ui ∈ Oξ for all i = 1, . . . , m} = (Oξ × R>0)
m.

When ψ ∈ L is fixed, we can consider the map Jm(u1, t1, . . . , um, tm;ψ) as a map from U to L.
We will denote this map

Gψ : U → L, u = (u1, t1, . . . , um, tm) 7→ Jm(u1, t1, . . . , um, tm;ψ).

Theorem 3.1 states that the image of the map Gψ coincides with L for all ψ ∈ L. Denote λ
and µ Lebesgue measures on U and L accordingly.

Lemma 3.3. For any measurable B ⊂ L its Lebesgue measure µ(B) = 0 iff the Lebesgue
measure λ of the set (Gψ)−1(B) in U is zero.

The proof of this lemma is the same as the proof of lemma 7 in [9]. But for reader’s
convenience we will give the proof here in our notation.

Proof. 1) Assume that for some B ⊂ L we have µ(B) = 0. Let us show that λ((Gψ)−1(B)) = 0.
Let Acr be the set of critical points of the map Gψ (that is points u = (u1, t1, . . . , um, tm) ∈ U
where the rank of the Jacobin is not maximal) and let E = Gψ(Acr) ⊂ L be the set of critical
values of Gψ. By Sard’s theorem µ(E) = 0. But as Gψ(U) = L, then there exists a non-critical
point u ∈ U , that is such that the rank of dGψ at this point equals 2N . As the map Gψ is
analytic in the variables u1, t1, . . . , um, tm, the set of points Acr, where the rank is less than 2N ,
has Lebesgue measure zero. Then the equality λ((Gψ)−1(B))0 follows from the Ponomarev’s
theorem (theorem 1 of [11]).

2) Assume that for some B ⊂ L we have µ(B) > 0, and let us show that λ((Gψ)−1(B)) > 0.
By Lebesgue differentiation theorem there exists point ψ′ ∈ L \ E and its neighborhood O(ψ′)
such that µ(O(ψ′) ∩ B) > 0. Then there is point u = u(ψ′) ∈ (Gψ)−1(ψ′) and some its
neighborhood O(u) ⊂ U such that the restriction of Gψ on O(u) is a submersion. Then
µ(O(ψ′) ∩B) > 0 implies λ((Gψ)−1(B) ∩O(u)) > 0. So the lemma is proved.

Consider the probability density function of ξ1, τ1, . . . , ξm, τm w.r.t. Lebesgue measure on U :

p(u) = ρξ(u1)ρτ (t1) . . . ρξ(um)ρτ (tm), u = (u1, t1, . . . , um, tm) ∈ U .

We have an obvious equality:

Pm(ψ,B) =

ˆ

(Gψ)−1(B)

p(u)du.

Due to Lemma 3.3 and this equality we conclude that the strong irreducibility property holds
for the chain ψk.
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4 Proof of Theorem 2.1

Theorem 2.1 follows from ergodicity of the embedded chain ψk (Theorem 2.2). Proof of this
statement coincides almost verbatim with the proof of similar statement in [9] (theorem 2 from
the section “Proof of theorem 2”).

5 Proof of Theorem 2.3

In this case the process ψ(t) is a time homogeneous Markov process. Denote by A the infinites-
imal generator of ψ(t), i.e.

(Af)(ψ) = lim
t→0

Eψf(ψ(t))− f(ψ)

t
.

The well known formula is
(Af)(ψ) = {H, f}+ λI(f), (11)

where

I(f) = Eξf(J(ξ;ψ))− f(ψ) = Evf(q;αp1 + (1− α)Mv, p2, . . . , pN)− f(q; p)

and

{H, f} =

N
∑

k=1

∂H

∂pk

∂f

∂qk
− ∂H

∂qk

∂f

∂pk

is a Poisson bracket.
Let us prove the first part of Theorem 2.3. Assume that pβ(ψ) is the Gibbs probability

density of the invariant measure for the process ψ(t) for some β > 0. Thus A∗pβ(ψ) = 0 for all
ψ ∈ L where A∗ is a formal adjoint operator to A w.r.t. the standard inner product on L2(dψ).
For the bracket we have

{H, ·}∗ = −{H, ·}.
Consequently, for all β > 0

{H, pβ}∗ = 0.

Let us find I∗. For any functions f, g ∈ L2 we have:
ˆ

Ev{f(q;αp1 + (1− α)Mv, p1, . . . , pN)}g(q, p) dqdp =

=
1

α

ˆ

f(q, p)Ev

{

g(q;
p1 − (1− α)Mv

α
, p2, . . . , pN)

}

dqdp.

That is why

I∗(f) = γEv{f(q; γp1 − (1− γ)Mv, p2, . . . , pN)} − f(q, p), γ =
1

α
.

In case α = 0 one should take the formal limit in this formula for I∗(f), then we will have
I∗(f) = 1.

If f = pβ, then
Ev{pβ(q; γp1 − (1− γ)Mv, p2, . . . , pN)} =

=
1

Z
e−βH(q,p) exp

{ β

2M
p21

}

Ev

{

exp
(

− β

2M
(γp1 − (1− γ)Mv)2

)}

. (12)
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Lemma 5.1. If η is a gaussian random variable with mean a and variance σ2 then

E exp(−η2) =
√

1

1 + 2σ2
exp

(

− a2

1 + 2σ2

)

.

Proof. By definition we have

E exp(−η2) = 1√
2πσ2

ˆ

R

e−x
2

e−(x−a)2/(2σ2)dx.

On the other hand

x2 +
(x− a)2

2σ2
= x2

(

1 +
1

2σ2

)

− x
a

σ2
+

a2

2σ2
=

=
(

1 +
1

2σ2

)(

x− a

2σ2

1

1 + 1
2σ2

)2

+
a2

2σ2
− a2

4σ4

1

1 + 1
2σ2

=

=
(

1 +
1

2σ2

)(

x− a

2σ2

1

1 + 1
2σ2

)2

+
a2

1 + 2σ2
=

(x− a
2σ2+1

)2

2 σ2

1+2σ2

+
a2

1 + 2σ2
.

Thus,

E exp(−η2) = 1√
2πσ2

√

2π
σ2

1 + 2σ2
exp
(

− a2

1 + 2σ2

)

=

√

1

1 + 2σ2
exp
(

− a2

1 + 2σ2

)

.

So the lemma is proved.

Now assume that the velocity of the external particle v is a zero mean gaussian random
variable with the variance σ2

v . From the equation (12) and lemma 5.1 we have

Ev{pβ(q; γp1 − (1− γ)Mv, p2, . . . , pN)}

=
1

Z
e−βH(q,p) exp

{ β

2M
p21

}

√

1

1 + 2σ2
exp
(

− a2

1 + 2σ2

)

,

where

a = Ev

√

β

2M
(γp1 − (1− γ)Mv) =

√

β

2M
γp1,

σ2 = D

√

β

2M
(γp1 − (1− γ)Mv) =

βM

2
(1− γ)2σ2

v .

So,
Ev{pβ(q; γp1 − (1− γ)v, p2, . . . , pN)} =

=
1

Z
e−βH(q,p)

√

1

1 + 2σ2
exp
( β

2M
p21

(

1− γ2

1 + βM(1 − γ)2σ2
v

))

.

Choose β such that

1− γ2

1 + βM(1− γ)2σ2
v

= 0,

i.e.

β =
γ2 − 1

M(1 − γ)2σ2
v

=
γ + 1

M(γ − 1)σ2
v

=
1 + α

M(1 − α)σ2
v

.

12



For this β we have σ2 = (γ2 − 1)/2 and

Ev{pβ(q; γp1 − (1− γ)Mv, p2, . . . , pN)} =
1

Z
e−βH(q,p) 1

γ
.

That is why
A∗pβ = I∗pβ = 0

and so the Gibbs measure is an invariant for the process ψ(t).
Conversely, let pβ satisfy the equation A∗pβ = 0 for some β > 0. Now we prove that in

this case the distribution of v is gaussian with zero mean. From the (12) we have that for all
p1 ∈ R:

γEv

{

exp
(

− β

2M
(γp1 − (1− γ)Mv)2

)}

= exp
{

− β

2M
p21

}

. (13)

Multiplying the both side of the last equality on eiλp1 and integrating by p1 over the R1 we
obtain

ˆ

R1

eiλp1Ev

{

exp
(

− β

2M
(γp1 − (1− γ)Mv)2

)}

dp1 =

ˆ

R1

eiλp1e−
β

2M
p21dp1.

The right hand side is the characteristic function of the zero mean gaussian random variable
with the variance

√

M/β and so

ˆ

R1

eiλp1e−
β

2M
p21dp1 =

√

2πM

β
e−

Mλ2

2β . (14)

If we denote by ρ the density of v then for the left hand side we have

l(λ) =

ˆ

R1

eiλp1Ev

{

exp
(

− β

2M
(γp1 − (1− γ)Mv)2

)}

dp1 =

=

ˆ

R1

dvρ(v)

ˆ

R1

dp1e
iλp1 exp

(

− β

2M
(γp1 − (1− γ)Mv)2

)

.

The integral
ˆ

R1

eiλp1 exp
(

− β

2M
(γp1 − (1− γ)Mv)2

)

dp1

is the characteristic function of the gaussian random variable with mean a = (1− γ)Mv/γ and
variance σ2 =

√

M/(βγ2). That is why

ˆ

R1

eiλp1 exp
(

− β

2M
(γp1 − (1− γ)Mv)2

)

dp1 =

√

2πM

βγ2
exp
(

iλa− σ2λ2

2

)

=

=

√

2πM

βγ2
exp
(

iλ
(1− γ)Mv

γ
− Mλ2

2βγ2

)

.

Then

l(λ) =

√

2πM

βγ2
exp
(

−Mλ2

2βγ2

)

ˆ

R1

exp
(

iλ
(1− γ)Mv

γ

)

ρ(v)dv =

=

√

2πM

βγ2
exp
(

−Mλ2

2βγ2

)

ϕ
((1− γ)Mλ

γ

)

,

13



where ϕ(λ) is a characteristic function of v:

ϕ(λ) =

ˆ

R

eiλvρ(v)dv.

Consequently from the (13) and (14) for all λ ∈ R we have

ϕ
((1− γ)Mλ

γ

)

= exp
(

−Mλ2

2β
+
Mλ2

2βγ2

)

.

Immediately we conclude that the distribution of v is zero mean gaussian. So the first part of
Theorem 2.1 is proved.

Now we prove the second part. Let us denote

Qk(t) = Eψqk(t) = E{qk(t)|ψ(0) = ψ}, Pk(t) = Eψpk(t) = E{pk(t)|ψ(0) = ψ}.

Then using formula (11) for the infinitesimal generator we get the following ordinary differential
equations

Q̇k =
1

M
Pk,

Ṗk = −
N
∑

j=1

Vk,jQj − λ(1− α)P1(t)δk,1,

for all k = 1, . . . , N , where δk,1 is a Kronecker symbol and the initial conditions are given by
(Q(0), P (0)) = ψ. If we return to the velocity variables Vk = PkM , then we get

Q̇k = Vk,

V̇k = − 1

M

N
∑

j=1

Vk,jQj − λ(1− α)V1(t)δk,1,

for all k = 1, . . . , N . Due to theorem 2.1 from [4] we obtain

lim
t→∞

Qk(t) = lim
t→∞

Vk(t) = 0,

for all k = 1, . . . , N and any initial condition ψ ∈ L, i.e.

lim
t→∞

Eψψ(t) = 0, (15)

for any initial ψ(0) ∈ L. Now let us consider the matrix

C(t) = Eψψ(t)ψ
T (t).

Denote by Γ the 2N×2N matrix all elements of which are equal to 0 except (2N+1, 2N+1)-
element which is equal to 1.

Lemma 5.2. The matrix C(t) satisfies the following differential equation

Ċ(t) = AC + CAT − λ(1− α)(ΓC + CΓ− (1− α)ΓCΓ) + λ(1− α)2M2σ2Γ (16)

where matrix A was defined in (4).

14



Proof. We will use formula (11) for the infinitesimal generator. To get the {H,C}-term note
that it can be received as a derivative of ψ(t)ψT (t) by equation (4). In other words, if ψ0(t) is
a solution of (4) then

d

dt
ψ0(t)ψ

T
0 (t) = Aψ0(t)ψ

T
0 (t) + ψ0(t)ψ

T
0 (t)A

T = {H,ψ0(t)ψ
T
0 (t)}.

Now we want to find the term I(f) in (11).
Denote by B the (2N × 2N)-diagonal matrix which has all diagonal elements equal to

1, except (2N + 1, 2N + 1)-element which is equal to α and g is 2N -vector with all entries
equal to zero except (2N + 1)-element equal to 1. Then Γ = ggT and the transformation
p1 → αp1 + (1− α)Mv can be written as

ψ → Bψ + (1− α)Mvg.

So we get
I(ψψT ) = Ev(Bψ + (1− α)Mvg)(Bψ + (1− α)Mvg)T − ψψT =

= BψψTB + (1− α)2M2σ2ggT − ψψT .

Consequently, we have the equation:

Ċ = AC + CAT + λ(BCB − C) + λ(1− α)2M2σ2Γ.

The matrix B can be written as B = E − (1− α)ggT . So

BCB − C = −(1− α)(ΓC + CΓ) + (1− α)2ΓCΓ.

The lemma is proved.

Let us introduce notation for the linear part of the right hand side of equation (16):

L(C) = AC + CAT − λ(1− α)(ΓC + CΓ− (1− α)ΓCΓ).

Then the right hand side of the equation (16) can be rewritten as

Ċ = L(C) + λ(1− α)2M2σ2Γ.

Denote

CG =

(

V −1 0
0 ME

)

the Gibbs matrix. Then

A =

(

0 1
M
E

−V 0

)

and we have
ACG + CGA

T = ACG + (ACG)
T = 0,

ΓCG + CGΓ = 2MΓ, ΓCGΓ =MΓ.

Thus, for β > 0

L(β−1CG) + λ(1− α)2M2σ2Γ=−λ(1− α)M(2β−1 − (1− α)β−1−(1− α)Mσ2)Γ.

15



If we choose β > 0 so that

2β−1 − (1− α)β−1 − (1− α)Mσ2 = 0,

i.e.

β−1 =
1− α

1 + α
Mσ2,

then
L(β−1CG) + λ(1− α)2M2σ2Γ = 0

and we conclude that
CG,β = β−1CG

is a fixed point of the equation (16).

Lemma 5.3. For any initial non-negative definite (2N × 2N)-matrix C(0) the solution of the
homogeneous equation

Ċ(t) = L(C(t)) (17)

converges to zero as t→ ∞.

Proof. For the proof we want to find a corresponding Lyapunov function. Consider the function

F (C) = Tr(C−1
G C),

where Tr denotes the trace. Note that if C is non-negative definite then F (C) > 0 and F (C) = 0
iff C = 0. We will prove that F (C) is non-increasing along the trajectories of the equation
(17). If C(t) a solution of the equation (17) we have

d

dt
F (C(t)) = Tr(C−1

G L(C)) =

= Tr(C−1
G AC + C−1

G CAT )−
−λ(1 − α)Tr(C−1

G ΓC + C−1
G CΓ− (1− α)C−1

G ΓCΓ)Tr(C−1
G AC + C−1

G CAT ) =

= Tr((C−1
G A+ ATC−1

G )C) = 0.

Tr(C−1
G ΓC + C−1

G CΓ− (1− α)C−1
G ΓCΓ) =

= Tr((C−1
G Γ + ΓC−1

G − (1− α)ΓC−1
G Γ)C) =

=
( 2

M
− (1− α)

M

)

Tr(ΓC) =
(1 + α)

M
C2N+1,2N+1.

Thus
d

dt
F (C(t)) = −λ(1− α2)

M
C2N+1,2N+1(t) 6 0. (18)

Further, we want to use Barbashin –Krasovskij’s theorem ([12], p. 19, Th. 3.2). For this we need
to check that the set of the non-negative definite matrices C, whose (2N + 1, 2N + 1)-element
is zero, does not contain the solution of (17) except for the zero solution. Assume the contrary,
i.e. that there exists solution C(t) of (17) such that C2N+1,2N+1(t) = 0 for all t > 0. For such
solution we have ΓC(t)Γ = 0. Thus

Ċ = AC + CAT − λ(1− α)(ΓC + CΓ) = ADC + CATD,
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where AD = A− λ(1− α)Γ. It is easy to see that the solution of the last equation is given by
the formula:

C(t) =

ˆ t

0

esADC(0)esA
T
D ds+ C(0).

Denote by (, ) the standard Euclidean inner product on L. Then we have for all t > 0

0 = C2N+1,2N+1(t) = (g, C(t)g) =

ˆ t

0

(g, esADC(0)esA
T
Dg) ds =

=

ˆ t

0

(esA
T
Dg, C(0)esA

T
Dg) ds = 0.

Since C(0) is non-negative definite, the last equality takes place iff exp{tATD}g ∈ Ker(C(0))
for all t > 0, where KerC(0) is the kernel of C(0). Consequently, there exists non-zero vector
u ∈ L such that (etA

T
Dg, u) = 0 for all t > 0. But

(

etA
T
Dg, u

)

=
∞
∑

k=0

tk

k!

(

(ATD)
kg, u

)

.

Then ((ATD)
kg, u) = 0 for all k = 0, 1, . . . Due to the completeness property of V and lemma

3.1 of [4] (see the proof of the latter lemma) we conclude that u = 0. This contradicts our
assumptions. So the set of non-negative definite matrices C, whose (2N + 1, 2N + 1)-element
is zero, does not contain the whole trajectories of the solution of (17). Then using (18) and
Barbashin –Krasovskij’s theorem we get the proof of the lemma.

Let us come back to the proof of the second part of theorem 2.3. Remind what we have
already proved. If ψ(t) is our process, then we have proved that

lim
t→∞

Eψψ(t) = 0.

Then the matrix C(t) = Eψψ(t)ψ(t)
T satisfies the equation (16) which has fixed point CG,β.

Moreover, the solution of the homogeneous part of ( 16 ) converges to zero as t → ∞ due to
the last lemma. All these facts give us the second proposition of Theorem 2.3. So the Theorem
is finally proved.

6 APPENDIX

6.1 Collisions

Here we prove that two simplest collision cases satisfy our general Condition 2.
Moreover, assume that their interaction radius is small, and collision time is short. That

is during this time the potential between our particle of mass M and other part of the system
does not change.

One-dimensional collisions Let d = 1. Assume that a particle of mass M of the N -particle
system collides with external particles of mass m and velocity v. Then conservation of energy
and momentum give the formula (see for example in this issue [16]):

p′ = J(v; p) = αp+M(1− α)v, α =
M −m

M +m
,

where p, p′ are the momenta of our particle of mass M before and after collision correspondingly.
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Lemma 6.1. Assume that the distribution of the velocity v has density on R and its support
coincides with R. Moreover, assume that a2 = Ev2 <∞. Then Condition 2 holds.

Proof. Points 1 and 2 evidently hold. Let us prove point 3:

Ev{J2(v; p)} = α2p2 + 2Mα(1− α)a1p+M2(1− α)2a2, a1 = Ev.

But it is clear that for any ε > 0 there exists P such that for any p such that |p| > P

Ev{J2(v; p)} < (α2 + ε)p2.

This gives the proof.

Two-dimensional non central collision Let d = 2. Consider elastic collision of two ideal
two-dimensional balls with masses m1 and m2 on R

2. Assume that at the moment of collision
the centers of the balls have coordinates

O1 = (x1, y1), O2 = (x2, y2),

and velocities
~v1 = (vx1 , v

y
1)
T , ~v2 = (vx2 , v

y
2)
T ,

(vector here are column vectors). Assume obviously that O1 6= O2. Denote by

(~v1)
′ = ((vx1 )

′, (vy1)
′)T , (~v2)

′ = ((vx2 )
′, (vy2)

′)T

the velocities of the balls after the collisions.
Define the normalized vector connecting the centers of the balls:

~R =
1

|O1O2|
−−−→
O1O2,

where |O1O2| is the distance between points O1 and O2.

Lemma 6.2. There exists ϕ ∈ [0, 2π) such that

~R = R(ϕ) = (cosϕ, sinϕ)T .

Then also
(~v1)

′ = Gα(ϕ)~v1 + cα(ϕ,~v2)R(ϕ),

where

Gα(ϕ) =

(

α cos2 ϕ+ sin2 ϕ −1−α
2

sin 2ϕ

−1−α
2

sin 2ϕ α sin2 ϕ+ cos2 ϕ

)

, α =
m1 −m2

m1 +m2
,

cα(ϕ,~v2) =(1− α)(vx2 cosϕ+ vy2 sinϕ)

Proof. Denote by ~R⊥ a unit vector (one of the two) orthogonal to ~R. Then we can expand the

velocity in terms of tangential and normal components with respect to the vector ~R:

~v1 = v1,n ~R + v1,t ~R⊥, ~v2 = v2,n ~R + v2,t ~R⊥, (19)

(~v1)
′ = v′1,n

~R + v′1,t
~R⊥, (~v2)

′ = v′2,n
~R + v′2,t

~R⊥. (20)
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Then the conservation laws of energy and momentum are as follows:

m1v1,n +m2v2,n = m1v
′

1,n +m2v
′

2,n

m1v1,t +m2v2,t = m1v
′

1,t +m2v
′

2,t

m1(v
2
1,n + v21,t) +m2(v

2
2,n + v22,t) = m1((v

′

1,n)
2+(v′1,t)

2)+m2((v
′

2,n)
2 + (v′2,t)

2).

Now we have 3 equations and four unknowns. But assumptions about elasticity condition and
smoothness of the ball’s boundary implies that the tangential components of the velocities rest
unchanged

v1,t = v′1,t, v2,t = v′2,t.

Then, for normal components we get the same equations as in the case of central elastic collision.
Namely

v′1,n = αv1,n + (1− α)v2,n, α =
m1 −m2

m1 +m2
.

Now we want to write down velocity transformation after collision in the initial coordinate
system. Note that

~R⊥ = (− sinϕ, cosϕ)T .

which gives:

v1,n = vx1 cosϕ+ vy1 sinϕ, v1,t = −vx1 sinϕ+ vy1 cosϕ,

v2,n = vx2 cosϕ+ vy2 sinϕ, v2,t = −vx2 sinϕ+ vy2 cosϕ.

and

(vx1 )
′ = v′1,n cosϕ− v1,t sinϕ = (αv1,n + (1− α)v2,n) cosϕ− v1,t sinϕ =

= vx1 (α cos2 ϕ+ sin2 ϕ)− vy1
1− α

2
sin 2ϕ+ (1− α)v2,n cosϕ,

(vy1)
′ = v′1,n sinϕ+ v1,t cosϕ = (αv1,n + (1− α)v2,n) sinϕ+ v1,t cosϕ =

= −vx1
1− α

2
sin 2ϕ+ vy1(α sin2 ϕ+ cos2 ϕ) + (1− α)v2,n sinϕ.

For the next statement we assume that the interaction with the external media is defined
by the elastic collision with external particle of mass m and random velocity ~v ∈ R

2. Introduce
the transformation J as follows:

J(ξ; p) = Gα(ϕ)p+Mcα(ϕ,~v)~R(ϕ), ξ = (ϕ,~v), p ∈ R2

where α = (M −m)/(M +m) and the matrix Gα, vector R(ϕ) and constant cα(ϕ,~v) are as in
Lemma 6.2.

Lemma 6.3. Assume that the support of the distribution density of velocity ~v coincides with
R

2, that the second moment a2 = E|~v|2 is finite and the density support of the angle ϕ coincides
with [0, 2π). Then Condition 2 holds for transformation J .
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Proof. The first item evidently holds. For the others we shall use notation and assertions from
the proof of Lemma 6.2. Consider two arbitrary vectors ~v1, ~v

∗ ∈ R
2. To prove point 2 it is

sufficient to show that there exists ϕ ∈ [0, 2π) and ~v2 ∈ R
2, such that

v∗t = v1,t, (21)

v∗n = αv1,n + (1− α)v2,n, (22)

where we used the expansion of our vectors in normal and tangential components of R(ϕ):

~v∗ = v∗n ~R(ϕ) + v∗t ~R⊥(ϕ).

Similarly for the vectors ~v1, ~v2 accordingly to formula (19). It is clear that, for any given ~R(ϕ),

vector ~v2 can be chosen so that the equality (22) holds. Define vector ~R(ϕ) as follows:

~R(ϕ) =
1

|~v1 − ~v∗|(~v1 − ~v∗).

It is clear that
(~v1 − ~v∗, ~R⊥(ϕ)) = 0,

where (, ) is the standard euclidean scalar product on R
2. Then

v∗t = v1,t.

and we have proved that point 2 holds.
Now we shall prove that point 3 of Condition 2 on J holds. To do this we expand momentum

p = (p1, p2) ∈ R
2 and the velocity of external particle ~v in normal and tangential components

of the vector ~R(ϕ):

p = pn ~R(ϕ) + pt ~R⊥(ϕ), ~v = vn ~R(ϕ) + vt ~R⊥(ϕ).

Then as before we get the formula:

Eξ|J(ξ; p)|2 = p2t + Eξ(αpn +M(1− α)vn)
2.

Simple calculation gives:

Eξ|J(ξ; p)|2 = |p|2 − (1− α2)Eξ{p2n}+2Mα(1− α)Eξ{pnvn}+M2(1− α)2Eξ{v2n}.

We want now to obtain lower estimate of Eξ{p2n}. We have:

Eϕp
2
n = Eϕ(p1 cosϕ+ p2 sinϕ)

2 = f(p1, p2),

that defines the quadratic function f on R
2. It is clear that f is a non-negatively defined

quadratic form with matrix

F =

(

E{cos2 ϕ} E{cosϕ sinϕ}
E{cosϕ sinϕ} E{sin2 ϕ}

)

.

Let us prove that F is non-degenerate. In fact, the determinant of the matrix F is equal to:

det(F ) = E{cos2 ϕ}E{sin2 ϕ} − (E{cosϕ sinϕ})2 =
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=
1

4
(1 + E{cos 2ϕ})(1− E{cos 2ϕ})− 1

4
(E sin 2ϕ)2 =

=
1

4

(

1− ((E cos 2ϕ)2 + (E sin 2ϕ)2)
)

.

The distribution ϕ was assumed to have density, that is why,

(E cos 2ϕ)2 + (E sin 2ϕ)2) < E(cos2 2ϕ+ sin2 2ϕ) = 1.

Then
det(F ) 6= 0

and there exists a number λ > 0 such that for all p = (p1, p2) ∈ R2 the inequality

Eξ{p2n} = Eϕ(p1 cosϕ+ p2 sinϕ)
2 = f(p1, p2) > λ|p|

holds. It follows that we have the following inequality for transformation J :

Eξ|J(ξ; p)|2 6 β|p|2 + 2Mα(1− α)Eξ{pnvn}+M2(1− α)2Eξ{v2n},

where β = 1 − λ(1 − α2) < 1. It remains to note that Eξ{pnvn} is linear function of p, that
proves point 3.

6.2 Proof of Theorem 2.4.

Note first that the third proposition follows from the first and second assertions. Note also that
it is the law of large numbers for Markov chains (see [15], p. 140 and [13] p. 209).

We will use the definitions and the propositions from the book [2]. Strong irreducibility
property and weak Feller property imply that the chain ψk is µ-irreducible, aperiodic (due to
theorem 5.4.4, p. 113) and satisfies the T-property (thanks to theorem 6.0.1, p. 124). Thus from
the theorem 6.0.1 (p. 124) it follows that any compact subset of X is a ‘petite’ set.

Another short proof of the fact that any compact subset is a ’small’ set (property ‘small’ is
stronger than ‘petite’) in our case one can find in [9]. Lyapunov (drift) condition and theorem
9.1.8 (p. 206) imply Harris recurrence property of ψk. For the final proof it remains to use
theorem 13.0.1 (p. 313) from [2]. In fact, we have proved Theorem 2.2.

Note that irreducibility, aperiodicity and T-property for the embedded chain (9) one could
easily deduce from propositions for the Nonlinear State Space model (NSS) (see [2], p. 146) and
our proofs of strong irreducibility and weak Feller property.

6.3 Dissipative subspace

Here we will prove Proposition 2.1 together with the following Proposition containing more
detailed information concerning the dissipating space L− even in more general setting. Let us
remind the definition of L−. For simplicity we write N instead of dN . Then fix any subset
Λ′ ∈ {1, . . . , N} and define L− = L−(Λ

′) as the subspace

L−(Λ
′) = {(q, p) : q, p ∈ lV }

where
lV = lV (Λ

′) =< {V ken : n ∈ Λ′, k = 0, 1, 2, . . .} >,
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compare this definition with that in [7].
L0 = L0(Λ

′) is defined as the orthogonal complement L0 = L⊥
− (with respect to scalar

product (, )2) to L−.
Denote Hind the subset of H with the spectrum of V such that ω1, . . . , ωN are rationally

independent.

Proposition 6.1.

1. The set H+ is open, everywhere dense in H and λ(HrH
+) = 0.

2. The complement of H
++ = H

+∩Hind to H has Lebesgue measure zero.

3. For any n = 1, 2, . . . , N denote gn = (0, en)
T , where {en} is the standard basis in R

N .
Then L− is invariant w.r.t. A. Moreover, L− can be presented as follows:

L− = 〈{Akgn : k = 0, 1, . . . ;n ∈ Λ′}〉, (23)

L− = 〈{(A∗)kgn : k = 0, 1, . . . ;n ∈ Λ′}〉 (24)

where A∗ is the adjoint operator to A in the scalar product (, )2, and angle brackets 〈 〉 is
the linear span of the corresponding set of vectors.

4. Let ψ(t) = (q(t), p(t))T , q(t) = (q1(t), . . . , qN(t))
T , p(t) = (p1(t), . . . , pN(t))

T denote the
solution of the equation (4) with initial condition ψ(0) = ψ. Then ψ ∈ L0 if and only if
for any n ∈ Λ′ and all t > 0 the equality pn(t) = 0 holds. Moreover, the subspace L0 is
invariant with respect to A.

More physically: the initial conditions from L0 are the conditions where momentum pk(t) =
0 for all n ∈ Λ′ and t ≥ 0.

Proof of 1 and 2 The fact that H
+ is open is evident. It is sufficient to prove that λ(H r

H
+) = 0 and λ(H r Hind) = 0. The first equality λ(H r H

+) = 0 follows from the fact that
HrH

+ is an algebraic manifold ([7], lemma 2.3). Let us prove the second equality. Without loss
of generality we can assume that d = 1. For the array of numbers α = (α1, . . . , αN) ∈ RN we
define the subset Dα ⊂ H of the diagonal matrices with positive diagonal elements x1, . . . , xN
such that

N
∑

k=1

αk
√
xk = 0.

Consider the subset Hα ⊂ H of matrices with eigenvalues µ1, . . . , µN such that

N
∑

k=1

αk
√
µk = 0.

It is easy to see that
Hα = {C−1DC : D ∈ Dα, C ∈ O(N)},

where O(N) is a set of the orthogonal matrices. In other words, Hα is an orbit of the Dα under
the action of O(N) by the conjugation. So the dimension of Hα equals N − 1+N(N − 1)/2 <
N +N(N − 1)/2 = N(N + 1)/2 = dim(H) and hence λ(Hα) = 0. We have

Hind = ∪α∈QNHα.
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And consequently λ(HrHind) = 0. Then Proposition 2.1 is also proved.
Proof of 3. Invariance follows from (23). Since

A2 = −
(

V 0
0 V

)

,

we get for any k = 0, 1, . . . and any n = 1, . . . , N

A2kgn = (−1)k
(

0
V ken

)

A2k+1gn = (−1)k
(

V ken
0

)

.

The (23) follows from this. Moreover we have:

A∗ =

(

0 −V
E 0

)

, (A∗)2 = −
(

V 0
0 V

)

= A2.

Hence for any k = 0, 1, . . . and any n = 1, . . . , N we have:

(A∗)2kgn = A2kgn (A∗)2k+1gn = (−1)k
(

V k+1en
0

)

.

Thus we proved that

{(A∗)kgn : k = 0, 1, . . . ;n ∈ Λ′} =
{( q

p

)

: q ∈ V (lV ) p ∈ lV

}

.

Then by Hamilton –Cayley theorem for any n = 1, . . . , N we have

en ∈ 〈V en, . . . , V Nen〉.

It follows that V (lV ) = lV , that proves (24).
Proof of 4. For any ψ ∈ L we have

etAψ =
∞
∑

k=0

tk

k!
Akψ.

If n ∈ Λ′ then for the corresponding momenta:

pn(t) = (etAψ, gn)2 =
∞
∑

k=0

tk

k!
(Akψ, gn)2 =

∞
∑

k=0

tk

k!
(ψ, (A∗)kgn)2. (25)

If ψ ∈ L0, then due to Lemma 3.3 all coefficients in the latter expansion equal zero, and then
pn(t) = 0 for any t > 0 and any n ∈ Λ′. Vice-versa, assume that pn(t) = 0 for all t > 0 and
all n ∈ Λ′. From expansion (25) it follows that (ψ, (A∗)kgn)2 = 0 for all k = 0, 1, . . . and all
n ∈ Λ′. Using Lemma 3.3 we get that ψ ∈ L0. Thus, we have proven the first assertion of the
Lemma 5.1. Invariance of L0 follows because L− is invariant with respect to A∗ (this is direct
consequence of the formula (24)).

Now we want to formulate some results concerning the dimension of the dissipative subspace
in terms of the spectrum of V .
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The dimension of the dissipative subspace Denote l = R
N . Let λ be an eigenvalue of

V . Then the subspace
l(λ) = {u ∈ l : V u = λu}

we call the corresponding eigensubspace. Let σ(V ) be the spectrum of V . As V is symmet-
ric then l(λ) ⊥ l(λ′) for λ 6= λ′. The space l can be presented as the direct sum of such
eigensubspaces:

l =
⊕

λ∈σ(V )

l(λ). (26)

Consider the subspace
lΛ′ = 〈{ei}i∈Λ′〉 ⊂ lV .

For λ ∈ σ(V ) denote lΛ′(λ) the orthogonal projection of lΛ′ onto l(λ).

Theorem 6.1. The following expansion holds:

lV =
⊕

λ∈σ(V )

lΛ′(λ).

Proof. As lV is invariant w.r.t. to V , there exists the presentation of lV as the direct sum of
eigensubspaces for the restriction of V onto lV :

lV =
⊕

λ∈σ(V )

lV (λ),

where lV (λ) = {u ∈ lV : V u = λu}. Let us prove that

lV (λ) = lΛ′(λ)

for all λ ∈ σ(V ). From the orthogonality of eigensubspaces it follows that lV (λ) is the orthogonal
projection of lV on l(λ). Thus, lΛ′(λ) ⊂ lV (λ). Let us show that the reverse assertion also holds.
Following (26) we can represent the vector ei, i ∈ Λ′ as:

ei =
∑

λ∈σ(V )

uλ,

for some uλ ∈ l(λ), λ ∈ σ(V ). From the definition of lΛ′(λ) it follows that uλ ∈ lΛ′(λ) for all
λ ∈ σ(V ). Then for any j = 0, 1, . . . we get:

V jei =
∑

λ∈σ(V )

λjuλ. (27)

From (27) it follows that the projection of V jei on l(λ) equals λjuλ and thus it belongs to
lΛ′(λ). Then the projection of lV on l(λ), equals lV (λ) and thus belongs to lΛ′(λ). The theorem
is thus proved.

From this theorem we have the following corollary.

Lemma 6.4. If L− = L, then the multiplicity of any eigenvalue of V cannot exceed |Λ′|, where
|Λ′| is the number of boundary indices Λ′.
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Proof. From the definition of lΛ′(λ) it follows that for all λ ∈ σ(V ) the following inequality
holds

dim(lΛ′(λ)) 6 dim(lΛ′) 6 |Λ′|.
On the other hand, the condition L− = L is equivalent to that lV = l. This gives the equality
lΛ′(λ) = l(λ) for all λ ∈ σ(V ).

In particular for |Λ′| = 1 the necessary (but, as we will see below, not sufficient) condition
of completeness of the dissipative subspace is that the spectrum of V is simple.

Lemma 6.5. Let the spectrum of V be simple and let {v1, . . . , vN} be the basis of the space l,
where vk are the eigenvectors of V . Then

dim(L0) = 2#{k ∈ {1, . . . , N} : vk ∈ l⊥Λ′}.

Otherwise speaking Lemma 6.5 says that in case of simple spectrum of V the dimension of
L0 is equal to the double number of the eigenvectors of V , having all “boundary” coordinates
i ∈ Λ′ zero.

Proof. By Lemma 6.1 lV is spanned by those vectors vk, for which (vk, ei)1 6= 0 at least for one
index i ∈ Λ′. It follows that the complement to lV coincides with the linear span of the vectors
vk for which (vk, ei)1 = 0 for all i ∈ Λ′. The lemma is proven.
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