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A Distributed Implementation of Steady-State
Kalman Filter

Jiaqi Yan, Xu Yang, Yilin Mo*, and Keyou You

Abstract—This paper studies the distributed state estimation
in sensor network, where m sensors are deployed to infer the n-
dimensional state of a Linear Time-Invariant (LTI) Gaussian sys-
tem. By a lossless decomposition of optimal steady-state Kalman
filter, we show that the problem of distributed estimation can
be reformulated as the synchronization of homogeneous linear
systems. Based on such decomposition, a distributed estimator is
proposed, where each sensor node runs a local filter using only
its own measurement, alongside with a consensus algorithm to
fuse the local estimate of every node. We prove that the average
of estimates from all sensors coincides with the optimal Kalman
estimate, and under certain condition on the graph Laplacian
matrix and the system matrix, the covariance of estimation error
is bounded and the asymptotic error covariance is derived. As
a result, the distributed estimator is stable for each single node.
We further show that the proposed algorithm has a low message
complexity of min(m,n). Numerical examples are provided in
the end to illustrate the efficiency of the proposed algorithm.

Index Terms—Distributed estimation, Kalman filter, Linear
system synchronization, Consensus algorithm.

I. INTRODUCTION

The past decades have witnessed remarkable research in-
terests in multi-sensor networked systems. As one of its
important focuses, distributed estimation has been widely stud-
ied in various applications including robot formation control,
environment monitoring, spacecraft navigation (see [1[]-[5]]).
Compared with the centralized architecture, it provides better
robustness, flexibility and reliability.

One fundamental problem in distributed estimation is to
estimate the state of an LTI Gaussian system using multiple
sensors, where the well-known Kalman filter provides the opti-
mal solution in a centralized manner [6]. Thus, many research
efforts have been devoted to the distributed implementation of
Kalman filter. For example, in an early work [7], the authors
suggest a fusion algorithm for two-sensor networks, where
local estimate of the first sensor is considered as a pseudo mea-
surement of the second one. Due to its ease of implementation,
this approach has then inspired the sequential fusion in multi-
sensor networks [8]—[10], where the multiple nodes repeatedly
perform the two-sensor fusion in a sequential manner. As
the result of serial operation, these algorithms require special
communication topology which should be sequentially con-
nected as a ring/chain. In [[11]], Olfati-Saber et. al consider the
more general network topology. They introduce the consensus
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Fig. 1: The information flow of most existing algorithms,
where sensors ¢ and j are immediate neighbors.

algorithms into distributed estimation and propose Kalman-
Consensus Filter (KCF), where the average consensus on
local estimates is performed. Since then, various consensus-
based distributed estimators have been proposed in literature
[12]-[24]. For example, instead of doing consensus on local
estimates, [[14] suggests achieving consensus respectively on
noisy measurements and inverse-covariance matrices. On the
other hand, Battistelli et. al [25] find that, by performing
consensus on the Kullback-Leibler average of local probability
density function, estimation stability is also guaranteed. They
further prove that, if the single-consensus step is used, this
approach is reduced to the well-known covariance intersection
fusion rule [26], [27]. Since the consensus-based estimators
usually require multiple consensus steps during each sampling
period, they generate better estimation performance.

In Fig. [T we present the general information flow of the
existing consensus-based estimation algorithms, where A; (k)
is the information transmitted by sensor ¢ and to be fused
by consensus algorithms, which could be the local estimates
([11], [12])), measurements ([13[]—[15]], [28]]), or information
matrices ([25], [29]). It is noticed from the figure that the
consensus/synchronization process is usually coupled with the
local filter in these works, making it hard to analyze the
performance of local estimates. Due to this fact, while the
aforementioned algorithms are successful in distributing the
fusion task over multiple nodes and providing stable local
estimates, i.e. the error covariance is proved to be bounded at
each sensor side, the exact calculation of error covariance can
hardly be obtained. Moreover, the global optimality (namely,
whether performance of the algorithm can converge to that of
the centralized Kalman filter) is also difficult to be analyzed
and guaranteed in some works.



It is worth noticing that in theory, the gain of the Kalman
filter converges to a steady-state gain exponentially fast [30],
which can be calculated off-line. Moreover, in practice, a fixed
gain estimator is usually implemented, which has the same
asymptotic performance as the time-varying Kalman filter.
Hence, this paper focuses on the distributed implementation
of the centralized steady-state Kalman filter. In contrast to
most of the existing algorithms, we decouple the local filter
from the consensus process. Such decoupling enables us to
provide a new framework for designing distributed estimators,
by reformulating the problem of distributed state estimation
into that of linear system synchronization. We, hence, are able
to leverage the methodologies from latter field to propose
solutions for distributed estimation. To be specific, in the
synchronization of linear systems, the dynamics of each agent
is governed by an LTI system, the control input to which is
generated using the local information within the neighborhood,
in order to achieve asymptotic consensus on the local states of
agents. Over the past years, lots of research efforts have been
devoted to this area (see [31]-[36] for examples) by designing
synchronization algorithms that can handle various network
constraints. Exploiting the results therein, the distributed esti-
mator in this work is designed through two phases as below:

1) (Local measurement processing) A lossless decompo-
sition of steady-state Kalman filter is proposed, where each
sensor node runs a local estimator based on this decomposition
using solely its own measurement.

2) (Information fusion via consensus) The sensor infers the
local estimates of all the others via a modified consensus al-
gorithm designed for achieving linear system synchronization.

The contributions of this paper are summarized as follows:

1) By removing assumptions regarding the eigenvalues of
system matrix, this paper extends, in a non trivial way, the
results in [37]], and thus develops the local filters for losslessly
decomposing Kalman filter in estimating the general systems.
(Lemma [3)

2) Through the decomposition of Kalman filter, this paper
bridges two different fields and makes it possible to leverage
a general class of algorithms designed for achieving the
synchronization of linear systems to solve the problem of
distributed state estimation. By doing so, we can propose
stable distributed estimators under different communication
constraints, such as time delay, switching topology, random
link failures, etc. (Theorem [)

3) For certain synchronization algorithm, e.g., [31], the
stability criterion of the proposed estimator is established.
Moreover, in contrast to the existing literature, the covariance
of the estimation error can be exactly derived by solving
Lyapunov equations. (Theorem [2] Theorem 3] and Corollary [T)

4) The designed estimator enjoys low communication cost,
where the size of message sent by each sensor is min{m, n},
with n and m being dimensions of the state and measurement
respectively. (Remark [6])

Some preliminary results are reported in our previous work
[38]], where most of the proofs are missing. This paper further
extends the results in [38] by computing the exact asymptotic
error covariance, instead of only showing the stability of pro-
posed algorithms. The extension to the more general random

communication topology is also added. Moreover, a model
reduction method is further proposed in this work to reduce
the message complexity from m to min{m, n}.

Notations: For vectors v; € R™i the vector [Uf, . ,U],JH r
is defined by col(vy,...,vy). Moreover, A ® B indicates
the Kronecker product of matrices A and B. Throughout this
paper, we define a stochastic signal as “stable” if its covariance
is bounded at any time.

The remainder of this paper is organized as follows. Section
introduces the preliminaries and formulates the problem of
interest. A lossless decomposition of optimal Kalman filter
is given in Section where a model reduction approach is
further proposed to reduce the system order. With the aim
of realizing the optimal Kalman filter, distributed solutions
for state estimation are given and analyzed in Section
We then discuss some extensions in Section [V] and validate
performance of the developed estimator through numerical
examples in Section Finally, Section [VII] concludes the

paper.

II. PROBLEM FORMULATION

In this paper, we consider the LTI system as given below:
z(k+1) = Ax(k) + w(k), (1)

where z(k) € R™ is the system state, w(k) ~ N(0,Q) is
independent and identically distributed (i.i.d) Gaussian noise
with zero mean and covariance matrix ¢ > 0. The initial
state 2(0) is also assumed to be Gaussian with zero mean and
covariance matrix X > 0, and is independent from the process
noise {w(k)}.

A network consisting of m sensors is monitoring the above
system. The measurement from each sensor ¢ € {1,--- ,m}
is given by

where y;(k) € R is the output of sensor i, C; is an n-
dimensional row vector, and v;(k) € R is the Gaussian
measurement noise.

By stacking the measurement equations, one gets

y(k) = Cx(k) + v(k), 3)
where
y1(k) 1 v1(k)
O N N IR R OE N B P
Ym (k) Cn U (k)
“4)

and v(k) is zero-mean i.i.d. Gaussian noise with covariance
R > 0 and is independent from w(k) and x(0).

Throughout this paper, we assume that (A, C') is observable.
On the other hand, (A, C;) may not necessarily be observable,
i.e., a single sensor may not be able to observe the whole state
space.

IThe results in this paper can be readily generalized to cases where the
sensor outputs a vector measurement, by treating each entry independently as
a scalar measurement.



A. Preliminaries: the centralized Kalman filter

If all measurements are collected at a single fusion center,
the centralized Kalman filter is optimal for state estimation
purpose, and provides a fundamental limit for all other esti-
mation schemes. For this reason, this part will briefly review
the centralized solution given by the Kalman filter.

Let us denote by P(k) the error covariance of estimate
given by Kalman filter at time k. Since (A, C) is observable,
it is well-known that the error covariance will converge to the
steady state [6]:

P = lim P(k). (5)

Since the operation of a typical sensor network lasts for an
extended period of time, we assume that the Kalman filter is
in the steady state, or equivalently > = P, which results in a
steady-state Kalman filter with fixed gailﬂ

K =PC" (CPCT +R) ™. ©6)
Accordingly, the optimal Kalman estimate is computed recur-
sively as

#(k+1) = Az(k) + K (y(k + 1) — CAz(k))
= (A - KCA)i(k) + Ky(k + 1).

It is clear that the optimal estimate requires the infor-
mation from all sensors. However, in a distributed framework,
each sensor is only capable of communicating with immedi-
ate neighbors, rendering the centralized solution impractical.
Therefore, this paper is devoted to the implementation of
Kalman filter in a distributed fashion.

(7

III. DECOMPOSITION OF KALMAN FILTER

In this section, we shall provide a local decomposition of the
Kalman filter (7)), where the Kalman estimate can be recovered
as a linear combination of the estimates from local filters. This
section extends, in a non-trivial way, the results in [37] by
removing the assumptions on the eigenvalues of system matrix
therein, and thus proposes the local filter for estimating the
general systems. The results in this part would further help us
to design distributed estimation algorithms in the next sections.

Without loss of generality, let the system matrix be

A

where A% € R*“*"" and A5 € R™*"° such that any
eigenvalue of A" lies on or outside the unit circle while the
eigenvalues of A® are strictly within the unit circle. It thus
follows from (1) that

¥ (k+1) = A%2°(k) + Jw(k), )

where J = [0 1,:] € R™*" and 2(k) = col(z*(k),z*(k)).
Accordingly, C; is partitioned as

where C# € R*"*! and C§ € R™ ¥,

(10)

Notice that even if & # P, the Kalman estimate converges to the steady-
state Kalman filter, i.e., the steady-state estimator is asymptotically optimal.

A. Local decomposition of Kalman filter

To locally decompose Kalman filter, we first introduce the
following lemmas, the proofs of which are given in appendix:

Proposition 1. If A is a non—derogatoryrf] Jordan matrix, then
both (A, 1) and (AT 1) are controllable.

Lemma 1. Letr (X, p) be controllable, where X € R™*™ and
p € R". For any q € R", if X +pq” and X do not share any
eigenvalues, then (X +pq™, q7) is observable, or equivalently
(XT 4 qp™, q) is controllable.

Lemma 2. Let (X, p) be controllable, where X € R™*™ and
p € R™. Denote the characteristic polynomial X as p(s) =
det(sI — X). Let Y € R™*™ and q € R™. Suppose that

¢(Y)q =0, 1D
then there exists T € R™*™ which solves the equation below:
TX =YT, Tp=q. (12)

With the above preparations, let us consider the optimal
Kalman estimate in (7). For simplicity, we denote by K
the j-th column of the Kalman gain K. Namely, K =
[K1,- -+, K] Accordingly, (7) can be rewritten as

Bk +1) = (A— KCA)#(k)+ Y Kiyi(k+1).  (13)
i=1

Notice that A— K C'A is stable. It is clear that we can always

find a Jordan matrix A € R™*™, such that A is strictly stable,

non-derogatory and has the same characteristic polynomial of

A— KCA. In view of Proposition [T} we conclude that (A, 1)

is controllable. Therefore, by Lemma [2} we can always find

matrices [3’s, such that the following equalities hold for ¢ =
1. ,m:

FA = (A— KCA)F,, Fi1, = K. (14)

Suppose each sensor ¢ performs the following local filter
solely based on its own measurements:

where &;(k) is the output of local filter from sensor 4, and
1, € R™ is a vector of all ones. Then it is proved the optimal
Kalman filter can be decomposed as a weighted sum of local
estimates &;(k)’s, as stated below:

5)

Lemma 3. Suppose each sensor performs the local filter (13).
The optimal Kalman estimate (1) can be recovered from the
local estimates &;(k),i=1,2,--- ,m as

#(k) = F&i(k), (16)
i=1

where F; is defined in (T4).

Proof. By multiplying both sides of the recursive equation
by F;, we arrive at

F&i(k+1) = FA&(k) + Fi 1, yi(k + 1). (17

3A matrix is defined to be non-derogatory if every eigenvalue of it has
geometric multiplicity 1.



Then it follows from (T4) that

Fi&i(k+1) = (A - KCA)F& (k) + Kyyi(k+1),  (18)

Summing up the above equation for all ¢ = 1,--- ,m and
comparing it with (I3), we can conclude that (I6) holds. O

Notice that the equality in Lemma [3] surely holds. That
means the Kalman filter can be perfectly recovered by (16). We
hence claim that is a lossless decomposition of optimal
Kalman filter. To better illustrate the ideas, the information
flow of centralized Kalman filter and local decomposition (I6)
is given in Fig 2]

y1(k) ym (k)
y1(k) Ym (k) [Local ﬁlter] e [Local ﬁlter]
[k 0
[ Weighted sum ]

Fig. 2: The information flow of centralized Kalman filter (left
hand), and local decomposition of Kalman filter (right
hand).

B. A reformulation of (13) with stable inputs

It is noted that the system matrix A may be unstable
which implies that the covariance of measurement y(k) is not
necessarily bounded. As a result, we need to redesign (I3)
using the stable residual z;(k) as an input instead of the raw
measurement y; (k). The main reason for this reformulation is
to make the consensus algorithm feasible and develop stable
distributed estimators, which will be further discussed in the
proof of Theorem [3]

Towards the end, notice that (A, 1) is controllable, A is
stable and any eigenvalue of A, is unstable. Hence, we can
always find a non-zero S € R™ and compute

S=A+18", 19)

such that

1) the characteristic polynomial of A% divides ¢(s),
where ¢(s) is the characteristic polynomial of S, and
¢(s)/ det(sI — A") has only strictly stable roots;

2) S do not share eigenvalues with A. Hence, by the virtue
of Lemma [1} (ST, 3) is controllable.

Remark 1. Notice that by using [, we place the eigenvalues
of S to the locations which consist of two parts: the unstable
ones that coincide with the eigenvalues of A, and the stable
ones that are freely assigned but cannot be the eigenvalues of
A. This is feasible as (A, 1) is controllable.

Next, let us consider the filter below:
zi(k) = yi(k + 1) = BTG (k),

. - (20)

where 8 and S are calculated through (T9). In the following
lemma, we shall show that also losslessly decomposes the
Kalman filter. Moreover, the covariance of z;(k) is bounded
at any time.

Lemma 4. Consider the local filter (20). The following
statements hold at any instant k:

1) 20) has the same input-output relationship with (13).
Namely, given the input y;(k), they yield the same output

2) zi(k) is stable, i.e., the covariance of z;(k) is always
bounded.

Proof. The proof is given in Appendix{C] O

Remark 2. If A has unstable modes, the previous discussions
show that (I3) can be seen as a linear system with stable
system matrix A but unstable input y;(k + 1). As a contrast,
(@20) has unstable system matrix S but stable input z;(k).
This formulation is essential to guarantee the stability of local
estimators, as will be seen in the proof of Theorem

C. A reduced-order decomposition of Kalman filter when n <
m

To simplify notations, we define the following aggregated
matrices:

Sé[m®sa f/i éei®ln7 [N/é [f’l7"' )im] :Im®1n;
21
where I,,, is an m-dimensional identity matrix and e; is the

ith canonical basis vector in R™. We thus collect and
(20) in matrix form as:

E1(k+1) &1 (k) z1(k)
) Law] L]
€1(k)
zk)y=F |
Em (k)

where F 2 [Fy, Fy,---,F,]. By Lemmas [3| and [4]
represents a lossless decomposition of Kalman filter.

Notice that the system order of (22)) is mn. In this part, we
shall show that by performing model reduction, this order can
be further reduced to n? when the state dimension is less than
the number of sensors, namely n < m. These discussions
would be useful for us to achieve a low communication
complexity in distributed frameworks.

To proceed, we regard the input and output of as z(k)
and Z(k), respectively, where

T
2(k) & [zl(k), e ,zm(k)] .
Let us introduce the below lemma, the proof of which is given
in Appendix{D}

Lemma 5. Any matrix W € R™*" can be decomposed as

W = H191(S) + Hap2(S) + - - - + Huppn(S), (24)

(23)



where H; £ ¢;8T, {;(S)} are certain polynomials of S, and
S and 3 are given in (19).

As a direct result of Lemma [5] for any F; in (I6), we can
always rewrite it by using the polynomials of S, i.e., {p;;(S)}:

F; =Y Hjpi;(S). (25)

j=1

For simplicity, we also denote
T; 2 [(pin($) 1a)", -, (0in(S) 1) )" (26)

It is then proved in the below theorem that system (22) can
be reduced with a less order:

Theorem 1. Consider the following system:

01(k+1) 01 (k) z1(k)
L =mes)| | +T| |,
O.(k+1) 0., (k) Zm (k)
27
01 (k) @7
Bk =H| : |
0., (k)
where
T=[T,Ts, - ,Tn], H=[Hy,Ha, -, H,)]. (28)

It holds that system (27) shares the same transfer function with

Proof. The proof is presented in Appendix{E] O

Therefore, by performing model reduction, we present sys-
tem which shares the same transfer function with (22)) but
with a reduced order. As proved previously, the output of
is the optimal Kalman estimate. As a result, also has the
Kalman estimate as its output and the Kalman filter can be
perfectly recovered by as well. We hereby refer both (22))
and to lossless decomposition of Kalman fiter. Depending
on the size of m and n, one should use a system with smaller
dimension to represent the centralized Kalman filter.

IV. LOCAL IMPLEMENTATION OF KALMAN FILTER

From Fig. [2] it is clear that local decomposition proposed
in Section [[1I] is still centralized as a fusion center is required
for calculating the weighted sum. In this section, we shall
provide distributed algorithms for implementing it, where each
sensor node performs local filtering by using the results from
Section and global fusion by exchanging information
with neighbors and running consensus algorithm. Based on
whether n is greater than m or not, different algorithms will
be presented to achieve a low communication complexity.

We use a weighted undirected graph G = {V,&, A} to
model the interaction among nodes, where V = {1,2,...,m}
is the set of sensors, & C V x V is the set of edges, and
A = [a;;] is the weighted adjacency matrix. It is assumed
a;; > 0 and a;; = a;;,Vi,j € V. An edge between sensors
and j is denoted by e;; € £, indicating that these two agents
can communicate directly with each other. Note that e;; € £

yi(k) y; (k)

Loga] filter

&(k)

Logal filter
&i(k)

Synchronization

Linear system
n; (k)

#(k) (k)

Linear system

Fig. 3: The information flow of Algorithm |1} where nodes @
and j are immediate neighbors.

if and only a;; > 0. By denoting the degree matrix as D =
diag (degy, . ..,degy) with deg; = Zjvzl a;j, the Laplacian
matrix of G is defined as Lg £ D — A In this paper, a
connected network is considered. We therefore can arrange the
eigenvalues of Laplacian matrix as 0 = pg < o < -+ < Loy

A. Description of the distributed estimator

In light of (T6), the optimal estimate fuses &;(k) from all
sensors. However, in a distributed framework, each sensor can
only access the information in its neighborhood. Hence, any
sensor ¢ needs to, through the communication over network,
infer £;(k) for all j € V to achieve a stable local estimate.

Let us denote by n; ;(k) as the inference from sensor i
on sensor j. As will be proved later in this section, 7; ;(k),
by running a synchronization algorithm, can track %ngj(k)
with bounded error. Hence, every sensor ¢ can make a decent
inference on éj(k)

By collecting its inference on all sensors together, each
sensor ¢ keeps a local state as below:

1i,1(k)

ni(k) £ e R™", (29)

which will be updated by synchronization algorithms. Since
ni(k) contains the fair inference on all £;(k),j € V, sensor i
finally uses it to compute a stable local estimate.

To be concrete, let us define the message sent by agent ¢ at
time & as A;(k) 2 I'n;(k) € R, where T = I,, ® T and T
is a design parameter to be given later. We are now ready to
present the main algorithm. Suppose each node : is initialized
with 2;(0) = 0 and 7;(0) = 0. At any instant k£ > 0, its update
is outlined in Algorithm |1} the information flow of which is
shown in Fig. 3| Compared with Fig.[2] the proposed algorithm
is achieved in a distributed manner.

Remark 3. Instead of transmitting the raw estimate n;(k) €
R™", each agent sends a “coded” vector A;(k), with a
smaller size m.



Algorithm 1 Distributed estimation algorithm for sensor ¢

1: Using the latest measurement from itself, sensor ¢ computes
the local residual and update the local estimate by

zi(k) = yi(k +1) = BT&(k),
ik +1) = S&(k) + 1, (k).
2: Compute A;(k) = I'n;(k) and collect A (k) from neigh-

bors and fuse the neighboring information with the consensus
algorithm as

(30)

ik +1) = Sni(k) + Lizi(k) + B aij(A;(k) — Ai(k)),
Jj=1

. ~ N (3D
where S and L; are given in (2I)), and B 21,21,
3: Update the fused estimate on system state as:
Ti(k+1) =mFn(k+1). (32)

4: Transmit the new state A;(k + 1) to neighbors.

B. Performance analysis

This part is devoted to the performance analysis of Algo-
rithm [I] We shall first provide the following theorem:

Theorem 2. With Algorithm([l] the average of fused estimates
from all sensors coincides with the optimal Kalman estimate
at any instant k. That is,

Lo~ 0 .
~ ;xi(k) = &(k),Yk > 0. (33)

Proof. Summing (3I)) over all i = 1,2, ..., m yields
m m m
Domk+1)=9> ni(k)+ Y Liz(k),  (34)
i=1 i=1 i=1

where we use the fact that a;; = aj; for any 4,5 € V.

Comparing it with (20), it holds for any instant k¥ and any
7 €V that:

(k)= mij(k). (35)
=1

Therefore, the following equation is satisfied at any k£ > 0:

LS w) =S Pk = 303 Fys (k)
i=1 i=1 i=1 j=1
=Y B[ miw)] = Fék) = k)
=1 i=1 =1
J J 36)
This completes the proof. O

On the other hand, in order to show the stability of proposed
estimator, it is also desired to prove the boundedness of error
covariance. Towards this end, we introduce the following
lemma, the condition of which is characterized in terms of
a certain relation between the Mahler measure (the absolute
product of unstable eigenvalues of .S) and the graph condition

number (the ratio of the maximum and minimum nonzero
eigenvalues of the Laplacian matrix):

Lemma 6. Suppose that the product of all unstable eigenval-
ues of matrix S meets the following condition:

[Tl <

where )\“J-‘(S) represents the jth unstable eigenvalue of S. Let
2 Ifps
2 + ptm Izpln
where o and |, are, respectively, the second smallest and
largest eigenvalues of Lg. Moreover, P > 0 is the solution to
the following modified algebraic Riccati inequality
STP1,11PS
1rpri,
with  satisfying ][, |)\;‘(S)| < (< % Then for
any j € {2,...,n}, it holds that

p(S—p;1,T) < 1.

1+ p2/fim

; 37
1- :u2/,um

e R, (38)

P—STPS+(1-¢%) >0, (39

(40)

Proof. Forany j € {2,...,n}, letus denote (; = 1—2pu;/(po+
tm) < C. Since (S, 1,,) is controllable, there exists some P >
0 which solves (39). Together with (38), it holds that

(S —pi 1L, D)'P(S — pj1,T) =P

STP1,1L pPs
=STps _(1—-¢H_—_~n’ " _
0=, 41)
sT™p1,1LPS
<SPS —(1-)—F2"" —-P<O.
< (1=t
Hence, our proof completes. O

Remark 4. Note that, if all the eigenvalues of S lie on or
outside the unit circle, You et al. [31|] prove that holds
if and only if is satisfied. In Lemma [6] we further show
that, is still a sufficient condition to facilitate {40) if S
has stable modes.

Remark 5. Invoking Remark |l| each \}(S) corresponds to
a root of the characteristic polynomial of A". Thus, the
condition can be rewritten using the system matrix A",
L+ p2/p
[Tlran) < =207
J

, 42
L — pa/ptm “2)

where 1;(A" is a root of the characteristic polynomial of A™.

With the above preparations, we are now ready to analyze
the error covariance of local estimator as below:

Theorem 3. Suppose that the Mahler measure of S meets
condition 37), and T is designed based on (B8)-[BI). With
Algorithm|l| the error covariance of each local estimate ¥ ;(k)
is bounded at any instant k.

Proof. Due to space limitation, the proof is given in Appendix-

B O



The proof of Theorem [3implies that we present a distributed
estimation scheme with quantifiable performance.

Corollary 1. Suppose that the Mahler measure of S meets
condition (B7), and T is designed based on (B8)-(B9). Ler W
be the asymptotic error covariance of local estimates. Namely,

W2 lim cov(é(k)),
k—o0
where é(k) £ col[(#1(k) — x(k)), -
using Algorithm [I} it holds that
W=wW+U,IL)o P,

» (Zm (k) — 2(k))]. By

(43)

where W is the asymptotic error covariance between local
estimate and the Kalman estimate, and P is the error covari-
ance of Kalman filter as defined in Q). Moreover, W can be
exactly calculated.

As seen from the calculation, W, i.e., the performance
gap between our estimator and the optimal Kalman filter, is
purely caused by the consensus error. Therefore, if infinite
consensus steps are allowed between two consecutive sampling
instants, the consensus error vanishes and the performance of
the proposed estimator coincides with that of the Kalman filter.

Combining Theorems [2] and [3] the local estimator is stable
at each sensor side. Therefore, we conclude that by applying
the algorithm designed for linear system synchronization, i.e.,
(31), the problem of distributed state estimation is resolved.

Remark 6. Note that Algorithm|[I| requires each agent to send
out an m-~dimensional vector A;(k) at any time. Therefore, in
the network with a large number of sensors, i.e., n < m, this
solution will cause a high communication cost. To address this
issue, this remark, by leveraging the reduced-order estimator
in Theorem([I} modifies Algorithm[|to introduce less com-
munication complexity. To be specific, we aim to implement the
reduced order system with distributed estimators. Similar
as before, any agent i stores its estimate on all the others in
a variable 9;(k), where

Vi1 (k)

0; (k) & eR™. (44)

For each sensor 1, it is initialized with £;(0) = 0 and 9,;(0) =
0. For the case of n < m, the estimation algorithm works as in
Algorithm 2| Following similar arguments, the local estimator
at each sensor side is proved to be stable.

Combining it with Algorithm [I} we conclude the size of
message sent by each sensor at any time is min{m,n}. Com-
pared with the existing solutions in distributed estimation, e.g.,
[12]]-[16], our algorithm enjoys lower message complexity.

Remark 7. Notice that sensor node i has perfect information
of its own local estimate &;(k). Therefore, instead of using
1:.i(k) to infer &(k)/m, node i can just use &(k)/m to
replace (k) in (32), which potentially improves the per-
formance of the estimators.

Algorithm 2 Distributed estimation algorithm 2 for sensor 4

1: Using the latest measurement from itself, sensor ¢ computes
the local residual and update the local estimate by

zi(k) = yi(k +1) = BT&(k),
él(k + 1) = Séz(k?) + ln Zl(]f)
2: Compute A;(k) = (I, ®T)9; (k) such that T is calculated

by (38). Collect A;(k) from neighbors and fuse the neighbor-
ing information with the consensus algorithm as

Vi(k+1) =(I, ® 8)Y;(k) + T;zi(k)

- (45)
+ (L @1,) Y aii(A;(k) — Aq(k)),
j=1
where T; is defined in (26).
3: Update the fused estimate on system state as:
Zi(k+1) =mH9;(k+ 1), (46)

where H is given in (28).
4: Transmit the new state A;(k + 1) to neighbors.

V. EXTENSIONS OF PROPOSED SOLUTIONS

In the previous sections, we leverage the linear system
synchronization algorithm proposed in [31f], to solve the
problem of distributed state estimation. In this section, we
aim to extend such a result and show that any control strategy,
which can facilitate the linear system synchronization, can be
modified to yield a stable distributed estimator. As a result,
we bridge the fields of distributed state estimation and linear
system synchronization.

Let us consider the synchronization of the following homo-
geneous LTI system:

ni(k + 1) = Sn;(k) + Buy(k), Vi € V, (47)

where u;(k) is the control input of agent i. In literature, a
large variety of synchronization algorithms has been proposed
with the framework below:

wi(k +1) = Aw; (k) + Bn;(k + 1),
Az(k) = Efl(k% (48)
u;(k) = Zaij%j(k)(Aj(k) — Ai(k)),

where w; (k) is the “hidden state” that is necessary for agent 4
to yield the communication state A, (k) and input u;(k), and T
refers to the control gain. Notice that (48] can be used to model
the controller with memory. Moreover, ~;;(k) € [0, 1] models
the fading or lossy effect of the communication channel from
agent j to agent ¢. At every time, the agent collects the
available information in its neighborhood and synthesizes its
communication state and control signal via (@8).

For simplicity, we denote U/ as the control strategy that can
be represented by (#8). Let the average of local states at time
k be

A = > (k).
i=1



The network of subsystems reaches sfrong synchroniza-
tion under U, if the following statements hold at any time:

1) Consistency: the average of local states keeps consistent
throughout the execution, i.e.,

ik +1) = Si(k).

2) Exponential Stability: agents exponentially reach con-
sensus in mean square sense, i.e., there exist ¢ > 0 and
p € (0,1) such that

E[l|ni(k) — 7(k)|[*] < cp®, Vie V.

(49)

(50)

We now review several existing strategies which facilitate
the strong synchronizationand show that they can be repre-

sented by (@8):

1) Let A;(k) = I'n;(k) be the communication state defined
in Section To facilitate the synchronization of ho-
mogeneous linear systems in undirected communication
topology, You et al. [|31]] design the following control law:

wi(k) =D aij(A;(k) — Ai(k)), (51)
j=1
which coincides with @8).
2) Another example is the filtered consensus protocol given
in [34]. By designing the hidden state as

wi(k) = F(q)ni(k),

where ¢ is the unit advance operator, i.e., ¢ 's(k) =
s(k — 1), and F(z) is the transfer function of a square
stable filter, the synchronization of linear systems is
achieved by (48) under a more relaxed condition than
. 1+ 12/ tom
7), that is: [, |AY Y,
atis: T1, X} (5)] < Vel

3) Instead of focusing on perfect communication channels,
the authors in [32] and [33]] develop the control protocols
to account for the random failure on communication
links and Markovian switching topologies, respectively.
By modeling the packet loss with the Bernoulli random
variable v;;(k) € {0, 1}, these works complement the
results in [31] and prove the mean square stability under
the control strategy (48).

Notice that Algorithms [I] and [2] utilize (51) for achieving
synchronization and producing stable distributed estimators.
In what follows, we argue that the optimal Kalman estimate
can indeed be distributively implemented using any linear
system synchronization algorithms facilitating @9)-(50). To be
specific, Algorithm |1} should be modiﬁecﬂ by replacing
with

(52)

mi(k+1) = Sn;(k) + Bus(k) + Lizi(k),  (53)

where u;(k) is generated by U that facilitates (@9)-(30). We
then state the stability of local estimators as below:

Theorem 4. Consider any algorithm U which facilitates the
statements and (50). At any time k, suppose each ~;;(k)
is independent of the noise {w(k)} and {v(k)}. Then (53)

4Simi1ar1y, in the case of n < m, one can also derive the general form of
AlgorithmE] with any linear system synchronization strategy Uf.

vields a stable estimator for each sensor node. Specifically,
the following statements hold for any k > 0:

1) the average of local estimates from all sensor coincides
with the optimal Kalman estimate;

2) the error covariance of each local estimate is bounded.

Proof. The proof is given in Appendix{H] O

Remark 8. Theorem ] assumes the independence of the com-
munication topology and system/measurement noises. There-
fore, as for the event-based synchronization algorithms, where
the communication relies on the agents’ states, we cannot
analyze its efficiency of solving the distributed estimation
problem by directly resorting to Theorem[| In the future work,
we will continue to investigate this topic.

In contrast with Fig [T] this work, by using the lossless
decomposition of Kalman filter, decouples the local filter from
the consensus process, as shown in Fig. |3} The decoupling
enables us to leverage the rich results in linear systems syn-
chronization to analyze the performance of local estimators, as
proved in Theorem [d] Moreover, following the similar proof
arguments as that of Theorem [3] we can show that with our
framework, the error covariance of each local estimate actually
consists of two orthogonal parts: the inherent estimation error
of Kalman filter and the distance from local estimate to
Kalman filter, namely:

cov(é;(k)) = cov(z; (k) — x(k))
=cov(z;(k) — 2(k) + 2(k) — 2(
cov(&;(k) — &(k)) + cov(Z(k) — z(k))

= cov (i (k) - % > #4(k)) + cov(@ (k) — (k)
—m?F cov (ni(k) - % > () FT +cov(i(k) - a(h))

where the third equality holds due to the optimality of Kalman
filter, and the last equality holds by (32)). Notice that the second
term of RHS is the error covariance of Kalman filter, while
first term is the error between local estimate and Kalman filter
and purely determined by the consensus process. Therefore,
by choosing proper strategy U/, extensive results on achieving
strong synchronization can be applied to (33) to deal with the
consensus error in various settings, such as directed graph,
time-varying topologies, etc. Particularly, if infinite consensus
steps are allowed between two consecutive sampling instants,
the consensus error vanishes, i.e., n;(k) — L 3" n;(k) =0,
and the performance of the proposed estimator is optimal since
it coincides with that of the Kalman filter. That means the
global optimality can be guaranteed.

VI. NUMERICAL EXAMPLE

In this section, we present numerical examples to verify the
theoretical results obtained in previous sections.



A. Numerical example when n < m

Let us consider the case where four sensors cooperatively
estimate the system state. The system parameters are listed
below:

T
a=[09 0] o ro1 1]t
0 11 01 1 -1 (54)

Q = 0.25I,, R = 4I,.

In this example, the number of states is smaller than that
of sensors, i.e. n < m. We therefore choose Algorithm |Zl
Moreover, notice that the system is unstable, and sensor 1
cannot observe the unstable state.

Suppose that the topology of these four sensors is a ring
with weight 1 for each edge. The Laplacian matrix is thus:

2 -1 0 -1
-1 2 -1 0
o -1 2 -1
-1 0 -1 2

(55)

It is not difficult to check that the second smallest and the
largest eigenvalues of Lg are respectively ps = 2, pg = 4.
To fulfill the sufficient condition in Lemma [6] let us choose

¢ =0.5.

We set the initial state z(0) ~ A(0, 1) and the initial local
estimate %;(0) = 0 for each sensor 7 € {1,2,3,4}. It can be
seen that the mean squared local estimate error e;(k) enters
steady state and is stable after a few steps (see Fig. ).
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Fig. 4: Average mean square estimation error of system states
under Kalman filter and local estimators in 10000 experiments.

B. Numerical example when n > m

In the second example, we simulate the heat transfer process

E|in a planar closed region discussed in [41] and [42]:

ou v 0%u
5= a(TI% 673)’ (56)
with boundary conditions
Oul o _ ﬁ’ _Oup _Ouwp
0x1 14,082 O ltlas  Oxolt,z1,0  OTolt,zr,l ’
(57)

where x1 and x5 are the coordinates in the region; u(¢, x1, x2)
indicates the temperature at time ¢ at position (1, z3), [ is the
side length of the square region and « adjusts the speed of the
diffusion process. With a N x N grid and sample frequency
1Hz, the diffusion process can be discretized as:

u(k +1,0.5) = (ki) = pylulh.i = 1.) +ulk,ij - 1)

Fulk,i+1,5) + u(k,i,j+ 1) — du(k, i, j)],
(58)

where h = < denotes the size of each grid and u(k,1, j)
indicates the temperature at time k at location (ih,jh). By
collecting all the temperature values of each grid, we de-
fine the state variable U(k) = [u(k,0,0),--- ,u(k,0,N —
1),u(k,1,0),--- ,u(k, N—1, N —1))]T. Further, by introduc-
ing process noise into (38), one derives the following system
equation:

Uk+1)=AU(k) +w(k),

where w(k) ~ N (0, Q) is Gaussian noise.

As shown in Fig. 5] m sensors are randomly deployed in
this region to monitor the temperature, where the measurement
of each sensor is a linear combination of temperature of the
grids around it. Specifically, suppose the location of sensor
s is (Z1,22) such that &1 € [i,0 + 1), &2 € [§,5 + 1), we
define A%y = x;1 — ¢ and AT, = x;0 — j. We assume that the
measurement of sensor s at time k is

1 . . .
yo(k) =5 [(1 = A1) (1 = Ad)uh i, j)

+ Ale(l - Aii’g)u(k,l + ].,j)

+ (1 — Azqy)Adqu(k,i,j+ 1)

+ Az Azou(k,i+ 1,5 +1)] + vs(k).

(59)

(60)

We collect the measurements of each sensor at time k and
denote it as Y (k), then it follows

Y (k) = CU(K) + v(k), 61)

where v(k) ~ N (0, R) is the measurement noise and the mea-
surement matrix C' can be derived from (60). The parameters
for the simulation are listed below:

o (¥ = 02,

e [ =4 and N =5, thus the grid size h = 1;

e n = N2 =25 and m = 15. Therefore, n > m, which is
different from our first example.;

SState estimation in diffusion process has wide applications in sensor
network, e.g., urban CO2 emission monitoring [39]], temperature monitoring
in data center [40], etc.



(a) Topology

W

— e

(b) Estimate variance of KF

0200

7

0175

S

Y

0150

(c) Estimate variance of local KF of s1 (d) Estimate variance of s1 with replacement

{0125

L 0100

H B

Fig. 5: (a) The position and topology of m sensors in the N x
N grid lines; (b) The estimate variance of centralized Kalman
filter; (c) The estimate variance of local Kalman filter; (d) The
estimate variance of our estimators in 10000 experiments.

. Q = 0.2125 and R = 3]15.

As discussed in Remark (7, we replace 7;;(k) with the
estimates given by local Kalman filters. The results are shown
in Fig.[5] Our algorithm achieves better performance compared
with local Kalman filters which merely use the measurement
of the sensor itself. The improvement of each sensor can
be found in TABLE Specifically, for each sensor i, we
respectively define the performance of local Kalman filter and
our algorithm in terms of:

N tr(Pi) A tr(ﬁ)i)
Qi1 tT(P) y 042 tI‘(P) ’

(62)

where P, P, and P are respectively the steady-state error
covariance of local Kalman filter, our estimator and centralized
Kalman filter. We see that the proposed scheme outperforms
the local Kalman filter by at least 50% for each sensor.

C. Comparison with existing algorithms

We further compare the performance of Algorithm [I] with
those of existing algorithms: 1) centralized Kalman filter
(CKF), 2) KCF2009 ([13])), and 3) CMKF2018 ( [43])), through
a numerical example on inverted pendulum.

Notice that an inverted pendulum has n = 4 states:
x = [p; p; 6 0} namely, the cart position, cart velocity,
pendulum angle from vertical and pendulum angle velocity,
respectively. We consider the system linearized at 6 = 0 = 0
and discretized with sampling interval 7" = 0.01s, where the
detailed system equation can be found in with system
noise w(k) ~ N(0,0.05%L,).
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Fig. 6: Comparison of the mean square error of the estimates
provided by different algorithms in 10000 experiments.

In the example, m = 4 sensors are connected as a ring to
infer the system state. Let the measurement equation be

1 0 0 O
1 0 0 0

y=| 1 o o o |r®Fem, 6
0 0 1 0

where v(k) ~ N(0,0.321,,,). Notice that sensor 4 cannot fully
observe the state space. Fig. [f]illustrates the mean square error
(MSE) of its estimate on p and 6, respectively. The results
show that our algorithm yields better estimation performance.

D. Experiment when the global knowledge on system matrix
is unavailable

Finally, notice that the proposed distributed estimator is
based on a lossless decomposition of Kalman filter as devel-
oped in Section [T} which requires the global knowledge on
1) the system matrix A, 2) the measurement matrix C, and 3)
noise covariance matrix ) and R. In the case that certain part
of A, C, Q and R are unknown, before running Algorithm |I|
or [2] each sensor can broadcast its local parameters. In this
way, every sensor can obtain the system parameters it needs
within finite steps.

To quantify the overhead incurred by this initialization,
i.e., broadcasting the parameters, in the third example, we
conduct an experiment using m = 15 raspberry pis equipped
with temperature sensors which run the proposed distributed
estimation algorithm every minute. In our experiment, it is
assumed that the sensors do not have global information on
C and R. Thus, let each of them broadcast its C; and R;



TABLE I: Performance Improvement in Comparison with Local Kalman filter

Sensor index ¢ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Local KF performance g;1 194 194 196 196 194 193 197 194 195 194 192 194 195 194 195
Our estimator performance g;2 1.26 135 131 131 126 1.13 122 121 123 144 112 122 1.18 135 1.18
Improvement g;1 — 0:2 68% 59% 65% 65% 68% 80% T5% T3% T11% 50% 80% 72% 76% 59% 77%
at the starting phase so that every sensor can obtain system APPENDIX B

parameters it needs.

The mean traffic of a sensor with 3 neighbors is shown in
Fig. [7] It turns out, compared with the centralized Kalman
filter, our solution induces lower communication burden even
with the additional effort on initial broadcasting. Obviously,
the merits become more apparent with the increasing scale of
sensor networks.

Il Sensor with 3 neighbors in DSE algorithm [lll Center of CKF
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Fig. 7: Mean network traffic v.s. time.

VII. CONCLUSION

In this paper, the problem of distributed state estimation
has been studied for an LTI Gaussian system. We investigate
both cases where m > n and m < n, and propose distributed
estimators for both cases to introduce low communication cost.
The local estimator is proved to be stable at each sensor side,
in the sense that the covariance of estimation error is proved
to be bounded and the asymptotic error covariance can also be
derived. Our major merit lays in reformulating the problem of
distributed estimation to that of linear system synchronization.

APPENDIX A
PROOF OF LEMMA[TI

We will prove by contradiction. If (XT + gp”,q) is not
controllable, then we can find some s, such that the rank of
[XT +qp" —sI ¢ is strictly less than n. Therefore, there
exists a non-zero v, such that

ol [XT +gpT —sI q] =0,
which implies that
(X +p¢")w—sv=0,¢"v=0.

Therefore (X +pq? )v—sv = 0 and Xv—sv = 0, implying that
s is an eigenvalue of both X and X + pq”, which contradicts
with the assumption X and X +pg” do not share eigenvalues.
We thus complete the proof.

PROOF OF LEMMA

We will prove this lemma by construction. Towards the end,
let us next consider the following equation:

T[pa Xpa e 7Xn71p] = TRX = [quqa e aYnilq] = RY;

(64)

where Rx = [p,Xp,---, X" !p] and Ry =
[9.Yq, - .Y 'q].

Since (X,p) is controllable, Rx is full rank and thus

invertible, and T' = RyR;(l solves (64). Clearly Tp = q.

In what follows, we shall prove that 7X = YT. To this

end, let us denote the characteristic polynomial of X as

o(5) = 8"+ ap_18"" 1 + ... ap. It is noted that
TX"p=T(—p 1 X" ' —a, 2X"" 2~ —agl)p
= (1Y g —an oY P — - —agq) =Yg,

(65)

where the first and the last equality is due to Carley-Hamilton
and the second equality is from the fact TRx = Ry. As a
result

Hence, TX = Y Ry Ry! = YT, which finishes the proof.

APPENDIX C
PROOF OF LEMMA [4]

1) From (20), it is easy to verify that
SEi(k) + 1, 2 (k)
=(A+ 1, 1)& (k) + Lo [ys(k + 1) — BT& (k)]
—A&(k) + 1 yi(k +1).

As a result, the local filter (20) has the same input-output
relationship with (T3).

2) By Lemma [2] we know that for any i € V, we can find
G¥ € R™™", such that

(GTST = (AT (@GN, (GH)TB = (CrA)T,
which implies that
GYA* —1,CtA" = SGY — 1, BTG
= (A+187)G¥ =1, 87 G} = AGY,
gray =crav.

(66)

(67)
Furthermore,
G 0] A—1,CA = [GrA* 0] — 1, [CrA* C;A%]
=A[GY 0] —1,[0 C;A%],
BT [Gr 0] =[CrA* 0] =CiA—[0 C;A7],
(68)



where A and C; are given in (8) and (T0), respectively.
For simplicity, we denote

G £[G¢ 0] e R™™. (69)
Moreover, let A
ei(k) = Gy (k) — & (k). (70)
It follows from (T3) that
ek +1) = Ga(k+1) — &(k+1)
= GiAz(k) + Giw(k) — Ay(k) — Ly yi(k +1)
= (Gi — 1, Cy) Aw(k) — Ady(k) + (G — 1, C)w(k)
—1,vi(k+1)
=AG—1,[0 CA*] (k) — A&(k) + (Gi — 1, Cow(k)
—1,v(k+1)
= Aei(k) — 1, CF A%z (k) + (G — 1,, C)w(k) — 1, vi(k + 1),
(71

where the second to last equality holds by (68). Due to the
fact that A and A® are stable, we conclude that ¢;(k) is stable,
i.e., cov(e;(k)) is bounded.
One thus has
zi(k) = yilk +1) = B7& (k)
= yi(k +1) = 7 (Giz(k) — ei(k))
= Ci(Az(k) +w(k)) + vi(k + 1) + 8T ei(k)
—(C;A—=1[0 C;A*])x(k)

= BTe;(k) 4+ C3 Az (k) + Ciw(k) + v;(k + 1).
As proved in (7)), cov(e;(k)) is bounded. Moreover, it follows
from (9) that C A*z*(k) is a linear combination of the stable
parts in x(k). Also, the covariance of w(k) and v;(k + 1)

are bounded as () and R;, respectively. We thus conclude that
z;(k) is stable, i.e., the covariance of z;(k) is always bounded.

(72)

APPENDIX D
PROOF OF LEMMA 3]

For the proof of Lemma [5] we need the following result:

Lemma 7. Given any vector w € R". Suppose (ST,v) is
controllable, then there exists a polynomial p of at most n— 1
degree, such that w can be decomposed as

wl = vl'p(9). (73)

Proof. Suppose ¢(S) = apl + 1S + -+ + a1 We
thus rewrite (73) as

g
(571)" 0]

Op—1

w= {v STy (74)

Since (ST, v) is controllable, the first matrix on the RHS of the
equation has a column rank of n and hence the above equation
is always solvable. We therefore complete the proof. O

Now we are ready to prove Lemma[5] Notice that any matrix
W can be decomposed as

wi

W=1|:|= elw? + egwg 4+ enwz;. (75)
wy
Since (ST,7) is controllable, @24) can be concluded by

applying Lemma [7] to (73).
APPENDIX E
PROOF OF THEOREMI]

To begin with, we note that the following relation holds true
at any k > O:

Fist = [ 37 Hpig(9)] % = 7 H;S*pii(9),  (76)
j=1 j=1

where the last equality holds as S is commutable with any
polynomials of itself. Then let us consider the output of system

22):

(k4 1) =

F(I, ® S)' (I, @ 1,,)2(k — t)

(i FiSt 2 (k — t))

#
ES HM»
)

t=0
k m n
=S (Y HS (O azt 1) @
t=0 =1 j=1
k n m
=3 (S HS Y Py (S) Lk~ 1)])
t=0  j=1 i=1
k

=Y H(I,®S)'Tz(k—t) = &(k+1).
t=0
Notice that has z(k) as its input and Z(k) as its output.
As proved, given any z(k), 22) and @7) yield the same
output, i.e., Z(k) = &(k + 1). Hence, we conclude that the
two systems have the identical transfer functions. The proof
is thus completed.

APPENDIX F
PROOF OF THEOREM [3]

For simplicity, we first define aggregated vectors and ma-
trices as below:

771(k) K él(k)
nky £ 0 |ERE] 2,
7 (K) Em (k)
i, (78)
L,2
I Lnm




Then, we can rewrite (31) in matrix form as:
n(k+1)
=(Im ® S)n(k) + Lyz(k) = [In @ (BD))(Lg ® Ln)n(k)
().

=1, ® S — Lg @ (BD)|n(k) + L,z
(79)

Next let us denote the average state of all agents as

ya Z ik
Since 1m Lg = 0, it holds that
ik +1)
(8, L) ([T @ § — £ @ (BE)n(k) + Ly=(k)

1T @I )n(k).  (80)

1
m

=S7(k) + E(lfn ®Imn)LnZ(k)-

(1)
Furthermore, we define the state deviation of each sensor as
8;(k) £ n;(k) — 7(k) and then stack them as an aggregated
vector §(k) = col(d1(k),- -+ ,8,,(k)). Combining (79) and
(8T) yields the dynamic equation of &(k):

§(k+1)=[I,® S — Lg ® (BT)|6(k) + Lsz(k), (82)
where 1
Ls & [(Im = — 1 1) © Lnn] L. (83)

Recall that the Laplacian matrix of an undirected graph is
symmetric. Therefore, we can always find an unitary matrix

e [ﬁ 1., ¢2, - , &), such that Lg is diagonalized as
diag(0, o, - -+, pm) = DT Lg®. (84)
Using the property of Kronecker product yields that
(® @ Inn) " [Im ® S —Lg® (Bf}](@ ® In) .
= diag(S, S — ue BT, ..., S — u, BT).
Denote ~
5(k) £ (D ® Inn) " 6(k). (86)
One has
o(k +1) = Asd(k) + Lzz(k), (87)

where A; £ diag(S, S — po BT, -
(T — 1 -7 1, 17) ® L) Loy

We next study the stability of above system. To pro-
ceed, let us partition the state into two parts, i.e., g(k) =
(07 (k), 6% (k)]T, where &, (k) € R™" is a vector consisting of
the first mn entries of 4(k) and satisfies

,S — j1, BT) and Lz £

51(]“):%251'( Lmz (ni(k
i=1 i=1

Therefore, d; (k) is stable. Moreover, it holds that

0a(k+1) = diag(S — p12 BT, -, 8 — 1,y BT) 82 (k) + L2 (k),
~ B (89)
where Lj consists the last (m?n—mn) rows of L;. In view of

—7(k)) = 0. (88)

Lemma 6} diag(é’—,ugf?f‘, e ,S—umf}f) is Schur. Recalling
Lemma 4] z(k) is also stable. We therefore conclude that (89)
is stable, which further implies the stability of (87).

On the other hand, one derives from (72) that
(k) = Coolk) +o(b+ 1)+ (T BT )e(k) +C° A2 (K), (90)

where ¢(k) = col(ey (k), -+, €, (k)) and
1
o5 — )
Ofn
Recalling (7)), it follows that
Gi—-1,C
ek+1)=(Im ®Ae(k) + w(k)
Gmn—1,Cp
—(Lp @ 1,)v(k+ 1) — (I, ® 1,,)C* A®2° (k)
= (I, @ Ae(k) + Wew(k) + Vev(k + 1) + Acz® (k),
where
Gi—-1,C4
w. & : ,
Gmn—1,Cn oD
Ve 2 —(In®1,),Ac £ —(1,, ® 1,)CA°.

By combining the above dynamics with (9), one derives that

k)] [A5 Liln@BT) L;C°A] [5(k)
ek+1) | = I @A A e(k)
x5(k+1) A® x5(k)
L;C Ls
+ | We | w(k)+ |Ve|v(k+1)
J 0
92)

Notice that the above system is stable. Hence, we calculate
the covariance at both sides and in steady state. It holds that
W, the steady state covariance, is the unique solution of below
Lyapunov equation:

;¢ [L;c1" [Ls] [rs]1"
W, =AW AT + | W. | Q| W. | +|V.|R|V| ,
J J 0 0

where
A; Li(I, ®BT) LzCsA®
A, =

In view of (86), it holds that

(k) (k)
§(k)=[®®ILnn 0 0] [e(k) | =5 | (k) |, b
z* (k) z°(k)
where
Ps £ [@@ L, 0 0]. (95)



Moreover, let us denote
ei(k) £ &i(k) — 2(k), (96)

which is the bias from local estimate ; (k) to optimal Kalman
one. Combining (T6) and (33) yields

i(k) = F ) ni(k) (97)
i=1
One thus has
ei(k) = mF(ni(k) —n(k)) = mFéi(k). (98)
Stacking such errors from all sensors together yields

e(k) = (In © mF)S(k) = (I, © mF)ds EEZH . (99)

Therefore, in steady state, the covariance of e(k) can be
calculated as

W = [(I, @ mF)®5|W,.[(I,, ® mF)®;]". (100)

Finally, for any sensor ¢, let us denote its estimation error as
¢i(k) = #(k) — a(k)

= (#:(k) — #(k)) + (3(k) — 2(k))
= e;(k) +é(k),

where é(k) is the estimation error of Kalman filter. Since

Kalman filter is optimal, &;(k) is orthogonal to é(k).
By defining é(k) = col(éy(k), - ,ém(k)), we therefore

(101)

have
é(k) =e(k) + 1, @é(k). (102)
Calculating the covariance of both sides yields
W=wW+1,10)oP (103)

where T is the steady-state covariance of & (k) and P is given
in (B). Notice that the above calculation also indicates the
boundedness of cov(é(k)) at any time.

APPENDIX G
PROOF OF COROLLARY [I]

As proved in Appendix one can exactly calculate W by
solving Lyapunov equations (93) and (T00). The result is thus
obvious by invoking (T03).

APPENDIX H
PROOF OF THEOREM [4]

To proceed, let us introduce the following lemma:

Lemma 8. Given any random variables k1, - - - , k., it follows

that
B)| x| ] < (X VAT

Proof. In order to prove (I04), it is equivalent to show that

PSPIETIIED 9D DTSN )

i=1 j=1 i=1 j=1

(104)

(105)

By Cauchy-Schwarz inequality, it holds for any ¢, 5 that

\/EI{ K \/EI{ Kj).

The proof is thus completed. O

/<; K] (106)

We next prove Theorem ] Applying similar arguments to
Theorem 2] it is easy to see from the consistency condition
(@9) that the average of local estimates coincides with the
optimal Kalman filter. We hence focus on the analysis of
estimation error covariance.

Let us denote &;(k) = n;(k)—1/m > " n;(k) and @, (k) =
w;(k) —1/m Y 7" w;(k). Moreover, we define

8(k) = col(81(k), -, 0m(K)),
w(k) £ col(wy(k), -, wm(k)).
It hence follows from (@8)) that

] _[P® W] [ ow 1 (1 g

(107)
where Ls is defined in (83)), and
D(k) 2 I, ® S — L(k) ® (BL'B),
J(k) £ —L(k)® (BTA), A2 L, ®A B2, ®B,

with £(k) £ {£; ;(k)} being the (random) Laplacian matrix
with respect to the weights {a;;v;;(k)}. Namely,

o [ Xkaavalk), j=i
Lij(k) = =) 108
3(k) { —ai;7ij (k), jAi (108)
For simplicity, Let
2 [D(k)  T(k)
o(k) = { 5 A } (109)

Since ¢;(0) = 0 and w;(0) = 0 hold for any 4, it follows that

(] e i),

t=0

(110)

where the transition matrix is defined as

o(k, s) _{ Q(k)Q(k —1)---Q(s), k>s,

1, k < s.
Then consider the update of any agent i. From the above
equation, we conclude that

k
= Tk, t+1)z(t),
t=0

where II;(k, t 4+ 1) refers to the i-th row of matrix Q(k,t +
1)[Ls 0]T. Namely, the consensus error of agent 4, i.e. &;(k+
1), is caused by the sequence of residuals {z(t)}, where ¢ < k.
For simplicity, we denote

liz(k'7t) 2

(111)

0 (k, t + 1)2(1).

Since cov(z(t)) is bounded at any time, in view of (30), the
following statement holds for any ¢ < k:

E[||ri(k, )[[] < ep* " (112)



Therefore, one has that

cov(6;(k + 1))

E[|0:(k + 1)|]] = E[H Ek:“i(’““m
t=0

IN

_ = vp')

 (A=yp)?
(113)

where the first inequality holds by using Lemma [§] Since p €
(0,1), combining the above results with (98) and (T0T) yields
that the estimation error is stable.

Remark 9. It is noted that the reformulation @20) with
stable input z;(k) is essential to establish the stability of
local estimators. To be concrete, the stability of @ is
guaranteed under the bounded input, which is key to prove
the boundedness of estimation error covariance, as can be
observed from Q8)-(103). On the other hand, if an unstable
input, e.g., y;(k) as in (13), is applied, we cannot conclude
on the stability of local estimator even using the exponentially
converged synchronization algorithms.
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