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Abstract. Brain-computer interface (BCI) is one of the tools which
enables the communication between humans and devices by reflecting
humans’ intention and status. With the development of artificial intelli-
gence, the interest in communication between humans and drones using
electroencephalogram (EEQG) is increased. Especially, in the case of con-
trolling drone swarms such as direction or formation, there are many
advantages compared with controlling a drone unit. Imagined speech is
one of the endogenous BCI paradigms, which can identify users’ inten-
tions. When conducting imagined speech, the users imagine the pronun-
ciation as if actually speaking. In contrast, overt speech is a task in which
the users directly pronounce the words. When controlling drone swarms
using imagined speech, complex commands can be delivered more intu-
itively, but decoding performance is lower than that of other endogenous
BCI paradigms. We proposed the Deep-autoleaner (DAL) to learn EEG
features of overt speech for imagined speech-based EEG signals classi-
fication. To the best of our knowledge, this study is the first attempt
to use EEG features of overt speech to decode imagined speech-based
EEG signals with an autoencoder. A total of eight subjects participated
in the experiment. When classifying four words, the average accuracy
of the DAL was 48.41%. In addition, when comparing the performance
between w/o and w/ EEG features of overt speech, there was a per-
formance improvement of 7.42% when including EEG features of overt
speech. Hence, we demonstrated that EEG features of overt speech could
improve the decoding performance of imagined speech.
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1 INTRODUCTION

Artificial intelligence (AI) has recently developed, and based on this, it has been
widely used in various domains. In particular, advanced machine learning and
pattern recognition methods have been used in a lot of research fields in the
brain-computer interface (BCI) domain. BCI is one of the tools which enables the
communication between humans and devices by reflecting humans’ intention and
status [1H7]. Recently, non-invasive BCI systems have been used for controlling
external devices [8-10].

Advanced Al is important for the 4*" industrial revolution. In addition, in-
terest in drone control is increasing due to the 4*" industrial revolution. The
previous studies related to drone control were a camera-based vision approach
or an approach using a joystick. Kaufmann et al. [11] developed the drone con-
trol system combining the convolutional neural networks with a path-planning
and control system using camera-based vision data. Sanders et al. [12] investi-
gated the performance difference between the joystick- and gesture-based meth-
ods and indicated that the joystick-based method generally performs better than
the other method. These approaches enable drone control with high accuracy,
but when an unexpected situation occurs suddenly, there is a high probability
of causing a serious error. In addition, there is a disadvantage that the flexibility
according to the situation is lowered.

Accordingly, as a research field in the BCI domain, drone control using elec-
troencephalogram (EEG) is one of the challenging research topics. Since EEG
signals can reflect the user’s intentions and current status, using EEG signals
to control the drone has the advantage of being able to flexibly cope with un-
expected situations. Lee et al. [13] designed endogenous BCI paradigms (motor
imagery, visual imagery, and speech imagery) for acquiring EEG signals. EEG-
based various tasks related to controlling drone swarm were instructed to sub-
jects. Karavas et al. [14] showed the preliminary results of a hybrid brain-machine
interface that combined information from an external device and the brain. They
instructed the subjects to spread-out and fall-in drone swarms consisting of three
drones.

BCI is largely divided into stimulus-based exogenous BCI and imagination-
based endogenous BCI. Stimulus-based exogenous BCI has high accuracy but
has a disadvantage in that the fatigue level of the body, especially the eyes, is
quite high, and additional equipment that can give stimulation is required. On
the other hand, if the imagination-based endogenous BCI is used, the disadvan-
tages of exogenous BCI can be solved. Imagined speech is one of the endogenous
BCI paradigms, which can identify users’ intentions. When conducting imagined
speech, the users imagine the pronunciation as if actually speaking. Bakhshali et
al. [15] analyzed the various metrics and methods of effectively extracting EEG
features of imagined speech and they show that Riemannian distance effectively
extracts features in EEG signals. Nguyen et al. [16] analyzed that different char-
acteristics exist depending on the characteristics of the word they imagine by
mapping EEG signals into the Riemannian manifold. In addition, overt speech
is a task in which the users directly pronounce the words. Watanabe et al. [17]
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analyzed the similarity between overt speech- and imagined speech-based EEG
signals using the statistical methods. Sereshkeh et al. |18] proposed the model
using a support vector machine (SVM) and a combination of spectral and time-
frequency features to decode overt speech-based EEG signals and got 75.9%
accuracy at binary classification. However, many studies related to decoding
imagined speech-based EEG signals usually show low performances. In addition,
most of the studies have been analyzed using machine learning algorithms rather
than deep learning-based models. Lee et al. [19] analyzed imagined speech-based
EEG signals in the perspective of its presence, spatial features. They conducted
the classification using the shrinkage regularized linear discriminant analysis
and the random forest (RF) which are general machine learning algorithms.
Hernéndez-Del-Toro et al. |20] decoded imagined speech-based EEG signals us-
ing five feature extraction methods to solve the task of detecting imagined words
segments from continuous EEG signals. They tested in three datasets using four
machine learning algorithms (RF, k-nearest neighbors, SVM, and logistic regres-
sion).

In this paper, we propose the framework, called Deep-autolearner (DAL)
to increase the performance of decoding imagined speech-based EEG signals.
Our proposed framework could learn EEG features of overt speech for imagined
speech-based EEG signals classification by using the architecture including the
encoder and decoder. By designing the architecture using the encoder and de-
coder, the decoder could assist to train the encoder to extract significant EEG
features of imagined speech which have a high correlation with overt speech-
based EEG signals. To the best of our knowledge, this study is the first at-
tempt to use the autoencoder by applying the important EEG features of overt
speech to extract EEG features of imagined speech. The proposed framework has
achieved the best performance (48.41% (£6.16)). In addition, when comparing
the performance between DAL using imagined speech-based EEG signals only
(w/o overt speech) and DAL including EEG features of overt speech (w/ overt
speech) when training the model, there is a performance improvement of 7.42%
in the case of w/ overt speech. Hence, we demonstrated that EEG features of
overt speech could improve the decoding performance of imagined speech.

The rest of this paper is organized as follows. In Section 2, we introduce our
experimental design and the structure of the proposed model more in detail.
In Section 3, we present the experimental results. In Section 4, we present the
directions for decoding imagined speech-based EEG signals and the limitations
of our study. Finally, we conclude this paper in Section 5.

2 MATERIALS AND METHODS

2.1 Subjects

A total of eight healthy subjects (S1-S8, six males and two females, aged 26.2
(£2.7)) participated in our experiment. The Institutional Review Board at Korea
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Fig. 1. Experimental environment for acquiring overt and imagined speech-based EEG
signals. Installation of a black partition in the experimental space was for the subjects’
concentration.

University (KUIRB-2020-0318-01) reviewed and approved the experimental en-
vironment and protocols. Before the experiment, we informed all subjects of the
experimental protocols, and after that, they consented according to the Declara-
tion of Helsinki. In addition, the subjects were informed about getting adequate
sleep (over seven hr.) and avoiding any alcohol the day before the experiment.

2.2 Experimental Environment

We used the signal amplifier (BrainAmp, Brain Products GmbH, Germany) for
measuring subjects’ EEG signals. We set up the sampling frequency to 1,000 Hz
and a 60 Hz notch filter was applied for removing DC noise. We used 58 EEG
channels for acquiring EEG signals that were placed on the subjects’ scalp ac-
cording to the international 10/20 system. In addition, we measured EOG signals
by attaching six electrodes around the subjects’ eyes. The FCz and FPz channels
were used for reference and ground electrodes, respectively. The impedance of
all EEG electrodes was set to lower 10 k{2 or less by injecting the conductive gel
into the subjects’ scalp before acquiring EEG signals.



Decoding Imagined Speech-based EEG Signals applying Feature Learning 5

) ©)
® ® o ® o e O o ©o ® ®
Ba Ba Ba Ba
(a) : @') ' @') ' @') ' @’) *
2 sec. 1sec. 2 sec. 1sec. 2 sec. 1 sec. 2 sec. 1sec. 2 sec. 3 sec.
o) <)
® ® ® ® ® ®
K I Rt N R R
s s % T " >
ol ol ol e e "
2sec. 1 sec. 2 sec. 1 sec. 2 sec. 1 sec. 2 sec. 1 sec. 2'sec. 3 sec.
T : Visual cue start T : Pronunciation start : Imagination start

Fig. 2. Experimental paradigms for acquiring overt and imagined speech-based EEG
signals. (a) The paradigm for acquiring overt speech-based EEG signals. (b) The
paradigm for acquiring imagined speech-based EEG signals.

2.3 Experimental Paradigm

We designed the experimental paradigms to acquire overt and imagined speech-
based EEG signals of good quality. We selected four words (‘Ba’, ‘Ku’, ‘He’, and
‘Li’) applying Levenshtein distance and the Soundex algorithm. The selection
of words with a large difference in each index value is important, so we selected
four words based on these criteria. Three phases existed in the experiment. The
experiments of overt and imagined speech were the same process. We instructed
the subjects to perform overt speech experiment first and then imagined speech
experiment. One of four words was displayed over 2 sec. randomly. A fixation
cross was provided for 1 sec. and a blank image was represented for 2 sec.. We
instructed the subjects to perform a task (pronunciation or imagination) when
a blank image was displayed. A fixation cross and a blank image were repeated
four times per word. After that, a bold fixation cross appeared for 3 sec. to
eliminate the feel of the existing word. We acquired 50 trials per word (a total
of 200 trials).

To control the drone swarm with high degrees of freedom using imagined
speech, using acoustic-based imagined speech is an essential part of drone swarm
control. For this reason, by using this paradigm which includes words presenting
the significant features of acoustic, we investigated the decoding method based
on imagined speech.

2.4 Deep-autolearner (DAL)

Fig. 3 shows an overview of the proposed model for the classification of imagined
speech-based EEG signals. The proposed framework extracts the feature vector
of imagined speech from EEG signals through the encoder and then reconstructs
the signals of overt speech using extracted feature vector at the decoder. Through
the above process, the model could learn the significant common features of EEG
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Fig. 3. The architecture of the proposed framework (DAL). EEG signals of imagined
speech are used as the input representation of the DAL. The feature vector of imag-
ined speech is of the encoder, and it is used as the input value of the classifier and
decoder. Next, by using C-Box between the encoder and decoder, the decoder regener-
ates overt speech-based EEG signals from the extracted feature vector without losing
the information of imagined speech.

signals between overt speech and imagined speech to classify imagined speech-
based EEG signals.

Imagined speech-based EEG signals are entered into the encoder for extract-
ing a feature vector, and this feature vector uses as the input format of the
classifier and decoder. At the decoder, the model reconstructs EEG signals us-
ing the extracted feature vector to learn EEG features correlated with overt
speech. When the decoder reconstructs the signals, concatenate boxes (C-Box)
are used to deliver the information of EEG signals from imagined speech. When
extracting features from EEG signals, raw signal is commonly used as input rep-
resentation . For this reason, as shown in the left part of Fig. 4, the encoder
is developed based on the EEGNet 7 which uses raw EEG signals as input
and shows robust performance in decoding EEG signals. Also, similar to the
EEGNet, the encoder consists of two blocks. At the first block, two convolution
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Fig. 4. Details of encoder and decoder. At the encoder, convolution layers with vari-
ous kernel sizes extract different EEG features of imagined speech. Also, the decoder
reconstructs temporal features of overt speech at first. After reconstructing temporal
features, spatial features are regenerated.

layers are used to extract temporal and spatial features. The convolution layer
can learn certain features depending on the size of the kernel. To get temporal
features by channel, the filter size is set to one-three (1x3) which only observes
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temporal features in one channel. After extracting temporal features, temporal
properties are mixed channel-wise using spatial filters of size 58x1. In the sec-
ond block, depthwise convolution and pointwise convolution layers are used for
enhancing discriminative features. Depthwise convolution can learn features by
the depth and pointwise convolution can effectively fuse features in the depth
direction. All blocks use exponential linear units (ELUs) and average pooling to
improve nonlinearities and get summarized features. Also, to obtain generalized
features, batch normalization (BN) and dropout are used.

The autoencoder is the neural network that learns useful representations by
encoding and regenerating the input data [23]. Motivated by the concept of au-
toencoder, as shown in the right part of Fig. 4, the decoder of the proposed
model is constructed to learn features of EEG signals of overt speech by recon-
structing EEG signals from the feature vector of imagined speech. At the first
block of the decoder, the feature vector of imagined speech is used as input rep-
resentation, and the transpose convolution layer using filters of size 1x24 is used
to regenerate the temporal information of overt speech. To reconstruct EEG sig-
nals without losing information of imagined speech, we proposed C-Box which is
motivated by U-Net [24]. At the C-Box, both features of encoder and decoder are
used as input components, and the transpose convolution layer is used to make
the shape of features equal before concatenating both features. By attaching
the C-Box between encoder and decoder, we can effectively rebuild EEG signals
without loss of information. Next, at the second block of decoder, the transpose
convolution layer with filters of size 1x4 makes the model regenerate temporal
information more detail, and the transpose convolution layer with filters of size
58x 1 reconstructs the spatial information. After two kinds of the transpose con-
volution layers, the pointwise convolution fuses features in the depth direction
to get overt speech-based EEG signals. We also used C-Box to concatenate both
features of the encoder and decoder. Also, ELUs and BN are used the same as
the encoder. By conducting this process, the model could learn the significant
common features of EEG signals between imagined speech and overt speech.

1 n
Low =23y logO(E(r) 0
i=1
o l = overt __ .
Lyse = - ; |y; D(E(z;))| (2)
Liotal = aLop + (1 —a)Luse (3)

Our proposed model has two parts of the output. The first is the classifica-
tion part, and the other is the generation part. To train the classification part
and generation part simultaneously, we designed the loss function. Cross entropy
(CE) is one of the most commonly used loss functions at the classification task.
CE is the loss function based on information theory, and it calculates the dif-
ference of entropy between the predicted value and ground truth. Also, mean
square error (MSE) is the loss function for regression that calculates the dif-
ference between the predicted value and ground truth based on the L1-norm.
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Table 1. Comparison of classification accuracies for decoding imagined speech-based
EEG signals using various methods

CSP-LDA [27] EEGNet [22] Proposed
Subject |w /o overt w/ overt|w/o overt w/ overt|w/o overt w/ overt
speech speech speech speech speech speech
S1 32.43 29.92 32.94 30.74 37.06 42.59
S2 29.77 25.66 32.90 34.04 35.04 41.22
S3 33.72 27.63 33.05 32.07 36.72 45.67
S4 43.76 33.24 39.31 38.82 54.08 58.83
S5 23.51 26.97 33.55 32.23 39.33 49.77
S6 29.45 23.69 32.72 33.38 36.36 46.16
ST 23.86 27.14 35.21 35.69 39.33 47.15
S8 44.25 33.89 33.38 32.24 50.03 55.86
Avg. 32.59 28.52 34.13 33.65 40.99 48.41
Std. 7.91 3.58 2.24 2.57 7.06 6.16

For using both properties of loss function at once, we combine both loss values.
We used the value which applies the encoder E and the classifier C' to the "
input data z; as the predicted classification value of the CE part and used yg'®s®
represented with a one-hot vector corresponding to z; as the label vector (1). In
addition, generated overt speech based-EEG signals applying the encoder E and
the decoder D to input data x; are put into the MSE part and the difference
from the real EEG signals of overt speech y¢V¢"* is calculated (2). After getting
both CE loss Log and MSE loss L;sE, we combine these loss values at a con-
stant rate « to establish an appropriate learning ratio between the two values
(3). In this paper, we set « to 0.9. By designing loss function as shown in (3),
we could train our model to learn only proper overt speech features needed for
the classification of imagined speech data without bias on such classification or

regression tasks.

3 EXPERIMENTAL RESULTS

Table 1 represents the overall classification performances for each subject. We
applied the five-fold cross-validation to evaluate classification accuracy fairly;
80% of the whole samples were randomly selected for constructing the training
set and the remaining 20% were used for constructing the validation set. In
addition, we repeated the five-fold cross-validation four times after adopting
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Fig. 5. Confusion matrices of classification performance for each word using the CSP-
LDA w/o and w/ EEG features of overt speech, the EEGNet w/o and w/ EEG features
of overt speech, and the DAL w/o and w/ EEG features of overt speech.

a different shuffle order each time [25]. We obtained the average accuracy of
40.99% (+£7.06) in the case of w/o overt speech. Also, the average accuracy of
DAL w/ overt speech was 48.41% (+£6.16). S4 showed the highest accuracies of
54.08% and 58.83% in the case of DAL w/o and w/ overt speech, respectively.
In contrast, S2 represented the lowest accuracies of 35.04% and 41.22% in the
two cases, respectively.

In addition, Table 1 shows the comparison of classification accuracies between
the conventional methods and our framework. The conventional methods used
for performance comparison were the common spatial pattern [26]-linear discrim-
inant analysis [27] (CSP-LDA) and the EEGNet [22]. The CSP-LDA extracted
informative spatial features used the CSP, and the LDA was used as a classifier.
The EEGNet is characterized by a small number of parameters, using depthwise
separable convolution. The network consists of temporal convolution and spatial
convolution blocks using depthwise convolution, followed by depthwise separable
convolution blocks. When training the model w/ overt speech, the CSP-LDA and
the EEGNet showed a different tendency from the DAL. The average accuracy
of our proposed DAL improved when training the model w/ overt speech, but
the average accuracies of the CSP-LDA and the EEGNet deteriorated. In other
words, the average accuracy of the CSP-LDA w /o overt speech was higher than
that of the CSP-LDA w/ overt speech, and the average accuracy of the EEGNet
w/o overt speech was higher than that of the EEGNet w/ overt speech. In the
case of our proposed DAL, S5 showed the largest accuracy improvement, and
the value was 10.44%. In contrast, for the CSP-LDA, S4 represented the largest
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Fig. 6. Results of decoding normalized to the average performance across all decoding
models including the statistical analyses. The red-colored dotted line indicates the
chance-level accuracy of classifying 4-class.

accuracy decrease of 10.52%, and in the case of the EEGNet, S1 showed the
largest accuracy decrease of 2.20%. In the case of S1, S2, S3, S4, S6, and S8
of the CSP-LDA and S1, S3, S4, S5, and S8 of the EEGNet, EEG features of
overt speech deteriorated the accuracies when training the model. The average
accuracies of the CSP-LDA w/o overt speech and w/ overt speech were 32.59%
(£7.91) and 28.52% (+£3.58), respectively. For the EEGNet w/o overt speech
and w/ overt speech, the average accuracies were 34.13% (£2.24) and 33.65%
(£2.57), respectively. Through these results, we showed that the average accu-
racies of our proposed model were the highest in both w/o and w/ overt speech
cases compared with those of the conventional methods.

We also evaluated the degree of confusion using all subjects. Fig. 5 shows
the confusion matrices when classifying four words (‘Ba’, ‘Ku’, ‘He’, and ‘Li’)
using the CSP-LDA w/o and w/ EEG features of overt speech, the EEGNet
w/o and w/ EEG features of overt speech, and the DAL w/o and w/ EEG
features of overt speech. Each row of the matrix contains the target states and
each column represents the predicted states. The DAL w/ EEG features of overt
speech showed the highest true positive rate for classifying all words, and the
values were 0.52, 0.49, 0.43, and 0.49, respectively.

To verify the difference of classification performance between each model
w/o and w/ EEG features of overt speech, we applied the analysis of variance
with the Bonferroni correction for multiple comparisons. Initially, we investi-
gated normality and homoscedasticity due to a small number of samples. The
normality for each method w/o and w/ EEG features of overt speech apply-
ing the Shapiro-Wilk test was satisfied with a null hypothesis. In addition, the
assumption of homoscedasticity based on Levene’s test was also met for each
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group. After investigating the normality and homoscedasticity, we conducted
a statistical analysis between each model w/o and w/ EEG features of overt
speech which satisfied these conditions. We could confirm the statistically sig-
nificant difference between the DAL w/o and w/ EEG features of overt speech
(p<0.05) as shown in Fig. 6. In contrast, no statistically significant difference
existed between the CSP-LDA w/o and w/ EEG features of overt speech and
the EEGNet w/o and w/ EEG features of overt speech (p>0.05).

4 DISCUSSION

This study shows the possibility to increase the decoding performance of imag-
ined speech-based EEG signals by using overt speech-based EEG signals. To
this end, we propose a framework that could learn EEG features of overt speech
for imagined speech-based EEG signals classification by using the architecture
including the encoder and decoder. The purpose of using a decoder is to as-
sist in training the encoder for extracting significant EEG features of imag-
ined speech which have a high correlation with overt speech-based EEG signals.
Hence, we believe that this study could contribute to communication using imag-
ined speech-based EEG signals.

We decoded imagined speech-based EEG signals w/o EEG features of overt
speech and w/ EEG features using three models (CSP-LDA, EEGNet, and our
proposed DAL). In each model w/o EEG features of overt speech, the DAL
showed the highest performance of 40.99%, followed by the EEGNet (34.13%)
and the CSP-LDA(32.59%). This tendency was the same for each model w/
EEG features of overt speech (28.52%, 33.65%, and 48.41%, respectively). Inter-
estingly, regardless of whether EEG features of overt speech were not included,
the standard deviation of the EEGNet was significantly lower than that of other
models. In addition, in the case of the CSP-LDA, when EEG features of overt
speech were included, the standard deviation dropped by 4.33, which was a fairly
high value. Also, when training the model w/ overt speech, the CSP-LDA and
the EEGNet showed a different tendency from the DAL. The average accuracy
of the DAL improved when training the model w/ overt speech, but the av-
erage accuracies of the CSP-LDA and the EEGNet deteriorated. That means,
our proposed framework is specialized for training EEG features of overt speech
compared to other models.

However, there are still some issues that remain. We will continue to develop
our proposed framework. First, the proposed framework has a relatively high
standard deviation. In other words, this means that the stability of the model
needs to be supplemented. Also, in order to utilize our framework in a real-world
environment, higher decoding performance is required.
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5 CONCLUSION

Decoding imagined speech-based EEG signals with high performance is one of
the important challenging issues. The conventional related studies have decoded
imagined speech-based EEG signals applying machine learning algorithms. In
the BCI domain, data acquisition is hard compared to other domains. In the
case of analyzing EEG signals using handcraft features-based machine learn-
ing algorithms, the information loss occurs with high probability. Hence, deep
learning-based approaches that can analyze without loss of information are also
required when decoding imagined speech-based EEG signals.

In this work, we present the deep learning-based framework to increase the
performance of decoding imagined speech-based EEG signals. The proposed
framework could learn EEG features of overt speech for decoding imagined
speech-based EEG signals. To the best of our knowledge, this study is the first
attempt to use EEG features of overt speech to decode imagined speech-based
EEG signals with an autoencoder. Therefore, we demonstrated the feasibility of
communication using imagined speech-based EEG signals.
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