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ABSTRACT

We investigate the application of the conventional quasi-steady state maser modelling algorithm
of Menegozzi & Lamb (ML) to the high field transient regime of the one-dimensional Maxwell-
Bloch (MB) equations for a velocity distribution of atoms or molecules. We quantify the
performance of a first order perturbation approximation available within the ML framework
when modelling regions of increasing electric field strength, and weshow that the ML algorithm
is unable to accurately describe the key transient features of R. H. Dicke’s superradiance
(SR). We extend the existing approximation to one of variable fidelity, and we derive a
generalisation of the ML algorithm convergent in the transient SR regime by performing an
integration on the MB equations prior to their Fourier representation. We obtain a manifestly
unique integral Fourier representation of the MB equations which is O (#) complex in the
number of velocity channels # and which is capable of simulating transient SR processes at
varying degrees of fidelity. As a proof of operation, we demonstrate our algorithm’s accuracy
against reference time domain simulations of the MB equations for transient SR responses to
the sudden inversion of a sample possessing a velocity distribution of moderate width. We
investigate the performance of our algorithm at varying degrees of approximation fidelity,
and we prescribe fidelity requirements for future work simulating SR processes across wider
velocity distributions.

Key words: molecular processes – radiation: dynamics – radiation mechanisms: general –
radiation: masers – ISM: molecules – methods: numerical

1 INTRODUCTION

The theory of quantum electrodynamics (QED) describes the emis-

sion of a photon from an excited atom or molecule1 through its

interaction with the quantized radiation field. More generally, a

large collection of molecules interacting with their common radia-

tion field can produce complex spontaneous radiative phenomena.

In the well-known process of microwave amplification by stimu-

lated emission of radiation, for example, the presence of a photon

in the radiation field as generated from one molecule enhances

the emission rate from adjacent molecules. In an ideal system, in

which stimulated emission occurs between molecules of similar

velocities and without dephasing interactions, stimulated photons

possess frequencies very near those of the stimulating photons. Such

★ E-mail: cwyenber@uwo.ca
† E-mail: mhoude2@uwo.ca
1 For brevity, we shall herein refer to "molecules" only; however, all discus-

sion and results to follow apply equally well to either atoms or molecules.

processes lead to a high degree of coherence within the radiation

field. Conversely, a realistic amplification by stimulated emission

process is usually only weakly coherent, in that broad velocity dis-

tributions as well as collisional and other dephasing processes to-

gether determine the quasi-steady state radiation field, population

inversion level, and polarisation profiles (Rajabi & Houde 2020).

In astrophysics, microwave amplification by stimulated emission of

radiation (maser) processes have been observed in regions contain-

ing sufficiently velocity-coherent gases of molecules (Elitzur 1992;

Gray 2012).

There also exists a cooperative coherent spontaneous emis-

sion process related to (but distinct from) amplification by stim-

ulated emission, known as R. H. Dicke’s superradiance (SR) and

first described in Dicke (1954). In the SR process a sample of

excited molecules characterised by slow relaxation and dephasing

time scales evolves, through interaction with the common radia-

tion field, into a quantum state possessing a high degree of en-

tanglement between the constituent molecules’ individual excita-

tion states. These entangled states couple strongly to the radia-
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tion field and produce enhanced emission rates as compared to

those rates predicted for independently radiating molecules. Recent

work (Rajabi & Houde 2016b; Rajabi & Houde 2017; Houde et al.

2018; Houde et al. 2019; Rajabi et al. 2019; Rajabi & Houde 2020;

Rajabi et al. 2020) has demonstrated that SR is a strong candi-

date for describing transient astrophysical processes demonstrating

sharp flux rises in maser-harbouring regions, which possess con-

ditions similar to those prerequisite to the development of SR. In

Rajabi & Houde (2017), for example, it was argued that the relative

delay (∼20 days) and differing duration (∼7 days and ∼20 days) of

similarly periodic (∼34.4 days) methanol 6.7-GHz and water 22-

GHz flares (respectively), observed in the intermediate-mass young

stellar object G107.298+5.639 (Szymczak et al. 2016), is difficult

to explain by the quasi-steady state dynamics of a maser model

with periodic pumping source. Conversely, an SR numerical model

naturally reproduced the distinct temporal timescales between both

flares, while being triggered by a single common periodic popula-

tion inversion source.

The recent applications of SR to astrophysics (Rajabi & Houde

2016b; Rajabi & Houde 2017; Houde et al. 2018; Houde et al.

2019; Rajabi et al. 2019; Rajabi & Houde 2020; Rajabi et al. 2020)

have been restricted to slices of velocity coherent (on resonance)

populations, where the relevant Maxwell-Bloch (MB) equations de-

scribe a gas of molecules travelling at only a single shared velocity.

It is the objective of the present work to extend modelling of SR to

realistic velocity distributions. Such an extension is ultimately mo-

tivated by our desire to eventually study coherence in observational

data.

The emergence of coherence in the transfer of radiation through

stimulated emission processes has a long history in the theory of

astrophysical maser propagation (Elitzur 1992; Gray 2012). It is

commonly assumed that only processes of absorption and stim-

ulated emission contribute to the propagation of maser radiation

(Goldreich & Keeley 1972; Elitzur 1992; Gray 2012). Such mod-

elling is justified in the quasi-steady state limit (Rajabi & Houde

2020), under the assumptions of (i) incoherent radiation, where the

radiation field frequency modes fulfill Gaussian statistics and are

uncorrelated (Litvak 1970), and (ii) the steady state of the molecular

populations (Litvak 1970; Goldreich & Keeley 1972; Gray 2012).

Proper modelling of the amplification of radiation in a population in-

verted medium has revealed that these assumptions are warranted for

unsaturated masers (Dinh-V-Trung 2009a,b), where the dephasing

timescale is much shorter than the timescale of stimulated emission

processes.

However, already at low degrees of maser saturation it has

been shown that coherence emerges in both the radiation field and

between the populations (Menegozzi & Lamb 1978; Dinh-V-Trung

2009a,b), rendering the quasi-steady state limit invalid (Gray 2012).

Attempts have been made to partially account for the coherence

properties of radiation (Field & Richardson 1984; Field & Gray

1988), but their utility is limited to low degrees of saturation. To

properly account for the coherence properties in the maser process,

one needs to solve the full MB equations across a velocity distri-

bution (Gray 2012; Menegozzi & Lamb 1978; Sargent et al. 1974),

as was done in Menegozzi & Lamb (1978) and previously in quan-

tum optics studies of SR (Sargent et al. 1974; MacGillivray & Feld

1976; Benedict et al. 1996). In light of the efficiency and effective-

ness of the methods of Menegozzi & Lamb (1978) in describing the

emergence of coherence in the maser regime of the MB equations,

we investigate in this paper the application of their methods to the

high field transient SR regime.

The paper is organised as follows. In Section 2 we intro-

duce methods for simulating collective and cooperative emission

processes across velocity distributions and we derive the time do-

main envelope factorisation of the MB equations for modelling a

one-dimensional quasi-steady state maser process and a transient

SR process. After discussing the computational complexity of the

time domain representation, the Fourier space representation of

Menegozzi & Lamb (1978) is introduced (herein referred to as the

ML representation and its solution method as the ML algorithm).

We take the opportunity at this point to generalise an approximation

method of Menegozzi & Lamb (1978) to the so-called local mode

interaction (LMI) approximation, which offers higher degrees of

fidelity where regions of higher field strength demand and which

translates in a straightforward manner to the transient work of later

sections. The ML method’s advantageous computational scaling

complexity and drawbacks compared to the time domain method is

discussed.

In Section 3 we describe the fundamental distinctions between

maser and SR processes which we expect to complicate the applica-

tion of the ML algorithm to SR. We discuss the validity of a periodic

temporal Fourier series representation of the spatial propagation of

spectral noise in a quasi-steady state maser process (as conducted

by Menegozzi & Lamb 1978) and we discuss the challenges faced

by such a representation when simulating a transient SR process.

In Section 4 we investigate the performance of the ML algo-

rithm in the transition from the unsaturated maser to the saturated

maser quasi-steady states, as well as in the high field transient

SR regime. We simulate a one-dimensional sample configured to

demonstrate all such processes at different positions along its length.

We make two evaluations of the ML algorithm with this system.

First, we investigate the performance of the LMI approximation in

the transition from regions characterised by weak field (unsaturated)

masers to regions characterised by strong field (saturated) masers.

Second, after making a minor revision which enables us to enforce

temporal initial conditions, we investigate the ML algorithm’s abil-

ity to model transient SR processes within the sample.

Upon demonstrating the inaccuracy of the transient application

of the ML algorithm, we proceed to the central work of this paper.

In Section 5 we construct a manifestly unique Fourier representa-

tion of the MB equations which generalises the ML algorithm. This

representation is capable of modelling high field strength transient

SR processes, may be executed with varying degrees of approxima-

tion fidelity, and retains the conventional ML algorithm’s improved

computational complexity scaling over the time domain method.

We demonstrate the successful simulation of all SR regions of the

system investigated in the prior Section 4, and we characterise ap-

proximation fidelity requirements for future simulations of transient

SR processes with our new algorithm.

A list of abbreviations is provided in Appendix A. Appendix

B provides a rigorous justification for the LMI approximation from

perturbation theory. Appendix C expresses the novel Fourier repre-

sentation central to this paper in a format more naturally suited to

numerical simulation; namely, in its real and imaginary parts.

2 COLLECTIVE AND COOPERATIVE EMISSION

PROCESSES ACROSS VELOCITY DISTRIBUTIONS

AND THE MENEGOZZI & LAMB METHOD

2.1 Modelling maser and superradiant processes across

velocity distributions

There are three common methods for modelling the maser ac-

tion across wide incoherent velocity distributions: first, by a

MNRAS 000, 1–17 (2021)
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theory of rate-balanced excitation and de-excitation of veloc-

ity sub-populations, with accompanying equations of radiative

transfer (Elitzur 1992); second, by the master equation describ-

ing the evolution of the quantum mechanical density operator

(Goldreich & Kwan 1974; Menegozzi & Lamb 1978; Gray 2012);

and third, by the Heisenberg equations describing the time evo-

lution of expectation values of the population inversion, polari-

sation, and field operators within the Heisenberg picture of QED

(Gross & Haroche 1982; Rajabi & Houde 2016a). The latter two

methods lead to the velocity dependent MB equations. All three

methods must model, in some manner, the relatively weak coherence

of the maser action within narrow velocity slices of the global inco-

herent velocity distribution. Compared to the intensity that would

be generated by a fully coherent population sharing a single veloc-

ity, the total intensity generated by the incoherent distribution is

reduced by the independence of these velocity slices.

Maser rate-balancing algorithms treat the radiators as statis-

tically independent, and therefore do not generalise to SR mod-

elling; conversely, the MB equations–being derived from the fully

quantum mechanical density operator master equation or Heisen-

berg equations–continue to describe cooperative coherent emission

in the transient SR regime. The MB equations are the starting

point of Menegozzi & Lamb (1978) and of our present work. A

derivation of the MB equations as a valid representation of tran-

sient SR processes (under reasonable approximations) can be found

in the literature (Arecchi & Courtens 1970; MacGillivray & Feld

1976; Gross & Haroche 1982; Andreev 1990; Benedict et al. 1996;

Rajabi & Houde 2016a). We turn now to discuss the MB equations

over a velocity distribution, with the objective of constructing a

numerically efficient algorithm for solving them in the transient SR

regime.

2.2 The Maxwell-Bloch equations and the slowly-varying

envelope approximation

Derivations of the MB equations start from the two-level (with

ground state |6〉 and excited state |4〉) model of a molecule

possessing an electric or magnetic transition matrix element.

The population inversion density # (r) of the sample is de-

fined as a coarse-grained function over the sample volume, val-

ued at the : th molecular site with the expectation value of the

: th molecule’s population inversion operator |4:〉〈4: | − |6: 〉〈6: |.
The polarisation P (r) is a coarse-grained vector field over the

sample volume, valued at each site with the expectation value

of the molecular dipole operator weighted by the local popu-

lation density.2 The quantum mechanical Heisenberg equations

determine the self-consistent evolution of the population inver-

sion density, the polarisation or magnetisation, and the field am-

plitude through the MB equations (Arecchi & Courtens 1970;

MacGillivray & Feld 1976; Gross & Haroche 1982; Benedict et al.

1996; Rajabi & Houde 2016a,b).

For a one-dimensional sample extended along the I axis with

all dipole moments, the media polarisation, and the field polarisation

oriented along a fixed orientation perpendicular to the I axis, the

MB equations across a velocity distribution with an electric dipole

2 In the case of the electric dipole transition in the two-level basis, the dipole

operator of the : th molecule is d ( |4: 〉 〈6: | + |6: 〉 〈4: |) for a molecule with

dipole moment d.

transition are (Gross & Haroche 1982)[
m

mC
+ E m

mI

]
#E =

8

ℏ

(
�+ + �−

) (
%+E − %−E

)
(1)

[
m

mC
+ E m

mI

]
%+E = 8l0%

+
E + 28

32

ℏ

(
�+ + �−

)
#E (2)

[
m2

mC2
− 22 m2

mI2

]
�+ = − 1

n0

∫
dE� (E) m

2%−E
mC2

, (3)

where #E is half the population inversion for those molecules travel-

ling with velocity E, %±E are the forward (+) and reverse (−) rotating

parts3 of the polarisation for those molecules travelling with ve-

locity E, and �± are the forward and reverse rotating parts of the

electric field. We note that in the quantum mechanical limit from

which the derivation of the MB equations starts, the %+ (%−) cor-

respond to molecular raising (lowering) operators and the �+ (�−)
to photon annihilation (creation) operators. All quantities depend

upon only position I and time C. The angular frequency of emission

is l0 in the rest frame, the molecular dipole moment is 3, and � (E)
is defined such that the fraction of molecules of velocity between E

and E + 3E is � (E) 3E (where
∫
� (E) 3E = 1).

We now make a change of variables to the retarded time g =

C − I/2 and factor the polarisations and electric field with envelope

functions4 as

%±E (I, g) = P̄±E (I, g) 4±8l0 (1+E/2) g (4)

�± (I, g) = E± (I, g) 4∓8l0g . (5)

If we neglect the fast-rotating terms �+%−E and �−%+E (the so-called

“rotating wave approximation”) in equation (1) and recognise that

m/mI ≪ l0/2 and m/mg ≪ l0 when acting on the envelope func-

tions, we arrive at the so-called slowly-varying envelope approxi-

mation (SVEA) of the MB equations (Gross & Haroche 1982),5

m#E

mg
=

8

ℏ

(
P̄+EE+48l0

E

2
g − P̄−E E−4−8l0

E

2
g
)
− #E

)1
+ Λ(# ) (6)

mP̄+E
mg

= 8
232

ℏ
E−#E4

−8l0
E

2
g − P̄

+
E

)2
+ Λ(%) (7)

mE+
mI

= 8
l0

2n02

∫
dE

(
1 + E

2

)
� (E)P̄−E 4−8l0

E

2
g , (8)

where we have introduced population inversion and polarisation

pumping sources Λ(# ) (g) and Λ(%) (g), respectively, as well as

non-coherent relaxation and dephasing time scales )1 and )2, re-

spectively. The factor (1 + E/2) in (8) is retained only for the dis-

cussion of the following paragraph, but is replaced in all practical

computations by 1 + E/2 ≈ 1. We make two observations on equa-

tions (6)–(8).

First, if the velocity distribution � (E) is a purely coherent

one at some velocity E0–that is, if � (E) = X (E − E0)–then our

choice of Doppler shifted polarisation envelope frequency causes

the system of equations (6)–(8) to appear exactly as a coherent

system with l0 → l′
0
= l0 (1 + E0/2), if only we redefine our

3 If 5 (I, C) =
∫ +∞
−∞ 5̃ (I, l) 48lCdl, then 5 ± (I, C) are de-

fined as 5 − (I, C) =
∫ 0

−∞ 5̃ (I, l) 48lCdl and 5 + (I, C) =∫ +∞
0

5̃ (I, l) 48lCdl.
4 The “bar” on P̄E distinguishes our polarisation envelopes from the lit-

erature, in that we factor by Doppler shifted frequencies on a per-channel

basis.
5 Our form of the SVEA of the MB equations with a velocity distribution

differs slightly from that of Gross & Haroche (1982) or Andreev (1990) due

to our Doppler shifting of the polarisation envelopes.
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field factorisation of equation (5) by the Doppler shifted frequency

l′
0

(upon doing so all manifest velocity reference vanishes and

all occurrences of l0 become l′
0
). Therefore, although equations

(6)–(8) are not manifestly symmetric across velocity channels, the

channel dependent factors of E are merely artifacts of our choice of

reference electric field envelope frequency l0. Each velocity slice

sees a physically equivalent system centred upon its own Doppler

shifted natural frequency of oscillation. When generalising to a

wide velocity distribution � (E) ≠ X (E − E0), a given velocity slice

should couple most strongly to those Fourier components of the field

neighbouring its natural Doppler shifted frequency. This physical

argument will motivate the local mode interaction approximation in

Section 2.5.2.

Second, because the physics should be symmetric across ve-

locities, we decay and pump the polarisation on resonance with a

velocity channel’s Doppler shifted frequency; i.e., no velocity de-

pendent exponential multiplies P̄±E /)2 nor Λ
(%) in equation (7),

despite P̄E being Doppler shifted relative to %±E of equation (2).

Had we originally introduced pumping and decay terms to equation

(2), we would have accidentally neglected this physical symmetry

across velocities.

2.3 Spontaneous emission and the initial Bloch angle

prescription

We stated in Section 2.1, without proof, a basic tenet of this pa-

per: that the MB equations accurately model SR transient pro-

cesses. A precise derivation of this result can be found in the

literature (Arecchi & Courtens 1970; MacGillivray & Feld 1976;

Gross & Haroche 1982; Benedict et al. 1996), but it is necessary to

describe here a feature of the derivation relevant to the modelling

of transient processes with the MB equations.

It is apparent from equations (1)–(3) that the MB equations

alone will not model even the simplest spontaneous emission pro-

cess. Starting from an initially inverted population possessing no

polarisation, and in the absence of an electric field, we expect a

sample to spontaneously emit photons and eventually generate a

non-zero electric field and non-zero polarisation. Instead, upon in-

spection of the SVEA MB equations, we see that the null right side

of equation (7) will never allow the sample to acquire a polarisation

(nor an electric field).

In order to model any spontaneous emission processes, the

polarisation initial conditions of the semi-classical MB equations

must be prescribed by a purely quantum mechanical analysis. In

Gross & Haroche (1982) it is shown that interaction of the inverted

molecules with fluctuations of the quantized radiation field leads,

very quickly, to a classical ensemble of non-zero polarisation con-

figurations. The continued evolution of the system is then described

by the collection of trajectories of the MB equation determined by

this ensemble of initial conditions. Transients of population inver-

sion, polarisation, and fields are computed from expectation values

averaged over these simulated trajectories.

In fact, the averaging operation yields negligible modifica-

tions to our results. We will be concerned only with the degree

of polarisation built up in the interaction of the initial population

inversion with fluctuations of the quantized vacuum radiation field.

This polarisation value is (Polder et al. 1979; Gross & Haroche

1982) that for which the conventional Bloch angle \B (defined

via tan [\B (I, g)] = |% (I, g) | /[3# (I, g)]) has tipped to \B,0 =

2/√#mol, where #mol is the number of molecules in the sample.6

For a sample of a large number of molecules with initial population

inversion #0, this prescribes an initial polarisation %0 according to

%0/3 = #0 tan
(
\B,0

) ≈ #02/√#mol.

2.4 Computational complexity of the Maxwell-Bloch

equations in the time domain

Although equations (6)–(8) analytically remove the stiffest7 tempo-

ral propagation term 8l0%
+
E from equation (2), a lower degree of

stiffness remains present within the exponentials exp [±8l0 (E/2) g]
(had we not Doppler shifted our polarisation envelopes, this stiffness

would have emerged in a term of the form 8l0 (E/2) P+E ).

The order of total numerical complexity to a Runge-Kutta

solution of equations (6)–(8) is degraded by the increasing stiffness

of these exponential terms with increasing width of the velocity

distribution. As � (E) widens, these exponentials oscillate at higher

frequencies and demand finer time stepping to avoid aliasing of

their cycles. No analytical factorisation can remove this stiffness,

which forces a time domain algorithm to be O
(
#2

)
complex in the

number # of velocity channels simulated. Doubling the velocity

width, for example, demands both that twice as many channels be

simulated and that each be simulated with twice as fine a time step

in a Runge-Kutta propagation of equations (6) and (7).

2.5 The Menegozzi & Lamb Method

We desire to reduce the order of numerical complexity in simulating

our system by turning to physical arguments. To this end, we review

in this section the one-dimensional maser simulation algorithm de-

veloped by Menegozzi & Lamb (1978) within a temporal Fourier

series representation of the MB equations.

This representation will introduce two numerical advantages.

First, it will allow a simulation to crop the spectrum of each ve-

locity channel’s population inversion and polarisation transients to

those spectral components lying within a limited neighbourhood

of the channel’s natural Doppler shifted frequency. Second, it will

enable the assertion of what we refer to here as the LMI approxi-

mation, which suppresses the algebraic coupling of inversion and

polarisation velocity channels to electric field modes sufficiently

far removed from their natural frequencies. This approximation is

presented in only a limiting case in Menegozzi & Lamb (1978), but

is naturally generalised in the present work.

Importantly, although the LMI approximation will remove the

formal direct mathematical coupling between distant frequency

modes, it will not necessarily remove the possibility of physical

coupling and correlation between distant modes through indirect,

transitive8 means. In Section 5.2.1 we will investigate the accuracy

6 Actually, #mol should be replaced here by the number of interacting

molecules. This is problematic, as the number of interacting molecules

within a velocity distribution is not well-defined at this point in our analysis.

We discuss this point further in Section 6.3 on future research.
7 The term "stiff" has various usages in the literature. A "stiff" term in

this paper is any derivative generating term (any term on the right side of

our differential equations as written) which places finer step size demands

(relative to adjacent generating terms) upon the numerical algorithm.
8 We colloquially describe “transitive” coupling by the following example.

Suppose that velocity channels �, �, � would naturally radiate field modes

of frequencies l� < l� < l� , and that our LMI approximation is only

so sufficiently wide as to mathematically couple � ⇋ {l�, l� } ; � ⇋

MNRAS 000, 1–17 (2021)
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of this approximation in the SR domain; it will then become the

task of future research, operating within these LMI approximation

fidelity constraints, to quantify the degree of transitive coupling and

correlation between SR processes across a broad velocity distribu-

tion. The algorithm we develop in Section 5 will enable this future

research.

In the remainder of this Section 2.5 the notation is our own but the

theory loosely follows that of Menegozzi & Lamb (1978).

2.5.1 The Menegozzi & Lamb representation of the

Maxwell-Bloch equations

For a simulation of duration ) , the population inversion, the polar-

isation envelopes, the pumping sources, and the field envelopes are

expanded in Fourier series of mode separation 3l = 2c/) . Addi-

tionally, the velocity distribution is partitioned with a granularity

3E of the equivalent Doppler shift 3l between adjacent channels;

namely, 3E = 23l/l0. If ? denotes the integer multiple of 3E

identifying a velocity channel then, for example, N?,< denotes the

<th frequency mode of the population inversion of a velocity slice

centred at velocity E = ?3E. Explicitly, the expansions read as

#? =

∑
<

N?,< (I) 48<3lg (9)

P̄±? =

∑
<

P̄
±
?,< (I) 4±8<3lg (10)

E± =

∑
<

E
±
< (I) 4∓8<3lg (11)

Λ
(# /%)

=

∑
<

L
(# /%)
< 48<3lg . (12)

Upon substitution into the MB equations and some changes of sum-

mation orders and variables (the details of which are omitted here),

the first two MB equations (6) and (7) translate to the algebraic

Fourier mode relations

(8<3l)N?,< =
8

ℏ

∑
<̄

(
P̄
+
?,<̄E

+
?+<̄−< − P̄−?,<̄E−?+<̄−<

)

−
N?,<

)1
+ L(# )<

(13)

(8<3l) P̄+?,< =
8232

ℏ

∑
<̄

(
N?,<̄E

−
?+<−<̄

)

−
P̄
+
?,<

)2
+ L(%)< .

(14)

Equations (13) and (14) are mathematically equivalent to equations

(2.30) and (2.29), respectively, of Menegozzi & Lamb (1978), de-

spite differing notation and algebraic rearrangement. The form here

will prove advantageous for our work generalising the algorithm to

the transient domain in Section 5 and for our introduction of the

LMI approximation. The third MB equation (8) reads

mE+<
mI

= 8
3l

2n0

∑
?

�? P̄
−
?,<−? , (15)

where �? = � (?3E). We refer to equations (13)–(15) as the Mene-

gozzi & Lamb (ML) representation of the MB equations.

{l�, l� , l� } ; � ⇋ {l� , l� } (“⇋” denotes “couples to”). Although

channel A does not mathematically couple to field mode l� , we recognise

that channel � may indirectly physically couple to l� via the transitive

coupling �⇋ l� ⇋ � ⇋ l� .

2.5.2 Solution method, spectral limiting, and the local mode

interaction approximation

Solving the ML equations is a straightforward numerical task. Start-

ing from the Fourier representation E±< of a given incident electric

field time dependence � (I = 0, g) at the start of the sample, equa-

tions (13) and (14) form a linear system, which is solved for the

population inversion and polarisation modes at I = 0; next, the

polarisation modes are used to propagate the electric field modes

forward one step in I via equation (15). These two steps loop along

the entire length of the sample. In a practical numerical scheme, a

fourth-order Runge-Kutta abstraction of the I-stepping is employed.

In their native form, equations (13) and (14) are computa-

tionally expensive in the number of velocity channels #: for each

channel added to the system, the resulting expansion of the electric

field spectrum which enters on the right side of equations (13) and

(14) implies expansion of the range of < in N?,< and P̄±?,<. In-

creasing the number of velocity channels thus increases the size of

the linear system of unknown modes that must be solved for every

velocity channel. The operation of solving a linear system of equa-

tions is ∼O
(
#3

)
complex,9 so that the total algorithm is ∼O

(
#4

)
complex.

The order of complexity of the ML algorithm is dramatically

reduced by limiting the range of the spectral mode index of all

velocity channels’ population inversions and polarisations (the index

< of N?,< and P̄±?,<). We herein refer to this approximation as

spectral limiting. If < is limited to a fixed-size (independent of the

number of velocity channels introduced) neighbourhood of 0, the

size of the linear system of equations for each channel does not grow

with #; as � (E) widens, numerical operations therefore increase

proportional only to the number of velocity channels needing to be

solved. Simulating the ML equations under spectral limiting is thus

O (#) complex.

An additional numerical approximation introduced in Ap-

pendix C of Menegozzi & Lamb (1978) is to couple the population

inversion and polarisation modes of a particular velocity channel

to interact only with that field mode corresponding to its natu-

ral Doppler shifted resonance. In their work, Menegozzi & Lamb

(1978) eliminate reference to the polarisation modes and achieve

said approximation by recognising the dominant terms in the re-

maining system of equations for the unknown population inversion

modes.10 In our present form, and with P̄E factored about its natu-

ral Doppler shifted frequency, such an approximation is achieved by

truncating to <̄ = 0. This choice of term may appear at first glance

ambiguous; however, a rigorous justification for it may be found in

Appendix B.

The formulation of the approximation in Menegozzi & Lamb

(1978) corresponds, in our present form, to summation over the triv-

ial set <̄ ∈ {0}. Such an approximation is sufficiently accurate for

the unsaturated maser domain but, as Menegozzi & Lamb rightly

argue, becomes inaccurate in regions of high field strength. Our

formulation suggests a natural generalisation of the approximation

which permits its assertion to varying degrees of fidelity. We ex-

tend the <̄ summation over a finite neighbourhood of 0. This is

the mathematical expression of the LMI approximation introduced

colloquially near the end of Section 2.2. We will investigate the per-

9 This complexity can be reduced to ∼O
(
# 2.5

)
by employing an efficient

linear system solver.
10 We refer the reader to the paragraphs immediately preceding and follow-

ing equations (C11) and (C12) of Menegozzi & Lamb (1978).
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formance of the LMI approximation within regions of increasing

field strength in Section 4.3. Notice that decreasing LMI approxi-

mation fidelity (narrowing the range of the <̄ summation) improves

the sparsity of the linear system of equations (13) and (14), and

therefore offers a further reduction in numerical operations. The

simulations throughout this work implement an LMI approxima-

tion of fixed fidelity across all I positions. Such fidelity could, in

theory, be made to vary as a function of I, and we discuss this

possible generalisation in Section 6.3 on future work.

3 TRANSIENT SUPERRADIANCE PROCESSES VERSUS

QUASI-STEADY STATE MASER PROCESSES

In this section we differentiate between the transient nature of

an SR process and the quasi-steady state nature of a maser pro-

cess. For a comprehensive comparison of the two processes, see

Rajabi & Houde (2020).

3.1 Superradiance as a transient process

Superradiance is fundamentally a transient phenomenon, involving

a series of distinct events and the evolution from an initial energetic

inverted population level to a dramatically altered final inversion

level (Rajabi & Houde 2020). This transient system evolution is

perhaps best qualitatively understood in the Schrödinger picture of

the QED of a collection of = molecules.

We imagine a system initially prepared with all molecules

excited and the quantized radiation field in the vacuum state,

|Ψ〉initial = |4142 . . . 4=〉 ⊗ |0〉rad, (16)

where |4142 . . . 4=〉 denotes a tensor product of molecular states

which may each assume either the excited state |4〉 or the ground

state |6〉, and where |0〉rad denotes the vacuum state of the radiation

field.

It should be understood that the instantaneous inversion of

the entire sample described by equation (16) is an idealisation

intended, for the purpose of this section, to capture the salient

features of SR. In a realistic astrophysical environment we could

imagine a system starting for C < Cinit in a highly inverted state

accurately modelled by maser theory. The initial preparation of

equation (16) would be realised by a pumping flare of finite du-

ration shorter than that of the SR transient process, but of suf-

ficient amplitude to raise the inverted population column density

above the SR threshold. In Rajabi et al. (2019), for example, the

6.7 GHz methanol emission is believed to be pumped by infrared

radiation from dust (Sobolev et al. 1997) demonstrating outbursts

(Caratti o Garatti et al. 2017; Szymczak et al. 2018) which are pro-

posed to initiate the onset of SR.

We assume that the relevant photon wavelengths are much

larger than the size of a molecule, and we neglect the Hilbert space

associated with the motions of the molecules’ centres of masses. We

also assume that the molecules are sufficiently separated so as not to

require wavefunction symmetrisation.11 The total HamiltonianHtot

of the system is the sum of the internal Hamiltonian Hmol of two-

level molecular excitations, of the radiation Hamiltonian Hrad, and

11 Incidentally, as we describe later in this section, the calculation of Dicke

(1954) yields transitions through totally symmetric states only. This result is

a consequence of the permutation symmetry of the interaction Hamiltonian,

and not a consequence of spin-statistic imposed symmetrisation.

|B (0) 〉 = |4142 . . . 4= 〉y ℏl0

|B (1) 〉 = 1√
=
( |6142 . . . 4= 〉 + |4162 . . . 4= 〉 + · · · + |4142 . . . 6= 〉)

y ℏl0

. . .

y ℏl0

|B (=) 〉 = |6162 . . . 6= 〉

Figure 1. Schematic of the cascade down the ladder of symmetric excitation

states with accompanying photon emission.

of the field-molecule interaction HamiltonianHint. Tensor products

of free molecular excitation states and radiation field Fock states,

such as that of equation (16), are eigenstates ofH0 ≡ Hmol +Hrad,

but not of Htot = H0 + Hint. Treating Hint as a perturbation to H0

yields transition amplitudes between eigenstates ofH0.

In his seminal paper Dicke (1954) describes first the small

sample limit, defined such that molecules are separated by a dis-

tance much less than their spontaneous emission wavelength _ but

much greater than any intermolecular interaction length. Although

the molecules are fundamentally distinguishable in the small sam-

ple limit, they are not distinguishable via observation of an emitted

photon. Thus, if spontaneous emission is described by the tran-

sition to some singular de-excited molecular state |q〉mol with an

accompanying photon of mode ?,

|4142 . . . 4=〉mol ⊗ |0〉rad → |q〉mol ⊗ |1?〉rad, (17)

then the final molecular state |q〉mol must be indeterminate in

the identity of the ground state molecule. The precise calcula-

tions of Dicke (1954) show that the most probable molecular

state is the symmetric superposition of all possible configura-

tions having one molecule in the ground state; i.e., |q〉mol =(
1/√=) ∑: |4142 . . . 6: . . . 4=〉 ≡ |B (1)〉, where we define |B (:)〉

as the symmetric superposition of all states possessing : molecules

in the ground state. Note that |B (:)〉 is an entangled state for

0 < : < =. By energy conservation, the energy of the emitted

photon matches the loss in molecular excitation energy ℏl0.

The transient SR process is the cumulative effect of the cascade

down the totally symmetric excitation states |B (:)〉 with accompa-

nying photon emission as depicted in Figure 1, where emission rates

vary with : . The full perturbation calculation finds that the halfway

state |B (=/2)〉12 couples most strongly to the radiation field, so

that emission is maximised after some delay gD required to reach

this state. The cascade may be modelled by a Markovian traversal

through the symmetric states with a Lindblad operator describing

photon loss to the environment. Analysis of transitions between

symmetric states provides a radiation intensity transient, where the

intensity is derived from the expectation value of the transition rate

as a function of time, as averaged over many repetitions of the

full stochastic cascade (Dicke 1954; Rajabi & Houde 2016a; Steck

2020).13

12 for even =; |B (=/2 ± 1/2) 〉 for odd =
13 Averaging is justified in astrophysical observations by the fact that the un-

resolved source is composed of many statistically independent SR cylinders,

each representing a single realisation of the SR cascade experiment.
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The SR process is thus an inherently transient one, charac-

terised by discrete events and phases: first, a pumping event initi-

ates the inversion of the system at some time g0; second, the system

evolves over a time gD to the maximal emission state |B (=/2)〉;
and third, the emission eventually concludes when the system has

evolved into the final fully ground state |B (=)〉 = |6162 . . . 6=〉.
This qualitative evolution carries over, with some modifica-

tion, to the more complicated case of an extended sample with

molecules distributed over distances much greater than _. The evo-

lution of such a system is described by equations (6)–(8). We can

demonstrate the transient features of SR in the simplest case of a

one-dimensional extended sample without a velocity distribution (at

resonance) and without relaxation or dephasing effects,14 where the

so-called sine-Gordon equation describes (Gross & Haroche 1982;

Rajabi & Houde 2020) the evolution of the Bloch angle \B accord-

ing to

d2\B

d@2
+ 1

@

d\B

d@
= sin (\B) , (18)

where @ is the dimensionless parameter @ = 2
√
Ig/!)R for a sample

of length !. The characteristic timescale )R is determined by the

sample’s length, by the inverse of the molecules’ Einstein coefficient

of isolated spontaneous emission rate gsp, by the spontaneous emis-

sion wavelength _, and by the sample’s inverted population density

= as

)R = gsp
8c

3=_2!
. (19)

It is important to note that both the relaxation and dephasing

timescales )1 and )2 of the sample must approximately exceed

the characteristic timescale )R, if the system is to reach the highly

entangled maximal emission state and thus demonstrate SR.

A plot of an SR transient generated by the sine-Gordon equa-

tion is depicted in Figure 2, which clearly displays the transient SR

phases of a buildup to the maximal emission state and a decay to

the fully ground state. Note that in the extended one-dimensional

sample, the initial emission can partially re-invert the sample down-

stream and lead to subsequent emissions, thereby producing the

ringing effect visible in Section � of Figure 2.

3.2 The maser action as a quasi-steady state process

In contrast to SR, the maser action is effectively modelled as a quasi-

steady state process involving a large number of concurrent, rate-

balanced emission and stimulation events (Feld & MacGillivray

1980; Elitzur 1992; Gray 2012; Rajabi & Houde 2020). These

events are connected across molecular sites through the seed photon:

a photon of mode ? emitted at a molecular site 9 can enhance the

probability of emission into the same mode ? at another molecular

site : through a process such as, for example,

|4:〉mol ⊗ |1?〉rad → |6: 〉mol ⊗ |2?〉rad. (20)

Although the maser process physically couples distinct molecular

sites 9 and : , the evolution between emission and stimulation events

follows classical statistics. That is, emission of photon ? is unam-

biguously associated with the transition of some single molecule

9 from the excited to the ground state; then, under the assumption

14 If the relaxation time )1 matches the dephasing time )2, an analytical

solution exists which generalises equation (18); see Rajabi & Houde (2020).

Figure 2. Normalised radiation intensity transient at the end-fire I = ! of a

one-dimensional sample of 200 molecules, inverted at g = g0 and exhibiting

SR. Computed from the sine-Gordon limit of the MB equations. Section �:

Buildup to the maximal emission state |B (=/2) 〉. Section �: Decay to

the fully ground state |B (=) 〉. Section �: Re-inversion downstream and

emission ringing.

that molecule 9 is in the ground state and that the radiation field

possesses photon ?, the probability of stimulation of a photon ?

at another site : may be computed; if emission occurs, molecule :

definitively transitions from |4:〉 to |6: 〉.15

This analysis of a large number of transition processes each

into states well-defined in the identity of the emitting molecule is in

contrast to the cascade process of SR. The SR photon emission dis-

cussion following equation (17), for example, described transition

into a single-photon state which was an entangled superposition

of the excitation states of different molecular sites; i.e., into the

state |B (1)〉 that was indeterminate in the identity of the emitting

molecule. In the maser case, the relaxation and dephasing timescales

are much shorter than the time-scale for the evolution of the system.

For a more detailed discussion of the role of relaxation, dephasing,

and SR characteristic timescales in differentiating the maser and SR

regimes, see Rajabi & Houde (2020).

Whereas the SR cascade unfolds as a transient process, the

maser action may be successfully modelled as a quasi-steady state

process; for a comprehensive summary of the theory of astrophysi-

cal masers, see Elitzur (1992) and Gray (2012). The maser analysis

in Menegozzi & Lamb (1978), for example, investigates continu-

ous emission in the quasi-steady state limit, where the quantity of

interest to the simulation is the field spectrum profile along the

sample’s length. Such a profile results from the complicated inter-

operation of pumping, decay, stimulated emission, and dephasing

processes within a velocity distribution of molecules. Despite de-

scribing a quasi-steady state, the field spectrum certainly contains

a rich ensemble of various off-resonance frequencies, and there-

fore varies significantly in time over the Fourier expansion period

) (even within the rotating envelope picture). The assumption of

Menegozzi & Lamb (1978) is that the artificiality of such a repre-

sentation’s indefinite periodicity (in integer multiples of)) does not

detract from its ability to describe quasi-steady state features within

15 We present these single-photon descriptions for the purpose of provid-

ing fundamental physical insight only. In typical numerical work, however,

maser simulations operate on density matrices at exceedingly larger scales

than those of single-photon processes. Most numerical maser models do not

explicitly simulate the individual molecular events described here.

MNRAS 000, 1–17 (2021)



8 C. M. Wyenberg et al.

a single simulation period ) , such as deviations from a Gaussian

white noise spectral distribution along the sample’s length.

It should be noted that although the maser action is a quasi-

steady state process, it can demonstrate transient behaviour in the

following limited sense. In the maser regime, calculation of the

characteristic timescale )' yields a value much greater than either

)1 or)2. As a result, the system tracks in lock-step with any transient

behaviour of the inversion pump, the polarisation pump, or the inci-

dent electric field. A transient maser process is simply an immediate

quasi-steady state response to variations in pump levels or incident

field strengths. For a more thorough discussion see Rajabi & Houde

(2020), where the maser domain is formally identified with those

processes for which

m#

mg
≪ #

)1
and

m%+

mg
≪ %+

)2
. (21)

Conversely, in an SR process )' ≪ )1, )2 so that the total

transient response of the system possesses a finite memory. The

inversion, polarisation, and electric field do not track in lock-step

with the pump or incident field sources, and the system state at any

given time depends upon its own history. When we distinguish SR

as a transient process versus the maser action as a quasi-steady state

process, we do so in this nuanced manner. An SR transient response

to variations in pump or incident field sources is a complex dy-

namic process which may exhibit dramatically different timescales

than those presented by the sources. It is formally identified in

Rajabi & Houde (2020) with those processes for which

m#

mg
≫ #

)1
and

m%+

mg
≫ %+

)2
. (22)

3.3 Fourier representations of quasi-steady state versus

transient processes

The ML representation of the MB equations, albeit advantageous

for numerical complexity purposes, introduces two complications.

First, being an expansion in periodic basis functions, it forces peri-

odicity upon the solutions. Second, it removes the ability to impose

temporal initial conditions upon the inversion and polarisation. As

discussed in our closing paragraph of the previous section, neither

of these complications hinders the simulation of a quasi-steady state

process, where periodicity is a reasonable approximation and where

initial conditions are irrelevant. The ML algorithm is therefore nat-

urally suited to the analysis of a quasi-steady state maser, including

investigations of Gaussian white noise propagation down a sample’s

length or of radiation coherence (to which the algorithm was indeed

applied in Menegozzi & Lamb 1978).

As discussed in Section 3.1, SR is a transient process with dis-

tinct initial and final configurations. Such a process is fundamentally

non-periodic, and quantities of interest (including total radiated en-

ergy, peak intensity, and process time scales) are strongly dependent

upon initial conditions. We therefore expect difficulties to arise when

applying the ML algorithm to SR processes, and we demonstrate

shortly in Section 4.4 the inability of the ML algorithm to converge

to the correct Fourier representation of non-periodic transient SR

solutions to the MB equations.

These limitations for modelling transients may appear, upon

first consideration, insurmountable by any Fourier series represen-

tation of the MB equations: any such representation being (by con-

struction) periodic in the simulation duration ) , and thus ill-suited

to describing the evolution between significantly different initial

and final configurations. Indeed, any Fourier series expansion of

such a process will introduce ringing artifacts when inverted back

to the time domain; however, important physical quantities of in-

terest (such as total radiated energy, characteristic timescales, etc.)

can be accurately described by a proper Fourier series expansion, if

only the algorithm used is able to converge to it.

4 PERFORMANCE OF THE MENEGOZZI & LAMB

ALGORITHM

We investigate in this section the performance of the ML algorithm

in the transition from modelling quasi-steady state maser processes

at unsaturated field strengths, to maser processes at saturated field

strengths, to transient SR processes. For this purpose we simulate

a single one-dimensional sample which contains regions charac-

terised by all the aforementioned processes. The experiment is de-

tailed in Section 4.1 and a reference correct solution is computed in

Section 4.2 from the time domain representation of the MB equa-

tions (6)–(8). The performance of the ML algorithm in computing

the quasi-steady state of the system within regions of increasing

field strength under varying degrees of LMI approximation fidelity

is evaluated in Section 4.3. After slight algebraic revision, the per-

formance of the ML algorithm in simulating transient responses is

evaluated in Section 4.4, where we demonstrate the inability of the

ML algorithm to converge at all to correct transients within regions

demonstrating high field strength, transient SR processes.

4.1 Experiment description

A sample is initially prepared at g = 0 in the fully inverted state, but

with a molecular column density sufficient to initiate an SR transient

only near the end of the sample (I = !) when a constant coherent

incident electric field � (I = 0, g) = �0 = 1× 10−16 V/m is applied

at the start of the sample16 (the column density refers to the number

of inverted molecules per unit area projected along the sample’s

full length; for a detailed discussion of the critical column density

threshold necessary for SR, see Rajabi & Houde 2020). The sam-

ple possesses a velocity distribution of narrow extent; specifically,

21 velocity channels are simulated, separated by the fundamental

velocity differential 3E = (2c/)) (2/l0) established by the simu-

lation duration ) .

We simulate the cylindrical sample of methanol molecules

(l0 = 2c × 6.7 GHz, 3 = 0.7 D) described in Rajabi & Houde

(2020) over a duration ) = 108 s, having length ! = 2 × 1015 cm,

radius F = 5.4× 107 cm, population inversion relaxation time con-

stant )1 = 1.64 × 107 s, and polarisation dephasing time constant

)2 = 1.55 × 106 s. Despite such time scales being orders of mag-

nitude longer than those typically used in maser models of star

formation regions, there is in theory no physical barrier to their

occurrence. In Rajabi et al. (2019) it is shown that)2 = 1.55×106 s

corresponds to a gas density of approximately 105 cm−3. Rather

than precluding such a large value of )2 on account of an assump-

tion of high gas density, the very natural fit of the SR model in

Rajabi et al. (2019) under such a value of )2 may be considered

evidence of low gas density in the star formation region which it

models.

Our simulation differs from that of Rajabi & Houde (2020)

in our initial population inversion of #0 = 1.5 × 10−12 cm−3 at

g = 0 (cf. #0 = 3.3 × 10−12 cm−3 in Rajabi & Houde 2020) and

16 An incident field is not essential as the SR process can be initiated by a

sufficient column density alone.
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in our non-vanishing incident �0.17 We apply a constant restor-

ing population inversion pump equal to the relaxation rate; i.e.,

Λ(# ) (g) = #0/(2)1).18 The velocity distribution is uniform, so

that � (E) = 1/ΔE for the total velocity width ΔE = 213E =

9.4 × 10−9 m/s. The molecular density for the present ΔE corre-

sponds to an inverted molecular density on the order of 0.1 cm−3

for a realistic velocity distribution of ΔE ≈ 1 km/s. Note that the

cylindrical dimensions correspond to a Fresnel number cF2/!_ of

unity.

4.2 Reference time domain solution

Reference intensity transients � (I, g) = 2n0 |� (I, g) |2/2 at each

of six positions along the length of the sample, normalised to the

incident intensity �0 = 2n0 |�0 |2/2 at the start of the sample, are

readily computed from the time domain representation of the MB

equations (6)–(8). Our solution is a generalisation of the technique

of Mathews (2017), Houde et al. (2019), Rajabi et al. (2019), and

Rajabi & Houde (2020) to a distribution of velocity channels. To

commence the simulation, the inverted populations and polarisa-

tions of all velocity channels are set to their initial conditions at

g = 0 (recalling the polarisation initial condition prescription of

Section 2.3), and the electric field throughout the sample is ini-

tialised via a fourth-order Runge-Kutta I-propagation of equation

(8) from I = 0 to I = !. The electric field is then used to perform

a fourth-order Runge-Kutta time advancement (g → g + 3g) of all

population inversion and polarisation velocity channels, the electric

field is re-propagated along I, and the process repeats until g = ) .

The results are shown in Figure 3.

The time domain algorithm is a perfectly valid one and is,

in fact, more computationally efficient than either the ML algo-

rithm or the integral Fourier (IF) algorithm (to be introduced in

Section 5) for simulating our present narrow velocity distribution.

Although this velocity extent is physically trivial, it spans a numeri-

cally non-trivial multiple (21) of the fundamental angular frequency

differential 2c/) determined by the duration of the simulation. This

experiment is thus a meaningful investigation of numerical accu-

racy; it is the goal of the IF algorithm of Section 5 to enable, in

future research, the efficient simulation of physically non-trivial ve-

locity distributions which are otherwise intractable with the time

domain representation of the MB equations.

4.3 The Menegozzi & Lamb algorithm in the quasi-steady

state domain

We first evaluate the ML algorithm with varying degrees of LMI

fidelity against the quasi-steady state regime located on the right

side of Figure 3. We solve the ML equations (13)–(15) via the

procedure described in Section 2.5.2 and with summations limited to

<̄ ∈ [−#int,+#int] for varying values of the local mode interaction

distance #int.

The ML algorithm accurately converges to the steady state

intensity profile; however, the LMI approximation fidelity require-

ments increase along the length of the sample as the system enters

17 This difference being in addition to the key distinction that the present

work models a (non-trivial) velocity distribution.
18 Recall that #E is defined as half the population inversion, hence the

factor of 1/2 in the restoring pump.
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Figure 3. Intensity transients (normalized to the incident intensity �0 at the

start of the sample) at varying positions along a one-dimensional sample

possessing a velocity distribution, inverted at g = 0, and exhibiting SR at

its end-fire (I = !). Computed from the time domain representation of the

MB equations. Note the logarithmic scale for the intensity.

the saturated maser regions. Note that the saturated maser region

can be identified as I & 0.6 !, where the logarithm of the steady

state intensity begins to deviate from constant-step increases when

scanning vertically up the right side of Figure 3. We summarise

these findings by presenting the ML simulation of equations (13)–

(15) for our prototypical experiment in Figure 4, computed with the

LMI approximation at five degrees of fidelity, and in each case with

spectral limiting (the range limitation on the mode index < of each

velocity channel) enforced to < ∈ [−50, +50].

The ML simulation converges to correct quasi-steady state

intensities in the unsaturated maser domain across all degrees of

LMI fidelity, but degrades with reduced LMI fidelity (moving to

the right in Figure 4) at greater I positions (moving up in Figure

4). This widened LMI mode coupling requirement at higher maser

saturation suggests that an algorithm for simulating SR transients in

the Fourier representation within regions of high field strength will

also demand increased LMI approximation fidelity.

4.4 The Menegozzi & Lamb algorithm in the transient

domain

Although not naturally suited to modelling transient processes in

its raw form of equations (13)–(15), the ML representation may be

slightly revised to investigate the transient region on the left side of

Figure 3.

We begin this revision by noticing that the < = 0 cases of

equations (13) and (14) are, in fact, assertions of periodicity in

the inversion and polarisation: when < = 0, the right sides of

equations (13) and (14) represent the zeroth modes of the Fourier

series expansions of the right sides of equations (6) and (7), which

are the time derivatives of the inversion and polarisation. Generally

speaking, the zeroth Fourier mode of a function is computed by

integrating the function over the expansion domain ) ; thus, the < =
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Figure 4. Quasi-steady state intensities (normalized to the incident intensity

�0 at the start of the sample) from the ML simulation of the system of

Figure 3, with LMI approximation interaction truncated to 10, 8, 6, 4, and

2 neighbouring modes. The fidelity requirements increase in the high field

region I > 0.6!, where the error in intensity becomes highly sensitive

to reductions in #int. For reference, the leftmost column (#int = 10) is

effectively coincident with the true quasi-steady state values (cf. the right

side of Figure 3).

0 equations are statements that the integral of the time derivatives

of the inversion and polarisation must vanish; i.e., that they must be

periodic in ) .

This is a redundant statement to the assumption that the inver-

sion and polarisation be represented, in the first place, by Fourier

series expansions in the simulation duration ) . We therefore drop

the < = 0 cases of equations (13) and (14), and replace them with

statements imposing our initial conditions upon the system in the

ML representation; namely,

#? (I, g = 0) ≡ #?,0 (I) ⇒
∑
<

N?,< (I) = #?,0 (I) (23)

P̄±? (I, g = 0) ≡ P̄±?,0 (I) ⇒
∑
<

P̄
±
?,< (I) = P̄±?,0 (I) . (24)

We refer to equations (13) and (14), absolved of the < = 0 case

and augmented with the initial condition equations (23) and (24), as

the transient Menegozzi & Lamb (TML) algorithm. The transients

produced by the TML algorithm for our prototypical experiment

are shown in Figure 5. Simulation in this case is executed with

high LMI fidelity (#int = 30) and generous spectral limiting; i.e.,

< ∈ [−50, +50].
The TML simulation demonstrates Gibbs ringing phenomena

(Bracewell 1978) in positions advanced along the length of the

sample, where SR processes yield substantial differences between

the temporal initial and final configurations of the inversion and

polarisation over the simulation duration ) . Such ringing is present

0.0
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2.0

I /
 I 0

1e10
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TML algorithm

Time domain reference
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τ (s) 1e8
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103

105

107

109

I /
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z = 0.2 L

z = 0.4 L

z = 0.6 L

Gibbs phenomena

Figure 5. Intensity transients generated by a TML simulation of the experi-

ment, with LMI approximation truncated to 30 modes. Top: transients shown

for 0.70! ≤ I ≤ 0.80!, linear vertical axis. Bottom: transients shown for

0.0! ≤ I ≤ 0.6!, logarithmic vertical axis. Gibbs ringing phenomena are

visible in the logarithmic plots near the temporal boundaries.

in any Fourier representation of a function which differs in value at

the endpoints of the expansion interval (Bracewell 1978); however,

the overall form of the TML response is sensitive to this ringing

and (problematically) renders this algorithm incapable of accurately

modelling transient SR processes.

The TML simulation appears reasonably capable of modelling

the transient approach to the unsaturated maser steady states for

I . 0.6 !, but begins to fail beyond I ≈ 0.6 ! where the Gibbs ring-

ing amplitude nears the magnitude of the imposed temporal initial

conditions. For I = 0.8 ! the peak amplitude near g = 1.6× 107 s is

incorrect by more than a factor of 2 and the solution varies erratically

in amplitude for all g (note the logarithmic vertical axis of Figure

5). For I & 0.85 the algorithm is completely unstable. Although the

solutions at all I correctly realise the temporal initial conditions en-

forced by equations (23) and (24), asserting those conditions within

a time interval demonstrating strong Gibbs ringing is a physically

meaningless exercise. We turn now in Section 5 to derive a new

Fourier representation of the MB equations which yields mean-

ingful transients immune to the temporal boundary Gibbs ringing

phenomenon.
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5 THE INTEGRAL FOURIER REPRESENTATION OF

THE MAXWELL-BLOCH EQUATIONS

In this section we derive a new Fourier representation of the MB

equations that is manifestly distinct from the ML algorithm. This

new representation is essentially the Fourier series of the integral

form of the MB equations, and is therefore referred to as the in-

tegral Fourier (IF) representation. Our IF representation naturally

facilitates the enforcement of initial conditions, yields solutions con-

verging to the optimal Fourier series representation of the correct

time domain solution, contains a translation of the LMI approxi-

mation, and achieves O (#) complexity in the number of velocity

channels # .

5.1 The integral Fourier representation of a general

first-order temporal propagation equation

We first derive the integral Fourier representation of a generic first-

order temporal propagation problem, expressed as

d�

dC
= G [� (C) , � (C)] , (25)

where we seek to find the temporal propagation of � from some

specified initial conditions, given some generating expression G
(which may potentially involve �) and (importantly) working exclu-

sively within Fourier series expansions of the unknown quantities.

Let G be expanded as

G (C) =
∑
<

G<48<3lC , (26)

where 3l = 2c/) for a simulation duration ) , and where the G<
may potentially involve the coefficients F< and H< in the Fourier

series expansions of the solution � and the forcing function �,

� (C) =
∑
<

F<4
8<3lC (27)

� (C) =
∑
<

H<48<3lC . (28)

The usual Fourier representation of equation (25) appropriate

to steady state modelling is obtained by equating mode expansion

coefficients upon insertion of equations (26)–(28) into equation

(25). Motivated by our desire to introduce initial conditions into

the Fourier representation, we instead first integrate both sides of

equation (25); the left side introduces � (C = 0) as desired, while the

right side we may analytically integrate in its Fourier representation.

In equations, we have

� (C) − � (0) =
∫ C

0
dC′

∑
<

G<48<3lC′ (29)

=

∫ C

0
dC′G0 +

∑
<≠0

∫ C

0
dC′G<48<3lC′ (30)

= G0C +
∑
<≠0

G<

8<3l

(
48<3lC − 1

)
. (31)

Let us now express the function C in a Fourier series as C =∑
< T<48<3lC (we will explicitly compute T< in a moment). We

express � on the left side in its Fourier series to obtain∑
<

F<48<3lC − � (0) = G0

∑
<

T<48<3lC

+
∑
<≠0

G<

8<3l

(
48<3lC − 1

)
,

(32)

or

F0 − � (0) +
∑
<≠0

F<48<3lC

= G0T0 −
∑
<≠0

G<

8<3l
+

∑
<≠0

(
G0T< +

G<

8<3l

)
48<3lC .

(33)

Equating mode coefficients of equal frequencies generates the alge-

braic relations

F0 = � (0) +G0T0 −
∑
<≠0

1

8<3l
G< (34)

F< = G0T< +
1

8<3l
G< for < ≠ 0. (35)

We compute T< by the usual Fourier expansion coefficient calcu-

lation,

T< =
1

)

∫ )

0
C4−8<3lC dC (36)

=

{
c
3l

< = 0
8

<3l
< ≠ 0.

(37)

Equations (34) and (35) now simplify to

F0 = � (0) +
∑
<

T<G< (38)

F< = T< (G0 − G<) for < ≠ 0. (39)

We refer to equations (38) and (39) as the integral Fourier (IF)

representation of the first-order temporal propagation equation (25).

Note that if the expression G of equation (25) contains �, then the

G< contain the F< on the right sides of equations (38) and (39), so

that they must be solved as a linear system in the unknowns F<.

5.2 The integral Fourier representation of the Maxwell-Bloch

equations

We seek now to cast the MB equations into the IF representation.

Recognising the left sides of equations (13) and (14) as derivative

operators acting on the inversion and polarisation, we can immedi-

ately infer from equations (13) and (14) that if

m#?

mg
=

∑
<

48<3lg
G
(# )
< (40)

mP̄+?
mg

=

∑
<

48<3lg
G
(%)
< , (41)

then

G
(# )
< =

8

ℏ

∑
<̄

(
P̄
+
?,<̄E

+
<̄−<+? − P̄−?,<̄E−<̄+<+?

)

−
N?,<

)1
+ L(# )<

(42)

G
(%)
< =

2832

ℏ

∑
<̄

(
N?,<̄E

−
<−<̄+?

)
−
P̄
+
?,<

)2
+ L(%)< . (43)

Comparing equations (40)–(43) to the generic form of equation

(26), we can immediately apply our IF representation formulae of

equations (38) and (39) to obtain the IF representation of the MB
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equations,

N?,0 = #? (0) +
∑
<

T<

[

8

ℏ

∑
<̄

(
P̄
+
?,<̄E

+
<̄−<+? − P̄−?,<̄E−<̄+<+?

)

−
N?,<

)1
+ L(# )<

]
(44)

N?,<≠0 = T<

{
8

ℏ

∑
<̄

[
P̄
+
?,<̄

(
E
+
<̄+? − E+<̄−<+?

)

− P̄−?,<̄
(
E
−
<̄+? − E−<̄+<+?

)]
+ 1

)1

(
N?,< − N?,0

)
+

(
L
(# )
0
− L(# )<

)}
(45)

P̄
+
?,0 = P̄+? (0) +

∑
<

T<

[
2832

ℏ

∑
<̄

(
N?,<̄E

−
<−<̄+?

)

−
P̄
+
?,<

)2
+ L(%)<

] (46)

P̄
+
?,<≠0 = T<

[
2832

ℏ

∑
<̄

N?,<̄

(
E
−
−<̄+? − E−<−<̄+?

)

+ 1

)2

(
P̄
+
?,< − P̄+?,0

)
+

(
L
(%)
0
− L(%)<

)]
.

(47)

At a given I position with known electric field modes E±<, the above

system of equations can be solved for the inversion and polarisation

Fourier modes. Note that the electric field modes are propagated

forward starting from I = 0 via equation (15).

5.2.1 The local mode interaction approximation and numerical

considerations

The LMI approximation translates naturally to the IF representa-

tion under our Doppler shifted envelope factorisation of the po-

larisations. Equations (44)–(47) are formulated such that the LMI

approximation is realised by restricting all occurrences of <̄ to

<̄ ∈ [−#int, +#int] for a desired mode interaction truncation dis-

tance #int.

The spectral limiting of the < index in each ofN?,< and P̄?,<
achieves O (#) complexity in the number of velocity channels #;

however, an additional efficiency is gained by exchanging summa-

tion orders in equations (44) and (46) and introducing the array

Ξ
±
0 =

∑
<

T<E
±
0∓<, (48)

such that equations (44) and (46) become

N?,0 = #? (0) +
8

ℏ

∑
<̄

(
Ξ
+
<̄+? P̄

+
?,<̄ − Ξ−<̄+?P̄−?,<̄

)

+
∑
<

T<

(
L
(# )
< −

N?,<

)1

) (49)

P̄
+
?,0 = P̄+? (0) +

2832

ℏ

∑
<̄

Ξ
−
?−<̄N?,<̄

+
∑
<

T<

(
L
(%)
< −

P̄
+
?,<

)2

)
.

(50)

At a given I position, the Ξ±0 need only be calculated once, and may

then be re-used to generate each linear system to be solved for each

velocity channel of mode ?. Note that because the inversion is real,

its modes are related via N?,< = N∗?,−<, which reduces both the

number of unknowns and the extents of inversion mode summa-

tions. After applying such simplifications, the real and imaginary

representation of the IF system of equations is provided in Appendix

C.

It is helpful to define and clarify the ranges of all indices in

equations (49) and (50), as well as in the definition of Ξ±0 . We

allow the velocity channel index ? to vary above and below the

on-resonance ? = 0 central channel by the side channel distance

#sch, so that ? ∈ [−#sch, +#sch] for a total velocity channel count

of 2#sch + 1. The mode index < of the ?th channel’s inversion

(or polarisation) expansion coefficients N?,< (P̄±?,<) varies above

and below the < = 0 central mode by the side mode distance

#sm reflecting the degree of spectral limiting applied, so that < ∈
[−#sm, +#sm] for a total inversion (polarisation) mode count of

2#sm + 1. The electric field mode index < of E±< is judiciously

limited to < ∈ [− (#sch + #sm) , + (#sch + #sm)] for a total electric

field mode count of 2 (#sch + #sm) + 1. All occurrences of the

index <̄ vary over the interaction distance #int such that <̄ ∈
[−#int, +#int]. As a result of the above chosen ranges, the index 0

of the Ξ±0 array extends over 0 ∈ [− (#sch + #int) , + (#sch + #int)].

5.3 Simulation

The result of simulating the same system of Figure 3 now with the IF

algorithm is shown in Figure 6, where the inversion and polarisation

are spectrally limited to #sm = 50 and the LMI approximation is

truncated to #int = 30 neighbouring modes.

In contrast to the ML simulation of Figure 5, the IF simulation

provides sustained accuracy into the SR transient domain (the upper

left regions of Figures 6 and 7), where the important features of peak

intensity magnitude and delay are properly recovered (compare to

Figure 3).

Despite the Gibbs ringing near the temporal boundaries of Fig-

ures 6 and 7, the total transient shape appears insensitive to such

artifacts. The Gibbs phenomenon is also visible in the population

inversion transients; we show in Figure 8 the transients of the popu-

lation inversion of the central velocity channel at various positions

along the length of the sample. The accuracy of the IF algorithm is

again verified in Figure 8 where, importantly, the total response is

unaffected by the aggressive Gibbs ringing at the boundaries. For

completeness, we show in Figure 9 the imaginary part of the polar-

isation of the central velocity channel at various positions along the

length of the sample (in this particular simulation the real part of

the central velocity channel’s polarisation is negligible).

5.4 Local mode interaction fidelity requirements

We turn now to quantify the effect of reducing the LMI fidelity upon

the accuracy of the SR transients generated. In Figure 10 we plot

the intensity transients for varying LMI truncation extents at two

positions along the length of the sample. At I = 0.6! the system

does not yet demonstrate SR; i.e., there is no loss of population
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Figure 6. Intensity transients generated by an IF simulation of the exper-

iment, with LMI approximation interaction truncated to 30 modes. Top:

transients shown for 0.7! ≤ I ≤ 0.8!, linear vertical axis. Bottom: tran-

sients shown for 0.0! ≤ I ≤ 0.6!, logarithmic vertical axis. Reference

time domain simulations are superimposed in dotted lines.

0.0 0.2 0.4 0.6 0.8 1.0
τ ( ) 1e8

0

1

2

3

4

5

6

I /
 I 0

1e10

z = 0.7 L

z = 0.85 L

z = 1.0 L

IF algorithm

Time domain reference

Figure 7. Intensity transients generated by an IF simulation of the experi-

ment, with LMI approximation interaction truncated to 30 modes. Transients

shown for 0.7! ≤ I ≤ !. Reference time domain simulations are superim-

posed in dotted lines.
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the experiment, with LMI approximation interaction truncated to 30 modes.

Reference time domain simulations are superimposed in dotted lines. Note

that the molecular density used for the ΔE of this simulation corresponds

to an inverted molecular density on the order of 0.1 cm−3 for a realistic

velocity distribution of ΔE ≈ 1 km/s.
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Figure 9. Imaginary part of polarisation transients generated by an IF sim-

ulation of the experiment, with LMI approximation interaction truncated to

30 modes. Reference time domain simulations are superimposed in dotted

lines.

inversion until I ≈ 0.7!, as can be seen in Figure 8. Conversely,

at I = ! the system generates a strong SR pulse with significant

and fast variations in the population inversion, as well as a peak SR

intensity greatly exceeding the steady state value.

We observe that the peak intensity at I = 0.6! remains very

accurate (it tracks well with the #int = 30 case) down to an LMI

truncation extent as low as #int ≈ 10, and reasonably accurate

down to #int ≈ 5. Conversely, the SR transient at I = ! acquires a

moderate error already at #int = 20, a significant error at #int = 10,

and becomes completely unstable at #int = 5. These observations

suggest that the LMI fidelity requirements increase as the system

enters the transient SR domain.

Let us compare the bandwidth of the SR pulse in the bottom

plot of Figure 10 to the LMI truncation extent. The pulse has a

duration on the order of ∼)/20 (note that ) = 1× 108 s, despite the
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Figure 10. IF simulation intensity transients at I = 0.6! (top) and I = !

(bottom) for varying degrees of LMI approximation fidelity. The #int = 30

plots (solid lines) may serve as reference true transients, being effectively

coincident with the (correct) transients generated by a time domain simu-

lation. Significant deviations begin to emerge below #int ≈ 5 at I = 0.6!

(low field strength), and below #int ≈ 20 at I = ! (high field strength).

reduced plot viewing widths), or a bandwidth of Δl ≈ 20 (2c/)).
The natural angular frequencies of adjacent velocity channels are

separated by an amount 2c/) , according to our prescription of

a channel separation 3E = (2/l0) 2c/) . The bandwidth of the

SR pulse thus covers the bandwidth of approximately 20 velocity

channels, which is the value of #int at which the approximated

transient begins to depart from the true transient. This suggests that

the LMI velocity channel truncation extent, interpreted according

to the equivalent Doppler shift across the interacting channels, must

exceed the bandwidth of the transient generated.

6 DISCUSSION

6.1 Conclusions

The ML algorithm was originally developed by Menegozzi & Lamb

(1978) (and extended by Dinh-V-Trung 2009a and Dinh-V-Trung

2009b) to investigate noise propagation and formation of coherence

in a quasi-steady state maser process. Motivated by the advanta-

geous O (#) complexity (in the velocity channel count #) achieved

by the ML algorithm over the O
(
#2

)
complexity of a time domain

simulation of the MB equations with a velocity distribution, we have

investigated the application of the ML algorithm to the modelling

of SR transient processes.

The ML algorithm accurately describes the quasi-steady state

maser regime. After a minor revision to its algebraic mode relations

(a replacement of the < = 0 cases with initial condition assertions),

it also describes weak field transients (see I . 0.6! in Figure 5);

however, we have demonstrated it unacceptably sensitive to Gibbs

phenomena in the case of strong field SR transients (I & 0.7! in

Figure 5). The transient ML algorithm does not accurately converge

to the true transient if the amplitude of the Gibbs ringing exceeds

the magnitude of the initial conditions asserted, and it is therefore

unable to describe SR transient processes where the loss in popula-

tion inversion caused by the SR cascade causes the temporal initial

and final configurations to differ substantially.

We have developed a manifestly unique Fourier representation

of the MB equations which lends itself naturally to the assertion of

initial conditions and which accurately models all SR transient pro-

cesses described by the MB equations. The IF algorithm is robustly

insensitive to Gibbs phenomena, yielding total transients which ac-

curately replicate key SR features such as peak intensity delay time

and peak intensity amplitude. Most importantly, the spectral limit-

ing and LMI approximations of the ML algorithm translate naturally

into the IF algorithm, so that the latter is also O (#) complex in the

number of velocity channels # .

We have observed that the fidelity requirements of the LMI

approximation made in either the ML representation or the IF rep-

resentation of the MB equations increase as a system approaches

high field strength regimes. We suggest that the fidelity of the LMI

approximation used when simulating SR transients in the IF repre-

sentation be such that the natural frequency extent of the spread in

velocity channel interactions exceeds the bandwidth of the transient

response.

6.2 Limitations of the Integral Fourier Method

In a footnote to Section 2.3, it was emphasised that although the

initial Bloch tipping angle is prescribed by the number of interact-

ing molecules #mol int, such number is not known a priori when

simulating across a wide velocity distribution. In fact, #mol int could

more accurately be estimated from simulations enabled by this pa-

per, which would provide an estimate of the local number of co-

herent interacting neighbouring molecules within a subset of the

full global velocity distribution. Alternatively, the purely quantum

mechanical arguments of Gross & Haroche (1982) which inform

the initial Bloch angle prescription could be re-examined in the

context of a velocity distribution, with the objective of obtaining

a revised expression for #mol int. In most astrophysical situations,

however, other radiative processes are of sufficient intensity to ren-

der the initial tipping angle irrelevant. In Rajabi & Houde (2020),

for example, the background radiation of the interstellar medium is

shown to dominate over any initial radiation field resulting from the

non-zero initial tipping angle.

On a numerical efficiency note, it should be pointed out that

although the IF algorithm achieves O (#) complexity in the number

of velocity channels # simulated (compared to O
(
#2

)
for the time

domain method), it does not overtake the time domain method until

approximately # > 100. The simplicity of the time domain method,

owing in part to its lack of matrix inversion operations, therefore

makes it the superior choice of algorithm for simulating nearly

coherent velocity distributions.
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6.3 Future Work

This paper is a proof of operation of the IF algorithm, and all

simulations were performed over a velocity extent demanding a

numerical simulation duration as brief as ∼ 40 seconds when solv-

ing in the time domain on a modern (2020 quad core) CPU over

a 500 × 500-point (=g × =I ) grid. These velocity extents are nu-

merically non-trivial and serve as valid demonstrations of proper

convergence to the reference time domain solution, but at present

remain physically trivial (∼10−6 cm/s for the samples simulated in

Section 5). This paper enables future research to apply the O (#)
complex IF algorithm to physically realistic velocity distributions

for the study of SR processes in astrophysical gases.

The objective of future simulations will be to characterise the

degree of coherence expected of transient astrophysical SR events

generated from wide velocity distributions of molecules. It is the

hope that the coherence characteristics predicted by these simula-

tions will constitute a metric by which to ascertain the presence of

transient SR events within observational data.

Simulations of SR processes across wide velocity distributions

will also provide realistic corrections to physical requirements for

a system to demonstrate SR, as well as to characteristic features of

SR transients. Such parameters include the critical column density

threshold required to initiate an SR transient event, the time delay

gD to peak intensity of the SR pulse, and the characteristic time

scale )R for the dissipation of energy from the system.

Additionally, the IF simulation enables investigations of noise

propagation along the length of a sample during a transient SR

process. In the original work of Menegozzi & Lamb (1978), an in-

cident electric field possessing a broad and decoherent spectrum

of Gaussian white noise was set incident upon the I = 0 face of a

one-dimensional maser sample, and the coherence of the emerging

radiation at the end-fire I = ! was evaluated. Similarly, the IF simu-

lation enables future research to investigate the relationship between

the statistics of incident radiation noise at I = 0 and the coherence of

emerging radiation at I = ! when the relevant collective emission

process occurring within the sample is that of a transient SR event.

Finally, a possible generalisation of the IF algorithm intro-

duced briefly near the end of Section 2.5.2 warrants elaboration.

The simulations of this paper were executed with a fixed LMI ap-

proximation fidelity for all I; however, the velocity channel interac-

tion distance #int could, in theory, be made to vary as a function of

I (or more precisely, as a function of the local degree of saturation).

The present code fixes a global #int according to the highest degree

of saturation occurring at I = !. Conversely, for I moderately less

than !, lower degrees of saturation reduce the LMI approximation

fidelity requirements. A reduction in #int at such positions would

reduce the numerical complexity of solving the coupled system of

equations (44)–(47) within the majority of the sample, and could

feasibly improve computation speed by an order of magnitude.
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APPENDIX A: LIST OF ABBREVIATIONS

IF: Integral Fourier

LMI: Local Mode Interaction

MB: Maxwell-Bloch

ML: Menegozzi & Lamb

QED: Quantum Electrodynamics

SR: Superradiance

SVEA: Slowly-Varying Envelope Approximation

TML: Transient Menegozzi & Lamb

APPENDIX B: FORMAL JUSTIFICATION FOR THE

LOCAL MODE INTERACTION TRUNCATION RANGE

We formally justify the centering of the LMI approximation about

<̄ = 0 on the summation index <̄ of equations (13) and (14) via

comparison to a perturbative solution in the electric field strength.

Consider first a rearrangement of equations (13) and (14) into the

form

N?,< =

(
8<3l + 1

)1

)−1

×
[
8

ℏ

∑
<̄

(
P̄
+
?,<̄E

+
?+<̄−< − P̄−?,<̄E−?+<̄−<

)
+ L(# )<

]

(B1)

P̄
+
?,< =

(
8<3l + 1

)2

)−1

×
[
8232

ℏ

∑
<̄

(
N?,<̄E

−
?+<−<̄

)
+ L(%)<

]
.

(B2)

Let us define vectors of inversion modes and polarisation

modes for the ?th velocity channel as

®# ≡

©
«

.

..

N?,−1

N?,0

N?,+1
..
.

ª®®®®®®®®®®®®
¬

; ®% ≡

©
«

...

P̄
+
?,−1

P̄
+
?,0

P̄
+
?,+1
..
.

ª®®®®®®®®®®®®®¬

; ®G ≡
©«
®#
®%
®%∗

ª®®
¬
, (B3)

so that equations (B1) and (B2) may be expressed as

®G =
←→
" � ®G + ®1 (B4)

where

←→
" � =

8

ℏ



←→
0

←→
�(

8<3l+ 1
)1

) −
←→
�
∗(

8<3l+ 1
)1

)
232

←→
�
†(

8<3l+ 1
)2

) ←→
0

←→
0

−232
←→
�
′(

−8<3l+ 1
)2

) ←→
0

←→
0


(B5)

for submatrices
←→
� and

←→
�
′

having elements[←→
�

]
<,<̄

= E
+
?+<̄−< and

[←→
�
′]
<,<̄

=

[←→
�

]
−<,<̄

, (B6)

and where ∗ denotes the complex conjugate and † the adjoint. In

deriving the submatrix in the third row and first column of equation

(B5), we took the complex conjugate of equation (B2), recognised

that N∗?,<̄ = N?,−<̄, and made a change of summation variable

<̄ → −<̄. The vector ®1 has upper elements

[
®1
]
<,upper

=
L
(# )
<

8<3l + 1
)1

, (B7)

middle elements[
®1
]
<,middle

=
L
(%)
<

8<3l + 1
)2

, (B8)

and lower elements[
®1
]
<,lower

=
L
(%)
<

∗

−8<3l + 1
)2

. (B9)

A perturbative solution to equation (B4) in increasing powers

of the matrix
←→
" � (i.e., in increasing powers of the electric field

strength) may be identified from inspection to be

®G =

(←→
1 +←→" � +

←→
" 2

� +
←→
" 3

� + . . .
)
®1 (B10)

(to verify, substitute into both sides of equation (B4) and observe

equality to all orders in
←→
" � ).

We are now in a position to argue that our decision to truncate

summations over <̄ about the central value <̄ = 0 in Section 2.5.2

was made in order to maintain consistency with results of first order

perturbation in the field strength. Consider equation (B10) truncated

to first order in
←→
" � . For pumps constant in the time domain, only

their zeroth modes vanish; i.e., L
(# /%)
< = L

(# /%)
0

X<,0. Thus each

of expressions (B7)–(B9) contains a non-vanishing value in only its

< = 0 element.

To first order, equation (B10) acts on each of ®1upper, ®1middle,

and ®1lower with matrix multiplication by first powers of the submatri-

ces
←→
� ,
←→
�
∗
,
←→
�
†

and
←→
�
′
. Such multiplication involves summation

over the <̄ column index of expressions (B6). As per the observation

of the prior paragraph, the ®1 vectors possess non-vanishing values

in only their < = 0 elements; consequently, matrix multiplication

upon them remains correct when the column summation of the ma-

trix multiplication operation is truncated to only the <̄ = 0 column.

Comparing expressions (B6) to equations (B1) and (B2), we see

that this statement concerning matrix multiplication is equivalent to

the statement that summations over <̄ in equations (B1) and (B2)

be truncated to <̄ = 0.

This constitutes the formal argument that the LMI approxima-

tion’s summation truncation range should be centered about <̄ = 0

in order to maintain consistency with first order perturbation results;

this observation removes the centering ambiguity in the introduction

of the LMI approximation in Section 2.5.2. Suppose, for example,

that we had alternatively expressed the first term on the right side

of equation (13) by a less judicious choice of summation variable

<′ = <̄ − <, such that

(8<3l)N?,< =
8

ℏ

∑
<̄

(
P̄
+
?,<̄E

+
?+<̄−< − . . . (B11)

=
8

ℏ

∑
<′

(
P̄
+
?,<′+<E

+
?+<′ − . . . . (B12)

Had we naively proposed that the LMI approximation be achieved

by truncating summation about <′ = 0 (i.e., about field modes

centered upon the natural Doppler shifted resonance of the velocity

channel–a very reasonable proposition), we would have violated

consistency with first order perturbation results.

MNRAS 000, 1–17 (2021)
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APPENDIX C: THE INTEGRAL FOURIER REPRESENTATION OF THE MAXWELL-BLOCH EQUATIONS IN ITS REAL

AND IMAGINARY PARTS

We present below the full expression of the IF mode relations in their real and imaginary parts, where all algebra eliminating negative modes

of the inversion has been completed. In the summations over <̄, the symbol T denotes the truncated range [−#int, +#int] and the symbol T +
denotes the positive truncated range [+1, +#int]. Indices < and ? span those ranges described in Section 5.2.1.
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This paper has been typeset from a TEX/LATEX file prepared by the author.
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