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Abstract

The main goal of this paper is to investigate the strong duality of non-convex
semidefinite programming problems (SDPs). In the optimization community, it is
well-known that a convex optimization problem satisfies strong duality if Slater’s
condition holds. However, this result cannot be directly generalized to non-convex
problems. In this paper, we prove that a class of non-convex SDPs with special struc-
tures satisfies strong duality under Slater’s condition. Such a class of SDPs arises in
SDP-based control analysis and design approaches. Throughout the paper, several
examples are given to support the proposed results. We expect that the proposed
analysis can potentially deepen our understanding of non-convex SDPs arising in
the control community and promote their analysis based on KKT conditions.

Key words: Semidefinite programming; linear matrix inequality; control design;
duality; Lagrangian function; optimization

1 Introduction

The field of computational control analysis and design has witnessed substan-
tial advancements due to the development of convex optimization [1] and
semidefinite programming (SDP) [2] techniques, as investigated in various
studies [3–6]. In the control community, it is widely known that several im-
portant control design problems, such as the state-feedback stabilization and
linear quadratic regulator (LQR) problems, can be effectively represented as
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convex SDP problems, which allow for efficient solution through convex op-
timization techniques. Interestingly, these convex SDP representations often
originate as non-convex SDPs, which however can be efficiently transformed
into convex forms through a change of variables [7]. For example, the static
state-feedback stabilization problem for a discrete-time linear system is ini-
tially posed as minimizing a nonconvex objective function that includes the
spectral radius of the closed-loop system matrix. However, the problem can
be efficiently solved through equivalent convex SDP problems [7]. For conve-
nience, let us call them losslessly convexifiable problems.

Theoretical studies of the losslessly convexifiable problems arising in control
community hold the potential to provide valuable insights into the original
problems, which will not only deepen our understanding but also facilitate
the development of new and more efficient solution approaches for a range of
optimization problems. However, these questions have not been fully explored
to date. One of such unanswered questions is related to the strong duality
property [1]. Strong duality has been often studied for convex optimization
problems in control field, e.g., [2,3,8–10], because the connections between the
strong duality property and the associated problems sometimes provide fruitful
theoretical avenues and additional insights on the classical control theory such
as the Lyapunov theory [11], LQR problem [9,10,12,13], Kalman-Yakubovich-
Popov (KYP) lemma [14–16]. However, it has not been fully investigated for
the aforementioned losslessly convexifiable problems until now.

This paper proves that the losslessly convexifiable problems indeed satisfy
strong duality, which plays a pivotal role in establishing the theoretical foun-
dation for using the primal-dual algorithm as a reasonable approach to finding
solutions to the original constrained optimization problems. These primal-dual
algorithms are designed to solve the min-max problem formulations [17] of the
original constrained optimization problems, and numerous studies [12, 18–21]
have recently developed primal-dual algorithms for various control design
problems, yielding effective solutions. Therefore, the results presented in this
paper can play a vital role for the theoretical analysis of the primal-dual meth-
ods in [12,18–21]. Moreover, the presented results can offer a quite general and
simple framework for establishing strong duality in various optimization prob-
lems in engineering.

Lastly, it is important to note that losslessly convexifiable problems have been
explored in recent studies such as those by [22,23]. These studies have estab-
lished an interesting link between this class of problems and the so-called “gra-
dient dominance condition,” which is pivotal in gradient-based policy search
algorithms [24–26, 26, 27]. These contributions significantly enhance our un-
derstanding by showing that in policy optimization problems within control
and reinforcement learning, the gradient dominance property of the underly-
ing objective function remains valid despite its non-convex nature, provided
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the problems are losslessly convexifiable. This property is vital as it allows for
the application of gradient-based policy search algorithms [24–26, 26, 27] to
efficiently find globally optimal solutions. The potential connection between
the findings of these papers and our work presents a valuable avenue for future
exploration.

Notation: The adopted notation is as follows: R: set of real numbers Rn:
n-dimensional Euclidean space; Rn×m: set of all n × m real matrices; AT :
transpose of matrix A; A ≻ 0 (A ≺ 0, A � 0, and A � 0, respectively): sym-
metric positive definite (negative definite, positive semi-definite, and negative
semi-definite, respectively) matrix A; A ≻ B (A ≺ B, A � B, and A � B,
respectively): A−B is symmetric positive definite (negative definite, positive
semi-definite, and negative semi-definite, respectively); I: identity matrix with
appropriate dimensions; Sn: symmetric n×n matrices; Sn

+: cone of symmetric
n × n positive semi-definite matrices; Sn

++: symmetric n× n positive definite
matrices; Tr(·): trace of matrix (·); ρ(A): spectral radius of a square matrix A,
where the spectral radius stands for the maximum of the absolute values of its
eigenvalues; ∗ inside a matrix: transpose of its symmetric term; s.t.: subject
to; relint(D): relative interior of a set D; dom(f): domain of a function f .

2 Problem Formulation and Preliminaries

In this section, we briefly summarize basic concepts of the standard Lagrangian
duality theory in [1]. Let us consider the following optimization problem with
matrix inequalities (semidefinite programming, SDP), which is our main con-
cern in this paper.

Problem 1 (Primal problem) Solve for x ∈ Rn

p∗ := min
x∈Rn

f(x) s.t. Φi(x) � 0, i ∈ {1, 2, . . . , N}

where x ∈ Rn, Φi : Rn → Sm is a continuous matrix function for all i ∈
{1, 2, . . . , N}, n̂ is a positive integer, and f : Rn → R is a continuous objective
function.

Note that in Problem 1, we assume that the minimum point exists. Moreover,
we assume that the domain, denoted by D := dom (f), is nonempty. An
important property of Problem 1 that arises frequently is convexity.

Definition 1 (Convexity) Problem 1 is said to be convex if f is a convex
function, and the feasible set, F := {x ∈ Rn : Φi(x) � 0, i ∈ {1, 2, . . . , N}}, is
convex.

Note that for the feasible set, F := {x ∈ Rn : Φi(x) � 0, i ∈ {1, 2, . . . , N}}, to
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be convex, Φi(x) needs to be linear or convex in x for all i ∈ {1, 2, . . . , N} [1].
Another essential concept is the relative interior [1, pp. 23] defined below.

Definition 2 (Relative interior) The relative interior of the set D is de-
fined as

relint(D) := {x ∈ D : B(x, r) ∩ aff(D) ⊆ D for some r > 0},

where B(x, r) is a ball with radius r > 0 centered at x, and aff(D) is the
affine hull of D defined as the set of all affine combinations of points in the
set D [1, pp. 23].

Associated with Problem 1, the Lagrangian function [1] is defined as

L(x, Λ̄) := f(x) +
N∑

i=1

Tr(ΛiΦi(x))

for any Λi ∈ Sm
+ , i ∈ {1, 2, . . . , N}, called the Lagrangian multiplier, where

Λ̄ := (Λ1,Λ2, . . . ,ΛN). For any Λi ∈ Sm
+ , i ∈ {1, 2, . . . , N}, we define the dual

function as

g(Λ̄) := inf
x∈Rn

L(x, Λ̄) = inf
x∈Rn

(

f(x) +
N∑

i=1

Tr(ΛiΦi(x))

)

.

It is known that the dual function yields lower bounds on the optimal value
p∗:

g(Λ̄) ≤ p∗ (1)

for any Lagrange multiplier, Λi ∈ Sm
+ , i ∈ {1, 2, . . . , N}. The Lagrange dual

problem associated with Problem 1 is defined as follows.

Problem 2 (Dual problem) Solve for Λi ∈ Sm
+ , ∀i ∈ {1, 2, . . . , N}

d∗ := sup
Λi∈Sm+ ,∀i∈{1,2,...,N}

g(Λ̄).

The dual problem is known to be concave even if the primal is not. In this
context, the original Problem 1 is sometimes called the primal problem. Simi-
larly, d∗ is called the dual optimal value, while p∗ is called the primal optimal
value. The inequality (1) implies the important inequality

d∗ ≤ p∗,

which holds even if the original problem is not convex. This property is called
weak duality, and the difference, p∗ − d∗ is called the optimal duality gap. If
the equality d∗ = p∗ holds, i.e., the optimal duality gap is zero, then we say
that strong duality holds.
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Definition 3 (Strong duality) If the equality, d∗ = p∗, holds, then we say
that strong duality holds for Problem 1.

There are many results that establish conditions on the problem under which
strong duality holds. These conditions are called constraint qualifications.
Once such constraint qualification is Slater’s condition, which is stated be-
low.

Lemma 1 (Slater’s condition) Suppose that Problem 1 is convex. If there
exists an x ∈ relint(D) such that

Φi(x) ≺ 0, i ∈ {1, 2, . . . , N}

then strong duality holds, where relint(D) is the relative interior [1, pp. 23]
defined in Definition 2.

Without the constraint qualifications, such as the Slater’s condition, strong
duality does not hold in general. A natural question is, under which condi-
tions the strong duality holds for non-convex problems? Based on the ideas of
Slater’s condition, we will explore a class of non-convex problems which satis-
fies strong duality throughout the paper. For more comprehensive discussions
on the duality, the reader is referred to the monograph [1].

Assumption 1 Slater’s condition holds for Problem 1.

3 Main results

3.1 Lossless convexification

In this subsection, we will study convexification of matrix inequality con-
strained optimizations, which have a special property to be addressed soon.
Toward this goal, let us consider the following optimization problem.

Problem 3 Solve

inf
v∈h(D)

f ′(v) s.t. Φ′
i(v) � 0, ∀i ∈ {1, 2, . . . , N}

for some mapping h such that h(D) is convex, where Φ′
i : Rn → Sm′

, i ∈
{1, 2, . . . , N} and f ′ : Rn → R are convex, and f and Φ can be expressed as

f(x) =f ′(h(x)) = (f ′ ◦ h)(x)
Φi(x) =Φ′

i(h(x)) = (Φ′
i ◦ h)(x), ∀i ∈ {1, 2, . . . , N}.
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Note that Problem 3 is convex, and hence will be called a convexification
of Problem 1. In particular, we will consider a special convexification called
the lossless convexification defined below.

Definition 4 (Lossless convexification) Consider the following feasible sets
associated with Problem 1 and Problem 3:

F :={x ∈ D :,Φi(x) � 0, ∀i ∈ {1, 2, . . . , N}}, (2)

F ′ := {v ∈ h(D) : Φ′
i(v) � 0, ∀i ∈ {1, 2, . . . , N}} , (3)

respectively, and suppose that the mapping h whose domain restricted to F and
codomain restricted to F ′, i.e., h : F → F ′, is a surjection. Then, Problem 3
is said to be a lossless convexification of Problem 1.

Remark 1 Note that F may be non-convex, while F ′ is convex. Moreover,
it is important to note that the surjective mapping h, which is essential for
verifying lossless convexification, can be identified manually and algebraically
for each specific problem, yet there exists no universal method capable of au-
tomatically and algorithmically determining such a mapping.

Remark 2 The studies in [22,23] introduce a novel concept akin to “lossless
convexification,” establishing a crucial link between this concept and the so-
called “gradient dominance condition” pivotal in gradient-based policy search
algorithms [24–26,26,27]. These papers make a significant contribution to our
understanding by demonstrating that, in policy optimization problems within
control and reinforcement learning, the presence of lossless convexification en-
sures the gradient dominance property of the underlying objective function,
despite its non-convex nature. This property is crucial as it enables the appli-
cation of gradient-based policy search algorithms [24–26,26,27] to find globally
optimal solutions. It is clear that there is a strong connection between the find-
ings of these papers and our work. However, a more thorough analysis of this
relationship would require extensive research beyond the scope of this paper,
making it an intriguing topic for future exploration.

In the sequel, simple examples are given to clearly illustrate the main notions
of the lossless convexification.

Example 1 Let us consider the optimization

min
x∈R

f(x) = x2 (4)

s.t. Φ1(x) = −x2 + 1 ≤ 0,

where x ∈ R is a decision variable. The corresponding constrained optimal
solution is x∗ = 1, the primal optimal value is p∗ = 1, and D = R. The
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feasible set is

F ={x ∈ R : −x2 + 1 ≤ 0}
={x ∈ R : x ≤ −1} ∪ {x ∈ R : x ≥ 1},

which is non-convex as depicted in Figure 1. Therefore, the optimization in (4)
is non-convex. Now, let us consider the mapping

x 7→ h(x) = −x2,

and the corresponding change of variable

v = h(x) = −x2.

Then, a convexification using h is

min
v∈R

f ′(v) = −v (5)

s.t. Φ′
1(v) = v + 1 ≤ 0.

For this convexified problem, the corresponding feasible set is

F ′ = {v ∈ R : v + 1 ≤ 0},

which is convex. Moreover, h : F → F ′ is a surjection because for all v ∈ F ′,
we can find a function q(v) =

√
−v so that q(v) ∈ F . Therefore, (4) is a

lossless convexification of (5) by Definition 4. The overall idea is summarized
in Figure 1.

Fig. 1. Example 1: Feasible sets, F and F ′, and mapping h.

Example 2 Let us consider the optimization problem

min
x1∈R,x2∈R

f(x1, x2) = x2
1 + x1x

2
2 (6)

s.t. Φ1(x1, x2) = 1− x1x
2
2 ≤ 0, 1− x1 ≤ 0
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where D = R2, and x1, x2 ∈ R are decision variables. For this problem, the
constrained optimal solution is x∗

1 = x∗
2 = 1, the corresponding primal optimal

value is p∗ = f(x∗) = 2, and the corresponding feasible set is

F :={(x1, x2) ∈ R2 : Φ1(x) ≤ 0,Φ2(x) ≤ 0}
={(x1, x2) ∈ R2 : x1 ≥ 1, x1x

2
2 ≥ 1},

which is non-convex as shown in Figure 2.

Fig. 2. Example 2. Feasible sets, F and F ′, and mapping h.

Now, let us consider the mapping

x =






x1

x2




 7→ h











x1

x2









 =






x1

x1x
2
2




 ,

and the corresponding change of variables

v =






v1

v2




 = h











x1

x2









 =






x1

x1x
2
2




 .

Using this transformation, a convexification is given by

min
v1∈R,v2∈R

f ′(v1, v2) = v21 + v2 (7)

s.t. Φ′
1(v1, v2) = 1− v2 ≤ 0, Φ′

2(v1, v2) = 1− v1 ≤ 0,

where h(D) = h(R2) = R2. The corresponding optimal solution is v∗1 = v∗2 = 1,
and the corresponding feasible set is

F ′ ={(v1, v2) ∈ R2 : Φ′
1(v) ≤ 0,Φ′

2(v) ≤ 0}
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={(v1, v2) ∈ R2 : v1 ≥ 1, v2 ≥ 1},

which is convex. Over (v1, v2) ∈ F ′, v1 ≥ 1 is invertible, and the inverse
mapping, h−1 : F ′ → F , is given by

h−1(v) = q(v)











v1

v2









 =






v1

v2/v1




 =






x1

x2




 .

Therefore, h : F → F ′ is a bijection (hence, a surjection), and, (7) is a lossless
convexification of (6) by Definition 4.

An implication of Definition 4 is that solutions of Problem 3 have a surjective
correspondence to solutions of Problem 1. Therefore, even if Problem 1 is
nonconvex, its solutions can be found from the convex Problem 3. Moreover,
another property is that the existence of such a lossless convexification ensures
strong duality of the original Problem 1 (with the Slater’s condition). This
result will be presented in the next subsection.

3.2 Strong duality

In this subsection, we investigate a relation between the lossless convexification
and strong duality. Some preliminary definitions are first introduced below.
Associated with Problem 1, define the set

G :={(Φ1(x),Φ2(x), . . . ,ΦN(x), f(x))

∈ Sn × Sm × · · · × Sm × R : x ∈ D},

which is called the graph of the constrained optimization problem in Prob-
lem 1. The corresponding epigraph form [1] is defined as

A :={(Ū , t) : ∃x ∈ D,Φi(x) � Ui, ∀i ∈ {1, 2, . . . , N}, f(x) ≤ t}. (8)

where Ū := (U1, U2, . . . , UN). Note that A includes all the points in G, as
well as points that are ‘worse,’ i.e., those with larger objective or inequality
constraint function values [1]. In other words, A can be also expressed as

A = G + (Sm
+ × Sm

+ × · · ·Sm
+

︸ ︷︷ ︸

N−times

×R+),

where R+ is the set of nonnegative real numbers and ‘+’ above is Minkowski
sum. Similarly, for the convexified problem in Problem 3, we define the graph
and epigraph form as

G ′ :={(Φ′
1(v),Φ

′
2(v), . . . ,Φ

′
N(v), f

′(v))
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∈ Sm′ × Sm′ × · · · × Sm′ × R : v ∈ h(D)},

and

A′ :={(Ū , t) : ∃v ∈ h(D),

Φ′
i(v) � Ui, ∀i ∈ {1, 2, . . . , N}, f ′(v) ≤ t}

respectively. Note that since Φ′
i, i ∈ {1, 2, . . . , N}, and f ′ are convex, so is A′

as well. Now, we are in position to present the main result.

Theorem 1 (Strong duality) Suppose that Problem 3 is a lossless convexi-
fication of Problem 1. If Problem 1 satisfies the Slater’s condition, then strong
duality holds for Problem 1.

PROOF. Suppose that Problem 3 is a lossless convexification of Problem 1,
and Problem 1 satisfies the Slater’s condition. By definition, the primal opti-
mal value satisfies

p∗ = inf{t ∈ R : (0, 0, . . . , 0
︸ ︷︷ ︸

N−times

, t) ∈ A},

where 0 denotes a zero matrix with compatible dimensions.

Using the fact that h : F → F ′ is a surjection, we can prove the following
claim.

Claim 1 We have

p∗ = inf{t ∈ R : (0, 0, . . . , 0
︸ ︷︷ ︸

N−times

, t) ∈ A}

= inf{t ∈ R : (0, 0, . . . , 0
︸ ︷︷ ︸

N−times

, t) ∈ A′},

where 0 denotes a zero matrix with compatible dimensions.

Proof of Claim 1: We will prove the following identity: {t ∈ R : (0, t) ∈
A} = {t ∈ R : (0, t) ∈ A′}. Suppose that (0, t) ∈ A, i.e., Φi(x) � 0, f(x) ≤ t
holds for some x ∈ D. Then, Φ′

i(h(x)) = Φ′
i(v) � 0, f ′(h(x)) = f ′(v) ≤ t

also holds. This implies that (0, t) ∈ A′ holds. On the other hand, suppose
Φ′

i(v) � 0, f ′(v) ≤ t holds for some v ∈ h(D). Then, since h : F → F ′ is a
surjection, there exists a mapping, q : F ′ → F , such that h(q(v)) = v, and
hence, it follows that

Φ′
i(v) = Φ′

i((h ◦ q)(v)) = (Φ′
i ◦ h)(q(v)) = Φi(x) � 0,

and
f ′(v) = f ′((h ◦ q)(v)) = (f ′ ◦ h)(q(v)) = f(x) ≤ t.
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Therefore, {t ∈ R : (0, t) ∈ A} = {t ∈ R : (0, t) ∈ A′}, and hence p∗ = inf{t ∈
R : (0, t) ∈ A} = inf{t ∈ R : (0, t) ∈ A′}. This completes the proof. �

Using similar arguments, we can also prove the following key result.

Claim 2 Let us divide A into the two sets

A1 := {(Ū , t) ∈ A : Ui � 0, ∀i ∈ {1, 2, . . . , N}}

and

A2 := {(Ū , t) ∈ A : Ui � 0 for some i ∈ {1, 2, . . . , N}},

so that A1 ∪ A2 = A. Moreover, divide A′ into the two sets

A′
1 := {(Ū , t) ∈ A′ : Ui � 0, ∀i ∈ {1, 2, . . . , N}}

and

A′
2 := {(Ū , t) ∈ A′ : Ui � 0, for some i ∈ {1, 2, . . . , N}}

so that A′
1 ∪ A′

2 = A′. Then, the following statements hold true:

(1) A1 = A′
1,

(2) A2 ⊆ A′
2,

(3) A ⊆ A′.

Proof of Claim 2: We first prove the identity A1 = A′
1. This part is similar

to the proof of Claim 1. Suppose that Ui � 0, ∀i ∈ {1, 2, . . . , N} holds,
and (Ū , t) ∈ A, i.e., Φi(x) � Ui, f(x) ≤ t holds for some x ∈ D. Then,
Φ′

i(h(x)) = Φ′
i(v) � Ui, f

′(h(x)) = f ′(v) ≤ t also holds. This implies that
(Ū , t) ∈ A′ holds. On the other hand, suppose Φ′

i(v) � Ui � 0, f ′(v) ≤ t holds
for some v ∈ h(D). Then, since h : F → F ′ is a surjection, there exists a
mapping, q : F ′ → F , such that h(q(v)) = v, and hence, it follows that

Φ′
i(v) = Φ′

i((h ◦ q)(v)) = (Φ′
i ◦ h)(q(v)) = Φi(x) � Ui,

and
f ′(v) = f ′((h ◦ q)(v)) = (f ′ ◦ h)(q(v)) = f(x) ≤ t.

Therefore, A1 = A′
1 holds.

On the other hand, if Ui � 0 for some i ∈ {1, 2, . . . , N}, then A2 ⊆ A′
2 is

satisfied. In particular, suppose that Φi(x) � Ui, f(x) ≤ t holds for some x ∈
D. Then, Φ′

i(h(x)) = Φ′
i(v) � Ui, f

′(h(x)) = f ′(v) ≤ t also holds. Therefore,
(Ū , t) ∈ A′, which implies A2 ⊆ A′

2. The reverse does not hold in general.
To see it, suppose Φ′

i(v) � Ui, f
′(v) ≤ t holds for some v ∈ h(D). Then,

since there is no guarantee that h : F → F ′ is a surjection when Ui � 0

11



for some i ∈ {1, 2, . . . , N}, we cannot ensure that there exists x such that
Φi(x) � Ui, f(x) ≤ t. The statement 3) is implied by the statement 1) and
statement 2). This completes the proof. �

Next, let us return to our main concern. To prove Theorem 1, we define the
set

B := {(0, s) : s < p∗}.
Since A′ and B are convex, there exists a separating hyperplane that separates
A′ and B by the separating hyperplane theorem in [1, sec. 2.5], as shown
in Figure 3.

Fig. 3. Two convex sets, A′ (shaded region) and B, and a separating hyperplane.

In particular, the existence of a separating hyperplane implies that there exists
(Λ̄, µ) 6= 0 and α ∈ R such that

(Ū , t) ∈ A′ ⇒
N∑

i=1

Tr(ΛiUi) + µt ≥ α (9)

and

(Ū , t) ∈ B ⇒
N∑

i=1

Tr(ΛiUi) + µt ≤ α.

Using the inclusion A ⊆ A′ in Claim 2, it follows from (9) that

(Ū , t) ∈ A ⇒
N∑

i=1

Tr(ΛiUi) + µt ≥ α (10)

and

(Ū , t) ∈ B ⇒
N∑

i=1

Tr(ΛiUi) + µt ≤ α (11)
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From (10), we conclude that Λi � 0, i ∈ {1, 2, . . . , N} and µ ≥ 0. Otherwise
N∑

i=1
Tr(ΛiUi) + µt is unbounded below over A, contradicting (10). The condi-

tion (11) simply means that µt ≤ α (since Ū = 0) for all t < p∗, and hence,
µp∗ ≤ α. Together with (10), we conclude that for any x ∈ D

N∑

i=1

Tr(ΛiΦi(x)) + µf(x) ≥ α ≥ µp∗ (12)

Assume that µ > 0. In that case we can divide (12) by µ to obtain

L

(

x,
Λ̄

µ

)

=
N∑

i=1

Tr

(

Φi(x)
Λi

µ

)

+ f(x) ≥ p∗

for all x ∈ D, from which it follows, by minimizing over x, that g
(
Λ̄
µ

)

≥ p∗.

By weak duality we have g
(
Λ̄
µ

)

≤ p∗, so in fact g
(
Λ̄
µ

)

= p∗. This shows that
strong duality holds, and that the dual optimum is attained, at least in the
case when µ > 0.

Now consider the case µ = 0. From (10), we conclude that for all x ∈ D,

N∑

i=1

Tr(ΛiΦi(x)) ≥ 0

Assume that x̃ is the point that satisfies the Slater condition, i.e., Φi(x̃) ≺
0, i ∈ {1, 2, . . . , N}. Then, we have

N∑

i=1
Tr(ΛiΦi(x̃)) ≥ 0. Since Φi(x̃) < 0, i ∈

{1, 2, . . . , N} and Λ � 0, we conclude that Λi = 0, i ∈ {1, 2, . . . , N}. Therefore,
Λi = 0, i ∈ {1, 2, . . . , N} and µ = 0, which contradicts (Λ̄, µ) 6= 0. Intuition
of the overall ideas are illustrated in Figure 4. A′ is convex, while A may not
be in general. A and A′ are identical over Ui � 0, i ∈ {1, 2, . . . , N}, while
A′ includes A when Ui � 0, i ∈ {1, 2, . . . , N}. Overall, the boundary of A′

is a convex envelope of A, and both A′ and A share the same separating
hyperplane.

✷

In the sequel, several examples are given to illustrate the ideas of Theorem 1.

Example 3 Let us consider Example 1 again. The optimization in (4) sat-
isfies the Slater’s condition because with x = 2, we have Φ1(x) = −3 < 0.
Moreover, (4) a lossless convexification in (5). Therefore, strong duality holds
by Theorem 1. To prove it directly, consider the corresponding Lagrangian
function

L(x, λ) = x2 + λ(−x2 + 1),
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Fig. 4. Sets A (shaded region), B, the separating hyperplane, and the boundary of
A′ (dashed line), denoted by ∂A′

where λ ≥ 0 is the Lagrangian multiplier, and the dual function

g(λ) = inf
x∈R

L(x, λ)

= inf
x∈R

{x2 + λ(−x2 + 1)}.

To obtain a more explicit form of the dual function, one can observe that this
dual function is bounded below in x only when λ ≤ 1. For λ > 1, we have g(λ)
unbounded below in x. Therefore, we can conclude that the dual function is

g(λ) =







−∞, if λ > 1

λ, if 0 ≤ λ ≤ 1

Then, the corresponding dual optimal value is d∗ = supλ≥0 g(λ) = 1 = p∗.
Therefore, strong duality holds.

Example 4 Let us consider Example 2 again. The optimization (6) satisfies
the Slater’s condition because with x1 = 2 and x2 = 1, we have Φ1(x1, x2) =
−3 < 0,Φ1(x1, x2) = −1 < 0. Moreover, (6) admits the lossless convexifica-
tion (7). Therefore, by Theorem 1, strong duality holds for (6). The corre-
sponding Lagrangian function is

L(x, Λ̄) = x2
1 + x1x

2
2 + λ1(1− x1x

2
2) + λ2(1− x1),

where Λ̄ = (λ1, λ2) is the Lagrangian multipliers or the dual variables. Let us
manually check if strong duality really holds. The dual function is given by

g(Λ̄) = inf
x1∈R,x2∈R

L(x, Λ̄)
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= inf
x1∈R,x2∈R

{x2
1 + x1x

2
2 + λ1(1− x1x

2
2) + λ2(1− x1)}

= inf
x1∈R,x2∈R

{x2
1 − λ2x1 + (1− λ1)x1x

2
2 + λ1 + λ2}.

To obtain an explicit form of the dual function, we first find extrema of L(x, Λ̄)
by checking the following first-order optimality conditions:

d

dx1
{x2

1 − λ2x1 + (1− λ1)x1x2 + λ1 + λ2}

=2x1 − λ2 + (1− λ1)x
2
2

=0 (13)

and

d

dx2

{x2
1 − λ2x1 + (1− λ1)x1x

2
2 + λ1 + λ2}

=2(1− λ1)x1x2 = 0. (14)

To satisfy (14), in the case 1 − λ1 6= 0, we have x1 = 0 or x2 = 0. If x1 = 0,

then x2 =
√

λ2

1−λ1
provided that 1 > λ1. Therefore, the dual function satisfies

sup
λ1,λ2≥0

g(Λ̄) = sup
λ1,λ2≥0

{

x2
1 − λ2x1 + (1− λ1)x1x

2
2 + λ1 + λ2

}

= sup
λ1,λ2≥0

{λ1 + λ2 : 1 > λ1}

=∞.

Therefore, this case is discarded. If x2 = 0, then x1 = λ2/2, and the dual
problem is

sup
λ1,λ2≥0

g(Λ̄) = sup
λ1,λ2≥0

{

x2
1 − λ2x1 + (1− λ1)x1x

2
2 + λ1 + λ2

}

= sup
λ1,λ2≥0

{

−λ2
2

4
+ λ1 + λ2 : 1− λ1 6= 0

}

=∞.

Therefore, this case is also discarded, and 1 − λ1 = 0 should be hold. In this
case, we have

x1 =
λ2

2
, x2 ∈ R,

and the corresponding dual problem is

sup
λ1,λ2≥0

g(Λ̄)

= sup
λ1,λ2≥0

{

−λ2
2

4
+ λ1 + λ2 : 1− λ1 = 0

}
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=2,

whose optimal dual value is d∗ = 2. Therefore, d∗ = 2 = p∗, and strong duality
holds.

In this section, the notion of the lossless convexification has been introduced,
and a relation between the lossless convexification and strong duality has
been established. In the next section, we will present a formulation of the
state-feedback problem, and prove the corresponding strong duality using the
results in this paper.

Remark 3 We note that simple examples are presented until now as a form of
sanity check, yet the results have broader applicability to general optimization
problems. The subsequent section delves into some applications in the field of
control engineering.

Remark 4 Many control design challenges, including the linear quadratic reg-
ulator (LQR), linear quadratic Gaussian (LQG), stabilization problem, and
the H∞ control design problem, can be expressed as constrained optimization
tasks aiming to minimize nonconvex objective functions. These problems of-
ten benefit from the application of results that demonstrate strong duality in
the corresponding optimization tasks. Specifically, these optimization problems
satisfy the Karush-Kuhn-Tucker (KKT) conditions, which are both necessary
and sufficient when the principles of strong duality are applied. This under-
standing opens up new algorithmic avenues for solving the original problems,
such as the implementation of primal-dual algorithms, leading to effective so-
lutions. Recent studies, for example, [12, 18–21], have developed primal-dual
algorithms for optimal control problems, with the concept of strong duality
playing a pivotal role. The results presented in this paper are crucial for the
theoretical analysis of these methods and offer a general and straightforward
framework for establishing strong duality in a variety of optimization problems
found in engineering.

The application of strong duality not only enriches the theoretical understand-
ing by confirming the solvability of the KKT conditions but also opens new
theoretical research pathways. For instance, [12] reveals that the solution to the
KKT conditions corresponds to the solution of the Riccati equations, thereby
establishing an intriguing theoretical connection between the KKT solution and
the Riccati equations through the concept of strong duality.

Remark 5 As previously mentioned, the research presented in [22, 23] es-
tablishes a critical link between the concept of lossless convexification and
the gradient dominance condition in gradient-based policy search algorithms.
These studies demonstrate that in policy optimization problems within control
and reinforcement learning, the presence of lossless convexification ensures
the gradient dominance property of the underlying objective function, despite
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its inherent non-convexity. It is anticipated that the proposed strong duality
property shares some connections with the properties explored in [22,23]. Un-
derstanding these connections could provide additional insights, enhancing our
comprehension and potentially aiding in the development of new methodologies
for solving various optimization problems.

4 Example: state-feedback stabilization

In this section, we present a control problem where the proposed results can
be applied.

4.1 Continuous-time case

Let us consider the continuous-time linear time-invariant (LTI) system

ẋ(t) = Ax(t) +Bu(t), x(0) ∈ Rn, (15)

where A ∈ Rn×n, B ∈ Rn×m, t ≥ 0 is the time, x(t) ∈ Rn is the state
vector, and u(t) ∈ Rm is the input vector. One of the most fundamental
problems for this LTI system is the state-feedback stabilization problem, which
is designing a state-feedback control input, u(t) = Fx(t), where F ∈ Rm×n

is called the state-feedback gain matrix, such that the closed-loop system,
ẋ(t) = Ax(t) + Bu(t) = (A + BF )x(t), is asymptotically stable [28]. Some
related concepts in the standard linear system theory [29] are briefly reviewed
first.

Definition 5 ( [30, page 55]) A matrix A ∈ Rn×n is said to be Hurwitz
when all the eigenvalues of A have strictly negative real parts.

Lemma 2 ( [30, page 55]) The system ẋ(t) = Ax(t) is asymptotically sta-
ble if and only if A is Hurwitz.

The Laypunov method provides a way to check the stability of ẋ(t) = Ax(t)
and the Hurwitz property of A without actually calculating the eigenvalues.

Lemma 3 ( [29, Thm. 5.5]) A matrix A ∈ Rn×n is Hurwitz if and only if
there exists a symmetric matrix P ∈ Sn such that

P ≻ 0, ATP + PA ≺ 0,

where P ∈ Sn is called the Lyapunov matrix.

From Lemma 2, the state-feedback problem can be formally written as follows.
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Problem 4 (State-feedback stabilization problem) Find a state-feedback
gain F ∈ Rm×n such that A+BF is Hurwitz.

Using Lemma 3, the state-feedback problem can be formulated as the feasi-
bility problem with matrix inequalities (Lyapunov inequalities)

P � εI, (A +BF )TP + P (A+BF ) � −εI,

where ε > 0 is some fixed sufficiently small number, and the second inequality
is non-convex (bilinear in the decision variables F and P ), i.e., the feasible set
of the second inequality may be non-convex in general. The above results are
well known in the control literature, and more comprehensive introductions of
LMI-based control design processes can be found in [3, 6]. Here, the bilinear
inequality is a special case of non-convexity inequalities, and implies that it is
linear if the other variable is fixed, and vice versa. From standard results of
linear system theory [29], it can be proved that the condition is equivalent to

P � εI, (A +BF )P + P (A+BF )T � −εI. (16)

This is because the eigenvalues of A + BF are identical to the eigenvalues
of (A + BF )T by duality, and it implies that (A + BF )T is Hurwitz and
by the Lyapunov theorem in Lemma 3, (A + BF )T also admits a Lyapunov
matrix P ∈ Sn such that (16) holds. The corresponding feasibility problem
in Problem 1 can be converted to the equivalent optimization

min
P∈Sn,F∈Rm×n

0 (17)

s.t. Φ1(x) = (A+BF )P + P (A+BF )T + εI � 0

Φ2(x) = εI − P � 0,

where

x =






P

F




 .

Note that the feasibility problem in (16) is equivalent to the optimization
in (17) in the sense that their solutions are identical. We consider the opti-
mization form in (17) to fit the problem into the optimization form in Prob-
lem 1, and this it not more than formality. Moreover, note that the problem
in (17) only includes the inequality constraints, and the problem do not have
the objective function, that is, it is a feasibility problem, which can be seen
as a special case of the general optimization problems. Therefore, in order to
convert the feasibility problem into the optimization problem format, the null
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objective 0 has been used. Next, consider the mapping

x =






P

F




 7→ h











P

F









 =






P

FP




 ,

and the corresponding change of variables

v =






P

M




 = h











P

F









 =






P

FP




 .

Using this transformation, a convexification of (17) is

min
P∈Sn,M∈Rm×n

0

s.t. Ω′
1(v) = (AP +BM) + (AP +BM)T + εI � 0,

Ω′
2(v) = εI − P � 0.

We note that the above conversion from non-convex to convex problems via
change of variables is very well-known and popular technique in the control
literature, e.g., [5, 31–33]. Over the feasible sets, F and F ′, P is nonsingular.
Therefore, h : F → F ′ is a bijection (and hence, a surjection), and the inverse
mapping is given by

h−1











P

M









 =











P

MP−1









 ,

where






P

M




 ∈ F ′. Therefore, (17) is initially nonconvex, but can be con-

vexified using some transformations and manipulations. Lastly, we can prove
that the original problem in (17) satisfies the Slater’s condition under a mild
assumption, and hence, it satisfies strong duality by Theorem 1.

Claim 3 Suppose that (A,B) is stabilizable. Then, there exists a sufficiently
small ε > 0, P ∈ Sn and F ∈ Rm×n such that

(A +BF )P + P (A+BF )T + εI � 0, εI − P � 0. (18)

PROOF. It is clear from Lyapunov theory in Lemma 3 that if (A,B) is
stabilizable, then there exists P ≻ 0 and F ∈ Rm×n such that (A + BF )P +
P (A + BF )T ≺ 0. Then, there always exists a sufficiently small ε > 0 such
that (18) is satisfied. Therefore, the proof is completed. ✷
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We note that the above claim is somewhat straightforward, yet it has not
been formally reported in the literature. Therefore, it is still worth introducing
formally for the convenience of presentation.

By Claim 3, the optimization (17) admits a strictly feasible solution. This is
because for the feasible ε > 0 that satisfies (18), we can divide it by 2, and
then with this ε, the inequalities in (17) are satisfied with strict inequalities.
In conclusion, the original problem (17) satisfies strong duality by Theorem 1.

Now, let us consider the output vector

y(t) = Cx(t) ∈ Rp,

where C ∈ Rp×n is the output matrix. The static output-feedback control
problem is designing a static output-feedback control input, u(t) = Fy(t),
where F ∈ Rm×p is called the static output-feedback gain matrix, such that the
closed-loop system, ẋ(t) = Ax(t)+Bu(t) = (A+BFC)x(t), is asymptotically
stable [28]. This problem is formally stated in the following.

Problem 5 (Static output-feedback stabilization) Find a feedback gain
F ∈ Rm×p such that A +BFC is Hurwitz.

The static output-feedback problem is much more challenging than the state-
feedback problem, and is known to be non-convex and NP-hard [34–36]. Using
Lyapunov theory in Lemma 3 again, it can be rewritten by the non-convex
optimization

min
P∈Sn,F∈Rm×p

0 (19)

s.t. Φ1(x) = (A+BFC)P + P (A+BFC)T + εI � 0,

Φ2(x) = εI − P � 0,

where

x =






P

F




 .

Due to the matrix C, it is hard to find a lossless convexification in general.
This is because, the matrix C is not invertible, and it separates matrices F
and P . Therefore, it is hard to guarantee strong duality for (19).
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4.2 Discrete-time case

Let us consider the discrete-time linear time-invariant (LTI) system

x(k + 1) = Ax(k) +Bu(k), x(0) ∈ Rn,

where A ∈ Rn×n, B ∈ Rn×m, the integer k ≥ 0 is the time, x(k) ∈ Rn is the
state vector, and u(k) ∈ Rm is the input vector. Similar to the continuous-
time case, we are interested in the state-feedback stabilization problem: design
a state-feedback control input, u(k) = Fx(k), where F ∈ Rm×n is called
the state-feedback gain matrix, such that the closed-loop system, x(k + 1) =
Ax(k) + Bu(k) = (A + BF )x(k), is asymptotically stable [28]. In the sequel,
some definitions and lemmas from the standard linear system theory [29] are
firstly reviewed.

Definition 6 A matrix A ∈ Rn×n is said to be Schur when every eigenvalue
of A has a magnitude strictly less than one.

Lemma 4 ( [29, page 174]) The system x(k+1) = Ax(k) is asymptotically
stable if and only if A is Schur.

The Laypunov method given below provides a way to check the stability of
x(k + 1) = Ax(k) and the Schur property of A without actually calculating
the eigenvalues.

Lemma 5 ( [29, Thm. 5.D5]) A matrix A ∈ Rn×n is Schur if and only if
there exists a symmetric matrix P ∈ Sn such that

P ≻ 0, ATPA− P ≺ 0,

where P ∈ Sn is called the Lyapunov matrix.

As in the continuous-time case, using Lemma 4, the corresponding state-
feedback stabilization problem is stated below.

Problem 6 (State-feedback stabilization problem) Find a feedback gain
F ∈ Rm×n such that A+BF is Schur.

Now, based on Lemma 5, the problem can be formulated as the Lyapunov
inequality

P � εI, (A+BF )TP (A+BF )− P � −εI,

where P ∈ Sn is called the Lyapunov matrix, and the second inequality is
in general non-convex. Moreover, by duality of LTI systems again, it can be
equivalently written as

P � εI, (A+BF )P (A+BF )T − P � −εI.
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Problem 6 can be converted to the equivalent optimization

inf
P∈Sn,F∈Rm×n

0 (20)

s.t. (A+BF )P (A+BF )T − P + εI = Φ1(x) � 0,

εI − P = Φ2(x) � 0

where

x =






P

F




 .

As in the continuous-time case, the above results are well known in the control
literature, and more comprehensive introductions of LMI-based control design
processes can be found in [3, 6]. Next, let us consider the mapping

x =






P

F




 7→ h











P

F









 =






P

FP






and the corresponding change of variables

v =






P

M




 = h











P

F









 =






P

FP




 .

Using this transformation, a convexification is

inf
P∈Sn,M∈Rm×n

0 (21)

s.t. (AP +BM)P−1(AP +BM)T − P + εI = Φ′
1(v) � 0,

εI − P = Φ′
2(v) � 0.

We note that as in the continuous-time case, the above conversion from non-
convex to convex problems via change of variables is very well-known and
popular technique in the control literature, e.g., [4, 31–33].

The domain of Φ′
1 is {(P,M) ∈ Sn × Rm×n : P ≻ 0}. Over the domain, we

can prove that Φ′
1(v) � 0 is convex. To prove it, one can check the convexity

of the interior

int(F) :={(P,M) ∈ Sn × Rm×n : P ≻ εI,

(AP +BM)P−1(AP +BM)T − P + εI ≺ 0},
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where int denotes the interior. Note that the set int(F) is convex because
after taking the Schur complement [3], it is equivalently expressed as

int(F) :={(P,M) ∈ Sn × Rm×n : P ≻ εI,





−P + εI (AP +BM)

(AP +BM)T −P




 ≺ 0







,

which is convex. In conclusion, (20) is initially a nonconvex bilinear matrix
inequality problem, but can be convexified using some transformations and
manipulations. Moreover, P is nonsingular in F and F ′. Therefore, h is a
bijection, and the inverse mapping is given by

h−1











P

M









 =






P

MP−1




 .

By Definition 4, (21) is a lossless convexification of (20). Lastly, we can prove
that the original problem in (17) satisfies the Slater’s condition under a mild
assumption.

Claim 4 Suppose that (A,B) is stabilizable. Then, there exists a sufficiently
small ε > 0, P ∈ Sn and F ∈ Rm×n such that

(A+ BF )P (A+BF )T − P ≺ −εI, εI − P ≺ 0.

PROOF. It is clear from Lyapunov theory in Lemma 5 that if (A,B) is
stabilizable, then there exists P ≻ 0 and F ∈ Rm×n such that (A+BF )P (A+
BF )T − P ≺ 0. Therefore, the proof is completed. ✷

Therefore, (20) admits a strictly feasible solution, and satisfies the Slater’s
condition. By Theorem 1, the problem in (4) satisfies strong duality.

Finally, the static output-feedback stabilization problem for discrete-time sys-
tems is omitted here for brevity, but this problem can be addressed in similar
ways as in the continuous-time cases.

Conclusion

In this paper, we have studied strong duality of non-convex semidefinite pro-
gramming problems (SDPs). It turns out that a class of non-convex SDPs with
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special structures satisfies strong duality under the Slater’s condition. Exam-
ples have been given to illustrate the proposed results. We expect that the pro-
posed analysis can potentially deepen our understanding of non-convex SDPs
arising in control communities, and promote their analysis based on KKT con-
ditions. In particular, the developed results can be used to reveal connections
between several control-related results and SDP dualities as in [14]. Moreover,
the results can be also applied to develop new algorithms for control designs,
such as the static output-feedback design [7, 37, 38]. Another potential topic
is to investigate strong duality of non-convex SDPs which can be convexified
with several conversions of the problems using Schur complement [3] and its
variations. These agendas can be potential future directions.
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