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STRONG WELL-POSEDNESS, STABILITY AND OPTIMAL CONTROL THEORY
FOR A MATHEMATICAL MODEL FOR MAGNETO-VISCOELASTIC FLUIDS

HARALD GARCKE!, PATRIK KNOPF!, SOURAV MITRA? AND ANJA SCHLOMERKEMPER?

ABSTRACT. In this article, we study the strong well-posedness, stability and optimal control of an incom-
pressible magneto-viscoelastic fluid model in two dimensions. The model consists of an incompressible
Navier—Stokes equation for the velocity field, an evolution equation for the deformation tensor, and a
gradient flow equation for the magnetization vector. First, we prove that the model under consideration
posseses a global strong solution in a suitable functional framework. Second, we derive stability esti-
mates with respect to an external magnetic field. Based on the stability estimates we use the external
magnetic field as the control to minimize a cost functional of tracking-type. We prove existence of an
optimal control and derive first-order necessary optimality conditions. Finally, we consider a second
optimal control problem, where the external magnetic field, which represents the control, is generated
by a finite number of fixed magnetic field coils.

Keywords: Magneto-viscoelastic fluid, incompressible Navier—Stokes equation, strong well-posedness,
external magnetic field, optimal control, first-order necessary optimality conditions.
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1. INTRODUCTION

Magnetic materials have a huge variety of technical applications. In this paper we are interested in
magneto-viscoelastic materials which have the important property that their elastic behavior can be
influenced by magnetic fields and vice versa. They thus belong to the class of smart materials and react
to external stimuli in a remarkable way. We are particularly interested in controlling the behavior of
magneto-viscoelastic fluids by means of external magnetic fields. In fact, a change of the applied external
magnetic field will lead to changes in the magnetization of the material. As a consequence, due to the
coupling between magnetic and elastic effects, these changes will be converted to changes in the flow
map of the fluid’s body. The induced motion within the body can then be used for specific technical
applications.

In [2,15] a system of partial differential equations was introduced which describes incompressible magneto-
viscoelastic fluids based on a gradient-flow dynamics for the magnetization vector, the incompressible
Navier-Stokes equation and an evolution equation for the deformation tensor. The existence of a weak
solution to this system was established in [15, Chapter 3] in two and three dimension. The uniqueness of
such weak solutions was proved in [36]. As this system involves the Navier—Stokes equation, the global
strong well-posedness of the three-dimensional model is still an open problem. In fact, this issue is directly
related to the Millenium Problem stated by the Clay Mathematics Institute concerning the Navier—Stokes
equation. Since we are interested in strong well-posedness, stability (with respect to an external magnetic
field H) and optimal control, we thus consider a two-dimensional variant of the model proposed in [2,15].
However, although we can only prove strong well-posedness and stability in two dimensions, the optimal
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control theory we develop in this article would also remain valid in the three-dimensional setting, provided
that the strong well-posedness and stability results could be verified.

Before we present the model, we first introduce some notation. Let Q C R? be a bounded domain with
C*boundary and let T > 0 be a given time. We write Q7 := Q x (0,T) to denote the space-time
cylinder. Let v : Qr — R? be the wvelocity field, p : Qr — R the fluid pressure, F : Qr — R?*? the
deformation tensor, and M : Q7 — R3 the magnetization vector, all described in Eulerian coordinates.
The magnetoelastic material is exposed to an external magnetic field H : Qr — R3. To avoid confusion,
we want to make clear that in contrast to standard notation, H is not the magnetic field generated by
the magnetization M but an independent external field.

The model we consider (written in a non-dimensional form) reads as follows:

v+ (v- Vv +div((VM @ VM) — FF") + Vp =vAv+ (VH)" M in Qr, (1.1a
dive =0 in Qr, (1.1b
OF + (v-V)F — VuF =kAF in Qr, (1.1c
1
M + (v- V)M :AM—¥(|M|2—1)M—1—Hin Qr, (1.1

v=0, F=0, 0,M =0 on X,
(’U,]\47 F)(,O) :(Uo,Mo,Fo) in Q.

—
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)
)
)
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Here, (1.1a) is the momentum balance equation, (1.1b) is the incompressibility constraint, whereas (1.1¢)
and (1.1d) describe the evolution of the deformation tensor F' (in Eulerian coordinates) and the magneti-
zation vector M, respectively. We further use the notation (VM @ VM);; = Zzzl(aiMk)(aij), and we
assume that the fluid viscosity v > 0 is a constant. The constant x > 0 appearing in (1.1c) is an artificial
regularization parameter whose value is assumed to be small. In (1.1d), the term a~2(|M|? — 1)M with
a > 0 acts as a penalization corresponding to the saturation condition of the magnetization vector as it
punishes any deviation of |M| from one. The system is supplemented with a no-slip boundary condition
for the velocity field, a homogeneous Dirichlet boundary condition for the deformation tensor, and a ho-

mogeneous Neumann boundary condition for the magnetization (see (1.1e)), as well as initial conditions
(see (1.1f)).

1.1. Contents and main results. Before highlighting the ideas behind the derivation of the model
(1.1), we first outline the structure and the main results of this paper. The final goal of this article is to
investigate optimal control problems where the quantities v, F' and M are to be optimized in a desired
way by adjusting the external magnetic field H. To analyze such optimal control problems, we first
need to establish some basic results which are important in order to apply methods from the calculus of
variations. Therefore, our paper is organized as follows.

e Strong well-posedness. We first ensure that (1.1) possesses a unique, sufficiently regular solution.
We point out that the existence of a unique (Leray type) weak solution to the model (1.1) has already
been established in [15, Chapter 3, Theorem 9, p. 42]. However, especially as we want to derive first-
order necessary optimality conditions for our optimal control problems, the regularity of those weak
solutions is by far not enough. Therefore, our first main task is to establish the strong well-posedness
of system (1.1).

Our construction of a strong solution is inspired from the proof of the weak existence theory for (1.1)
presented in [15, Section 3.1] (see also [3]). Roughly speaking, the idea is to discretize only the velocity
field via a Galerkin scheme. Then, we solve the equations for the deformation tensor and magnetization
with the discretized velocity. Eventually, a suitable fixed point argument can be applied to obtain the
existence of a solution to an intermediate problem with a finite dimensional velocity field v,,. In order
to recover a solution for the original problem (1.1), we derive uniform estimates in regular Sobolev



ANALYSIS AND OPTIMAL CONTROL OF A MODEL FOR MAGNETO-VISCOELASTIC FLUIDS 3

spaces which allow us to pass to the limit m — oo. The proof of these estimates relies on several
interpolation results, which are collected in Section 2, as well as on Gronwall’s inequality. The strong
well-posedness result is stated in Theorem 3.2.

Stability with respect to perturbations of the external magnetic field. We next need to
investigate how the solution of (1.1) reacts to changes of the external field H. To this end, we prove
stability results for strong solutions to system (1.1) with respect to perturbations of the external mag-
netic field. A stability estimate with respect to the function spaces corresponding to weak solutions is
stated in Theorem 4.1, whereas a stability result with respect to the function spaces corresponding to
strong solutions is presented in Theorem 3.14. Especially the stability in the functional framework of
strong solutions will be a crucial tool for the analysis of our optimal control problems.

The control-to-state operator and its most important properties. As a consequence of the
strong well-posedness, we can define an operator F mapping any admissible control H onto the corre-
sponding strong solution of the system (1.1). This operator will be referred to as the control-to-state
operator. We next prove certain properties of F that are needed to apply methods from the calculus
of variations. More precisely, we show that F is Lipschitz continuous (see Corollary 5.2), weakly se-
quentially continuous (see Proposition 5.3) and Fréchet differentiable (see Proposition 5.5).

Optimal control via unconstrained external magnetic fields. The motivation behind our op-
timal control problems is to adjust the external magnetic field H in such a way that the quantities v,
F and M approximate desired quantities vg, Fy and My on a given time interval [0, T] as closely as
possible. In the first optimal control problem we investigate, this is to be achieved by minimizing the
quadratic tracking-type cost functional

a

a 2 as 2 3 2 A 2
10,0, F, M H) = o = vallfa(gmy + 2 IF = Falljaggry + 2 1M = Malljx gy + 5 1HIZ
subject to the following side conditions:

— H is an admissible control, i.e., it belongs to a suitable function space H (which is defined in (5.1));
— (v,p, F, M) is the unique strong solution of the system (1.1) to the external magnetic field H.

Here a1,a2,a3 > 0 and A > 0 are given constants which act as weights for the summands of the cost
functional.

Using the control-to-state operator F (see Definition (5.1)) that maps any admissible control onto the
corresponding strong solution of (1.1), this problem can be reformulated as

{Minimize J(H):=I(F(H),H),

1.2
subject to H € H, (12)

which is called the reduced formulation. Invoking the weak sequential continuity of the control-to-state
operator mentioned above, we first show in Theorem 6.1 that this optimal control problem has at least
one global minimizer. This can be done by employing the direct method of the calculus of variations.

After that, we use the Fréchet differentiability of the control-to-state operator to characterize local
minimizers by a first-order necessary optimality condition. We further show that any local minimizer
actually possesses a higher regularity than prescribed, and satisfies a certain semilinear elliptic equa-
tion. These results are stated in Theorem 6.4.

Optimal control via fixed magnetic field coils. The control problem introduced above is based
on the rather idealistic assumption that any (locally) optimal control H can actually be generated.
However, since in real technical applications magnetic fields are usually generated by magnetic field
coils, it might not be possible to reproduce any theoretically (locally) optimal external magnetic field
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in a satisfactory manner.

To this end, we investigate a second optimal control problem, where the external magnetic field is
generated by a finite number n € N of magnetic field coils. We assume that the geometry (i.e., the
shape and the position) of these field coils is fixed, and only the intensity of their generated magnetic
field can be adjusted. Under this assumption, by linear superposition, the total external magnetic field
can be expressed as

H(z,t) = iul(t) hi(z) =: C(u)(z,t) forallx e Q,te[0,T],
i=1

where for any ¢ € {1,...,n}, the factor u; is proportional to the intensity of the magnetic field of the
i-th coil. In the optimal control problem, the functions h; are assumed to be prescribed, and instead of
the whole external magnetic field H, the vector-valued function of control parameters u = (u1, ..., u,)”
is now to be adjusted. In the spirit of the optimal control problem presented above, we now want to
minimize the cost functional

j(u) = f(f(C(u)), u),

where F denotes again the control-to-state operator, and the functional I is defined as

ai 2 az 2 as 2 A 2
I(v,p, F, M,u) := > v =vallz2(0,) + > I1F = Fallz2(0qp + B |M — Mal|72(q, + ) lullz2(0,75mm) -
The side condition for the minimization problem is that u must belong to a certain set of admissible
control parameters U,q which is chosen as a box restricted subset of L2(0,T;R").

As for the first optimal control problem, we first prove the existence of a global minimizer by means of
the direct method of the calculus of variations (see Theorem 7.2). Next, in Theorem 7.3, we establish
a variational inequality as a first-order necessary optimality condition, and we further show that any
locally optimal control can be expressed by a certain projection formula.

1.2. Comments on the derivation of the model. The model (1.1) is essentially derived in [15].
Hence without going into details we will just comment on the ideas and both physical and mathematical
motivations behind.

The system (1.1) is derived by an energetic variational approach. The starting point is to consider a
Helmholtz free energy of the system which reads as

1 1 2 1
\IJ(F,M)=§/Q|VM|2+E Q(|M|2—1) —/QM-H+§/Q|F|2. (1.3)

The magnetic contribution to the energy (i.e., the first three terms of (1.3)) is motivated from micro-
magnetics, see, e.g., the recent review [14] and references therein. For simplicity, we only consider the
so-called exchange energy contribution % fQ |V M |2, which reflects the tendency of the magnetization to
align. In micromagnetics, the saturation condition is taken into account, which means that the modulus
of the magnetization is constant. As it is typical in the mathematical literature, we set this saturation
constant equal to one. In our model, we include the saturation condition by means of a penalization
term which punishes the deviation of |M| from 1 (the second integral on the right-hand side of (1.3)),
see, e.g., [28, Section 1.2], [10] or [36]. This penalization is also referred to as Ginzburg-Landau approxi-
mation. The third integral in (1.3) is the Zeeman energy associated with the external magnetic field H.
The fourth integral in (1.3) represents the elastic energy, which for simplicity is assumed of this quadratic
form. For a discussion of more general forms of the elastic energy and related mathematical difficulties
see [25].
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The derivation of (1.1a) relies on the least action principle and an energy dissipation law, i.e., on a
variational energetic approach, cf., e.g., [18]. One first introduces the action functional fot K—V(F,M),
where K represents the kinetic energy. Its variation with respect to the flow map yields the evolution
equation for the linear momentum. In particular, the source term (VH)? M in the momentum equation
(1.1a) stems from a variation of the Zeeman energy with respect to the flow map. The term vAwv in (1.1a)
results from taking the first variation of the dissipation term v fQ |Vo|? with respect to divergence free
vector fields. The pressure p in (1.1a) can be interpreted as a Lagrange multiplier corresponding to the
incompressibility constraint (1.1b). The details of this derivation can be found in [15, Section 2.7].

The derivation of (1.1c) with £ = 0 can be found in [15, Section A.1]. If K > 0, the term KAF is to
be understood as an artificial regularization term that is added only for mathematical reasons, which
was introduced in [32, p. 1461]. The authors of [32] explain the importance of the regularization in
order to obtain global weak solutions of Leray type to a viscoelastic model, see also [3]. In the case
x = 0, the compactness obtained for the approximation of F' is only good enough to pass to the limit
in the nonlinearity F'/F'7 (which appears in the weak formulation of the momentum equation) up to a
positive Radon measure. In a similar spirit, the existence of dissipative weak solutions for viscoelastic
and magneto-viscoelastic models are proved in [24] and [26] respectively.

The derivation of the magnetization equation (1.1d) relies on a gradient flow approach and can be found
in [15, Section 2.8.1].

1.3. Bibliographical remarks. To the best of our knowledge, the present article is the first one to
study optimal control of the magneto-viscoelastic model (1.1). In fact, the literature corresponding to
the well-posedness of (1.1) is quite recent. The global existence of weak solutions (more specifically the
Theorem 3.1) first appeared in the thesis [15]. The uniqueness of global weak solutions to (1.1) in two
dimensions was proved in [36]. The authors in [36] further proved a Prodi-Serrin type criteria for the
uniqueness of weak solutions in dimension three.

As an important tool for the analysis of optimal control problems for (1.1) via an external magnetic field,
we prove two stability results (in different functional frameworks) in Section 4. The weak type stability
result presented in Theorem 4.1 is an extension of the uniqueness result in two dimensions established
in [36].

We emphasize the fact that the artificial regularization term in the equation for the deformation tensor
plays a crucial role in order to prove the global existence of weak solutions to (1.1). Even without the
evolution of the magnetization, the global existence (for general initial data and without any restriction
on the interval of existence) of weak solutions to an incompressible viscoelastic fluid model not involving
any artificial regularization of the equation for the deformation tensor is a longstanding open question.

In the article [22], the authors study the existence of a global in time weak solution to an incompressible
viscoelastic model (without regularizing the equation for deformation tensor) in R?, provided that the
initial deformation tensor is close to the identity matrix and the initial velocity is small. The weak-strong
uniqueness of the same model is proved in [23]. In a torus (in dimension two and three), the local-
in-time existence of strong solutions for a similar non-regularized model is established in [38]. There,
the author also establishes a blow-up criterion in terms of the temporal integral of the maximum norm
of the velocity gradient. A different approach is used to prove the global existence of dissipative weak
solutions for viscoelastic fluids and magneto-viscoelastic fluids in [24] and [26], respectively. Existence of
Struwe-like solutions is proven for a two-dimensional magneto-viscoelastic system on the torus without
the regularizing term in the F-equation [12]. We would also like to mention [34], where the authors
consider a model for the flow of a fluid (described in Eulerian coordinates) containing visco-hyperelastic
solid particles and prove the global existence of weak solutions for a small strain approximation of the
deformation tensor.
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Concerning the study of optimal control problems for the Navier—Stokes equation, there already exists
an extensive literature. For instance, we refer the readers to [1,4,8,13,16,17,20,21] and the references
therein. Although the optimal control of the system (1.1) has not been studied before, there are some
recent articles on optimal control problems for the Ericksen-Leslie system which describes incompressible
nematic liquid crystal flows (see, e.g., [29,31]) and is related to our model. To the best of our knowledge,
the article [9] is the first one to study optimal control problems for the approximation of the original
Ericksen—Leslie model (in dimension two) introduced in [29] by using a boundary control to influence
the averaged macroscopic/continuum molecular orientation. The analysis in [9] is inspired from the well-
posedness and stability results proved in [5] and [19]. The optimal control of this model is studied in [33]
using a distributed control entering the momentum balance equation. In yet another recent article [35],
the authors investigate the optimal boundary control of a different Ericksen—Leslie system where the
director field satisfies a length constraint. Roughly speaking, the model considered in [35] couples the
non-homogeneous incompressible Navier-Stokes equations and the transported flow of harmonic maps
for the director field. The authors of [35] extend the theory developed in [30] to the situation of a time
dependent Dirichlet boundary condition for the director field, and they establish the existence of a global
weak solution that is smooth except for finitely many singular times. Moreover, the existence of a unique
global strong solution that is smooth for ¢ > 0 is also established under the assumption that the image
of boundary data is contained in a hemisphere. These results are then applied to study the optimal
boundary control of the system they consider.

2. FUNCTIONAL SPACES AND PRELIMINARIES

Before we state and prove the main results, we introduce some notation that will be used throughout this
article. We use the standard notation for Lebesgue spaces and Sobolev spaces on a domain  C R?, i.e.,
we write LP(Q2) and W*P(Q) for p € [1,00] and s € (0, 00). For convenience, we do not distinguish between
a Banach space X of scalar functions and a space of a vector-valued functions with m components, where
each of them belongs to X. In particular, this means we will write || - [[z»(q), || - [|ws.r (), etc. also when
vector-valued functions are considered.

For Banach spaces X,Y we denote by X — Y (X & Y") the continuous (compact) embedding of X into
Y. The dual space of a Banach space X is denoted by X', and for any x € X and ¢ € X', we write
(¢, ) ¢ to denote the duality pairing. Moreover, C,([0,T]; X') stands for the subspace of L>°(0,7"; X)
consisting of such f for which the mapping ¢ — (¢, f(t)) y is continuous on [0, T for every ¢ € X',

Let us also introduce the following spaces

Lgiv(Q) ={veC®()| dive=0in Q}”'”ﬂ7

Wak (@) =[ve Co@ [ dvo=0m ) ™,
V(Q) = Wyid, (Q N W>2(Q),
W22(Q) = {u € W?2(Q) | dyu = 0 on 90},

Here, the first three spaces consist of solenoidal vector fields and the last one is used for both scalar and
tensor valued functions.

Next, we introduce the Leray projector Pg;y : L*(2) — L3, (Q2) as
Paiv(f) = f — Vp for any vector field f € L*(Q), (2.1)

where p € W2(Q) with [, p = 0 solves the weak Neumann problem

/ Vp -V = / -V forall p € C®(Q). (2.2)
Q Q
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In the following lemma, we collect several useful interpolation inequalities for Sobolev spaces. We remark
that the symbol C' can denote different constants.

Lemma 2.1. Let Q C R? be a bounded domain with C*-boundary. Then, there exist positive constants
C' (depending on Q) such that the following estimates hold:

IAf |3y < CIAFNZ2 (0 (IAF 1720 + IVAFF200)) * few32(q), (2.3)
()
£l o) < ClLENZ 20 (113200 + IAF13200)) T few2(q), (2.4)
()
IV fllz=@) < CIVFIZ: 0 IV 320 + AL + IVAFIF2) Ts f € WHHQ) NWEAQ), (2.5)
()
I fllzacey < CUIF Nz + 1122 IV 22 00)s fewt(q), (2.6)
() ()
IV fllzay < CUVFZ20 IV FIIF20) + IAFIZ200) " few2(q), (2.7)
Q)
HfHL‘l(Q) S C”f”zz(g)va”zz(gz)v E Wl 2(9)7 (2-8)
£z < ClFNZzon 1 12y < ClFN Zz o 1AF 22 Few22(Q) NnWwy Q).  (2.9)
() () () ()

Comments on the proof of Lemma 2.1. All the inequalities can be derived from the Gagliardo-Nirenberg
inequality with the help of elliptic regularity theory. Due to the fact that the inequalities (2.3), (2.5) and
(2.7) are somewhat more involved we refer the reader to [3, p. 22] for their proofs. Similar results can
also be found in [7, pp. 216, 226]. O

In the present article, we will use € to denote small positive parameters. When using Young’s inequality
during the estimates of product terms, a possibly large constant will appear which might depend on this
parameter . For the sake of simplicity of our notation, we will simply denote this constant by C instead
of C.. The use of this notation will become clear from the context.

3. GLOBAL EXISTENCE

3.1. Global existence of weak solutions. We point out that the choice of the parameter x > 0 does
not have any impact on the mathematical analysis. From now on, we will thus set kK = 1 to provide a
cleaner presentation. In this section, the generic positive constant C' may depend on €2, the final time T,
| H |20, 7;w1.2()), and the initial data.

Theorem 3.1. For any T > 0, vo € L3, (Q), Fy € L*(Q), My € W'2(Q) and H € L*(0,T; W2(9Q)),
the system (1.1) has a unique weak solution (’U,p, F, M) with the following regularity properties:

v e Wh3(0,T; (Wy 3, (2))) 1 L0, T; L, () N L2(0, T; Wy 5.(9)),

p € W™h%(0,T; L*(Q)), /Qp: 0, (3.1)

FeWbs(0,T; (Wh3(Q))) N L®(0,T; L*(Q)) N L*(0, T; W2()),
M € WY5(0,T; L(€) N L=(0, T; Wh2(Q)) N L2(0, T; W22(€2).

Here, W=1°°(0,T; L*(Q)) denotes the space of distributions that can be expressed as the distributional
time derivative of a function in L>(0,T; L()).

Furthermore, the energy estimate

[0 720 + I F )20y + 1M @)]l51.20)
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t
+ [ (s + 1P ey + M e dr < co (32)

holds for all t € [0,T]. Here, ¢y, is a positive constant depending only on ||volr2(q), [[Mollwi2),
HFQHW1,2(Q), ||H||L2(01T;W1,2(£2)), Q and the final time T.

Proof. The existence of a weak solution to system (1.1) is established in [15, Chapter 3, Theorem 9].
The only difference of this result compared to the one presented in Theorem 3.1 is that in [15], the time
regularities

drv € L3(0,T; (Wy 3, (Q)), 9:M € LF(0,T; L3 (), 8F € L3(0,T;(W(Q)))
are not stated explicitly and moreover, the pressure is not recovered in a suitable functional framework.

However, the time regularities are hidden in the proof that is given in [15, Section 3.1.4.1]. They are
established for the sequence of approximate solutions (constructed by a Galerkin scheme) and are uniform
with respect to the approximation parameter. Hence, the same time regularities can be recovered for
the limit functions meaning that d,v € L3 (0,T; W ~12(Q)) (in particular, dyv € L3 (0, T; (Wolﬁiv(ﬂ))')),
M € L3(0,T; L*(Q)) and 8, F € L3 (0,T;(W"2(Q))") hold.

Moreover, the recovery of the pressure p is a standard but not straightforward line of argument. We will
just sketch the approach and refer to [6] for the technical details.

First, as in [6, Section 1.5, pp. 368-369], we derive the following relation from the weak formulation of
the momentum balance equation (1.1a):

(G(), )y -12(0 Wi () = 0 for all o € Wi () and all ¢ € 0,7, (3.3)

Here, the function G is given as
t
G(t) = v(t) —v(0) + / (v V)v—vAv+div(VM © VM) — div(FF") — (VH)" M) dr. (3.4)
0

Invoking (3.1), we infer that the integrand in (3.4) belongs to L3 (0,T; W ~%2(Q)); the detailed compu-
tations can be imitated from [15, Section 3.1.4.1] and the fact that

H(VH)TMHL2(0,T;L3/2(Q)) < CIVH| L2(qp) IM|| oo (0,7;15 ()

Hence, the map
t
ts / (v V)v—vAv +div(VM © VM) — div(FF") — (VH)" M) dr
0

is absolutely continuous. This implies that the function G is continuous in [0, 7] with values in W—12().
Now, by de Rham’s theorem, for all ¢ € [0,T], there exists a unique 7(t) € L*(2) with [, w(t) = 0 such
that

G(t) = —=Vn(t) (3.5)
holds in the sense of distributions.

Once again, following the arguments from [6, Section 1.5, p. 369], we show that m(t) € C,, ([0, T]; L?(£2)).
In particular, the map ¢ ~ m(¢) belongs to L°°(0,T; L3(2)) where L3(Q2) denotes the space of L?(Q)-
functions with average zero. Now, let us introduce the distribution p = 9w € W10, T; LE(Q)).
Finally, by taking test functions of the form 9,9 (¢ € C°(Qr)) in the weak form of equation (3.5), we
easily verify that (v, p, F, M) solves the momentum balance equation (1.1a) in the sense of distributions.

The uniqueness of the weak solution was established in [36, Theorem 3]. This means that all assertions
are established and thus, the proof of Theorem 3.1 is complete. 0
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3.2. Global existence of strong solutions. This section is devoted to the strong well-posedness of
the model (1.1).

Theorem 3.2. For anyT > 0,v0 € Wy 5, (), Fy € Wy'*(Q), My € W22(Q) and H € L*(0,T; W'2(Q)),
the system (1.1) has a unique strong solution (v, p, F, M) with the following regularity properties:

v € L>(0,T; Wy 3, () N L2(0, T W2(Q)) N WH2(0, T; L*(Q)),

€ L*0,T; WH2(Q / =0,
p ( Q) P (36)

F € L=(0,T: Wy (92)) 0 L2(0, T; W>*(2) N WH(0, T3 L*(9)),
M € L*(0,T; W22(Q)) N L*(0, T; W32(Q)) n Wh2(0, T; WhH2(Q)).
Furthermore, the following inequality holds:

[o(O)ll31.2 () + IE @12y + 1M 0)1F2.2(0
t
+ / (1) 2.2y + 1@ 2z + 1My ) dr < C. (3.7)

for allt € [0,T]. Here, C is a positive constant depending only on ||vo|lw1.2q), [[Mollw22), [Follwi2@),
| H | 20,75w12(0)), |Q] and the final time T.

In order to prove the existence of a unique strong solution we will use a similar strategy as in the proof
of the existence of weak solutions (see Theorem 3.1), of course keeping in mind that we need to estimate
the unknowns in Sobolev spaces with higher regularity.

Let {& | i € N} ¢ W42(Q;R?) — C?(3; R?) be an orthonormal basis of L3, () and an orthogonal basis
of W017’d2iv((2) consisting of eigenfunctions of the Stokes operator. For any m € N, we define the finite
dimensional space

H,, = (&1, 8m), (3.8)
along with the orthogonal projection P, : L3, (Q) — H,.

Roughly speaking, the construction of a strong solution (v, F, M) is done in three steps: first, for any
m € N, we construct a local-in-time strong solution (v},, Fs, M) of an approximate system (that is
formulated in (3.29)) where vy is replaced by P,,vo. Here, the function v¥, belongs to the set

m <Zm: lgin<t>|2>2 <N for 0 <t <t
Vin(tg) := o(z,0) = ) gh (&) | \i=t
i=1

gl is continuous, and g’ (0) = / vo(x) - & ()
Q

(3.9)

for t§ > 0 suitably small, where N is a constant depending only on ||vg|| r2(0) and m. Next, we show that
for each m, the local-in-time approximate solution (v, F*, M) can be extended onto the whole time
interval (0,7). In the second step, we derive a priori estimates that are uniform in m, and in the third
step, we pass to the limit m — oo to obtain a strong solution (v, F, M) to (1.1) in (0,T). Eventually, the
uniqueness of the strong solution we constructed follows directly from the uniqueness of weak solutions.

The following lemma will play a crucial role in the proof of Theorem 3.2.

Lemma 3.3. Let t; > 0 and let v, € L>®(0,t}; W*>(Q)) satisfy vy = 0 a.e. on Byx and div vy, = 0
a.e. on Q. Then, for any H € L*(0,t5; W2(Q)) and any (Fo, M) € Wy2(2) x W22(Q), the system

OtFm + (U - V)Fyy — Vo Fry = AF, in Qs (3.10a)
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1
OsMyy, + (Vg - V)M, = AM,, — ¥(|Mm|2 —1)Mpm + H in Q, (3.10b)
OnM,, =0, F,, =0 on Yy, (3.10¢)
(M, Fi)(+,0) = (Mo, Fo) in §2 (3.10d)
has a weak solution satisfying the estimates
||Fm||L°°(O,t’{;L2(Q)) + ||Fm||L2(07t1‘;W01‘2(Q)) + ||6tFm||L2(0,t;‘;W*1,2(Q)) < C(Um)a (3-11)
Mol Loo0,e5522(02)) + 1Ml Lao,e5:20(2)) + 1 Mm | £2(0,00,w1.2(02)) < C, (3.12)
”MmHL“’(O,t;;WL?(Q)) =+ ||Mm||L2(o,t;;W§’2(Q)) + ”MmHHl(O,t;‘;L?(Q)) (3 13)
Ml 0,6r;:L1(02)) < C(vm),

Furthermore, this weak solution is actually a strong solution and the following estimates hold:
||Fm||L2(O,t’{;W2’2(Q)) + HFmHLOO(O,tI;WOl‘Q(Q)) < C(’Um), (314&)
”MmHL?(O,t’l‘;W?’v?(Q)) + ||Mm||Loo(o,t;;W3v2(Q)) < C(vm). (3.14b)

In the above estimates, C and C(v,,) are generic positive constants. The constant C depends only on
HHHL?(O,t’{;Wl’?(Q)) and the initial data, whereas C(vy,) depends only on ||H||L2(0,t;;wl,2(ﬂ))7 the initial

data, and [|vm|| ;0 (042,02, ()

Proof of Lemma 3.3. We observe that the equations (3.10a) and (3.10b) are decoupled and can thus
be solved independently.

Step 1: Construction of a solution to (3.10b). Let {n; | i € N} be an orthonormal basis of L?(2) and
an orthogonal basis of W12(2). The functions 7; can be chosen, for instance, as L?(Q)-normalized
eigenfunctions to the eigenvalues 0 < 1 < po < ... of the eigenvalue problem
—An+n=pn infQ,
Onn =0 on Jf2.

We further define the operator B, : L?(Q) — {(n1,...,n,) as the orthogonal projection onto the finite
dimensional linear subspace (11, ..., 7,). Following the arguments of [15, p. 62] we prove the existence of
a time ¢35 € (0,¢}] and coefficient functions k¢, : [0,5) — R such that the ansatz function

My (z,t) = > hh(tni(z), z€Q, te(0,t3)
=1

is a solution of the system

~ 1
oM" = P, [—(vm SV)ME A+ AMD — = (IMR? = )MD + H| in Qy, (3.15a)
«
oM} =0, on Y, (3.15b)
M (-,0) = P, M, in Q. (3.15¢)

In order to pass to the limit n — oo, we need uniform estimates of M. It is shown in [15, pp. 55-61]
that M) fulfills the estimates

Ml Lo 0,e5502(2)) + 1M aco,e5:242)) + 1Mol 2200,05:w12 () < C, (3.16)

||M77:1||L°0(O,t’2k;W1,2(Q)) + ||M77711||L2(0,t;;W3’2(Q)) + ”M::LHHl(O,t;;LQ(Q))
HIM7 Lo 0,65:24(0)) < C(vm). (3.17)
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Recall that the constants C' and C(v,,) may depend on HH”L?(O,t’{;le?(Q)) and the initial data but not
on n or t5. Since M’ is absolutely continuous in [0,¢3) and the constants in the right-hand sides of
(3.16) and (3.17) are independent of 5, the solution M can be extended onto the whole time interval
[0,#7) and the estimates (3.16) and (3.17) hold true with ¢! instead of 5. Hence, by the Banach—Alaoglu
theorem, we infer that the sequence (M ),en converges to a limit function M, in the weak-* sense, at
least after an extraction of a subsequence. In particular, the limit M,, satisfies the estimates (3.12) and
(3.13). This further allows us to pass to the limit in the weak formulation of (3.15) which proves that
the limit function M, is a weak solution of (3.10b).

To further prove the estimate (3.14b), we first derive an analogous estimate for the approximate solutions
M. To this end, test (3.15a) by A2M" , and we use 9, M = 0, AM" = 0 on 99 (since ,1; = O, An; =
0 on 09) along with an integration by parts to obtain
1d
2dt
= /Qv[(um V)M | - VAM), + %/ﬂv [(|Mp]? = 1) M) - VAM, +/Q(—VH) -VAM

IAME 132 + IVAME 130

3
=y Ji. (3.18)
i=1

The next step is to estimate the terms J;, ¢ = 1,...,3. For any € > 0, we obtain

|J1] =

/ V(vm - V)M - VAM
Q

< (IVAM | z2(9) (IVoml e IV Ml La) + lvm |l e o) | Mo lwz22 ()
< EHVAM::L”%?(Q) + CHVUWH%A(Q)||VM77711||%4(Q) + C”UWH%OO(Q)||M77:L||12/V2~2(Q)

=

< EHVAMZ”%?(Q) + CHVUmH%‘l(Q)||VM7?1||L2(Q) (HVMZH%?(Q) + ||AM:1||%2(Q))
+ CllomllE o) (1AMl + 1Ml

< el VAM 3200y + ClIVoml sy (IVAL5 R0y + 1AM 120
+ Cllomll o (1AM 2@y + 1M () - (3.19)

Here, from the third to the fourth line, we used the interpolation inequality (2.7) to estimate ||V M [|3 @)
To obtain the last two lines, we applied Young’s inequality on the term

1
n n n 2
IVM 2 (1A 3@ + 1AM 2ey)
Next, we estimate J, and J3. For any € > 0, we get

gl < [ |V (02 - 1) 23] (9 AN
Q

< eIVAMIE 20 + C (IVM 0@ | Ml o) + IV MR ) (3.20)
and
|J5] < 5||VAM%||%2(Q) + CHVHH%?(Q) (3.21)

by means of Young’s inequality. Choosing ¢ sufficiently small, using (3.19)—(3.21) to bound the right-hand
side of (3.18), applying Gronwall’s inequality and invoking the weak estimates (3.16) and (3.17), we find
that

[ My llz20,e0w3.2(0)) + 1M || Lo 0,65w2.2 ) < C(vim)- (3.22)



ANALYSIS AND OPTIMAL CONTROL OF A MODEL FOR MAGNETO-VISCOELASTIC FLUIDS 12

Since C(vy,) is independent of n, we conclude that M, satisfies the estimate (3.14b) by passing to the
limit n — oo. In particular, this proves that the weak solution M, of (3.10b) is actually strong.

Step 2: Construction of a solution to (3.10a). Let {(; | i € N} be an orthonormal basis of L?(2) and
an orthogonal basis of W,?(€2). Here, the functions n; can be chosen, for instance, as L?({2)-normalized
eigenfunctions to the eigenvalues 0 < p; < po < ... of the eigenvalue problem

—A¢=p¢  inf,
{ (=0 on 0f.

We further define the operator P, : L*(Q) — ((1,...,(y) as the orthogonal projection onto the finite
dimensional linear subspace ((1, ..., ().

Proceeding as in [15, pp. 50-53], we prove the existence of a time t5 € (0,¢]] and coefficient functions
d?, : [0,t3) — R such that the ansatz function

Fp(e,t) = di()G(x), =€, tel0,t)
=1

is a solution of the system

O F): = Pp[ — (vm - V)Fj + Vo, FL + AF) ] in Qy, (3.23a)
F'=0 on Y, (3.23b)
F(-,0) = Py Fy in Q, (3.23¢)

which satisfies the estimate
I | Lo 0,65;02(02)) + ||F7Z||L2(o,t§;wf}’2(gz)) + HatF:L||L2(0,t§;wflv2(sz)) < C(vm). (3.24)

Since the constant C(v,,) is independent of n and t5, we can thus argue as above to conclude that the
solution F" can be extended onto the whole time interval [0,¢7) and in particular, the uniform estimate
(3.24) holds true with t7 instead of ¢5. Using the Banach—Alaoglu theorem, we infer that the sequence
(at least a subsequence of) (F),en converges to a function F, in the weak-* sense, and the limit F,
satisfies estimate (3.11). By passing to the limit n — oo in the weak formulation of (3.23), we conclude
that F,,, is a weak solution of (3.10a).

In order to show that the obtained weak solution F,, satisfies the bound (3.14a), we will first establish an
analogous estimate for the approximate solutions F'. Therefore, we test (3.23a) by —AF”. This yields

1 d n n n n mn mn
5371V Pl + 18PN = [ (o IFRAFL + [ Vo, P(-AF3)
Q

2

=> T (3.25)
For any € > 0, we obtain

| = /Q (vm - VY ERAFD| < e AFL 200y + Cllom |2 e IV EE 20 (3.26)

and
|J2| = /VUmFﬁAFrZ < EHAF;:L”%?(Q) + CHUmH%VLoo(Q)HFrZH%%Q) (3.27)
Q

by means of Young’s inequality. Choosing ¢ sufficiently small, using (3.26)—(3.27) to estimate the right-
hand side of (3.25), using Gronwall’s inequality and invoking (3.24), we find that

HFQHL?(O,:&{;W”(Q)) + ||F’I’,Tl7,||L°°(07t’1k;W[}’2(Q)) < C(Um)' (3'28)
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Since C(vy,) is independent of n, we conclude that F), satisfies the estimate (3.14a) by passing to the
limit n — oco. In particular, this proves that the weak solution F, of (3.10a) is actually strong.

This means that all assertions are established and thus, the proof is complete. g

Proof of Theorem 3.2. The proof is split into three steps.

Step 1. Construction of an approximate solution. We fix an arbitrary m € N. Let ¢§ € (0,T] be some
time that will be adjusted later. For any function v, € V,,, (), we consider the system

OV = Po[ — (O - V)0, — div ((VM,,, © VM,y,) — Fp FLL)

— Vpm + VAT, + (VH)" M, in Qs (3.29a)

div T, =0 in Qr, (3.29b)

Oy Fpp + (Vm - V) Fy — Vo Fyy = AF), in Q:, (3.29¢)

1 .

Ot My, + (U - V)M, = AM,, — ¥(|Mm|2 —1)Mp+H  in Qy, (3.29d)

Um =0, 0,M,, =0, F,, =0 on ¥y, (3.29)
(Em,Mm,Fm)(',O) = (PmUQ,Mo,FQ). in Q (329f)

Let vy, € Vi (t§) be arbitrary. Invoking Lemma 3.3, we infer the existence of a strong solution (F,, M,,)

to the subsystem (3.29¢)—(3.29d) subject to the corresponding initial and boundary conditions stated in
(3.29¢) and (3.29f). Choosing t§ sufficiently small, we proceed as in [15, pp. 63—64] to construct a solution
Um € Vi (t5) of (3.29a) written for v, and the pair (F,,, M,,) we just constructed. In summary, we have
just obtained a local-in-time solution (vy,, Fyn, My,) of the system (3.29) to the given function vy, existing
on the time interval [0, ¢§).

Since vy, € Vi, (£) was arbitrary, we can define an operator &, : Vi, (t§5) = Vo (¢8), S (Vi) 1= Uy, that
maps any given function v, € V,,,(t§) onto the component v,, € V,,(¢;) of the corresponding solution
(U, Fim, M) that is constructed as described above.

Proceeding as in [15, p. 64], and choosing ¢§ as small as necessary, we apply Schauder’s fixed point
theorem to prove the existence of a fixed point v}, of the operator G,,. By means of Lemma 3.3, we can
find an associated pair (F%, M) such that the triplet

(Vs B M) € Vin(t5) ¢ (L2(0, 65 W22(92)) 0 L (0, 15 Wo (@) )
X (L2(0, t5 W*2(Q)) N L>(0, t5; W*(Q2)) (3.30)
is a weak solution to system (3.29) written for v,,, = v}, on the time interval [0, ).

Following the line of argument in [15, Sections 3.1.3.3-3.1.3.4], we infer that the solution (v, F}\ ., M)
can be extended onto the whole time interval [0, T]. Moreover, it is easy to see that the functions v},
F* and M} satisfy the associated regularities stated in (3.1).

Since, by construction, v}, is smooth with respect to the space variables, we further conclude that
vf, € L0, T;W2°°(Q)). As a consequence of Lemma 3.3, the pair (F*, M} ) fulfills the estimates
(3.14). This means that the functions Sv, (where S denotes the Stokes operator, cf. (3.34)), AF and
VAM;} are well defined a.e. on 2 x (0,7).

Step 2. Uniform a priori estimates. The next step is to derive a priori estimates on the approximate
solution (v},, FY, M) that are uniform with respect to the approximation index m € N. Eventually, this
will allow us to pass to the limit m — oo to obtain a strong solution of (1.1).

We claim that
d
EA(U +B(t)<C (Az(t) + | VH |20y A(t) + HHH%VM(Q)) ; (3.31)
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with
A(t) = [ Vor, 0720 + IVEL Ol L0 + I(AM (1) — £ (M, (6))1[72 (0 (3.32)
B(t) = S, (1) 720 + IAF (Ol 20 + IV(AM;,(£) — £ (M, ()72 (3.33)
where S denotes the Stokes operator, i.e.,
Sv), = —vAv), + Vpy, € Hy, (3.34)
and
f:R* =R} M- $(|M|2 - )M (3.35)

We point out that the Stokes operator S comes into play since for deriving strong a priori estimates, we
can use Sv}, as a test function in (3.29a) but not —rAwv}, as this function is not necessarily in H,,.

Using the equations of system (3.29) as well as the identity
1
div(VM & VM) = §V|VM|2 + (VM)TAM, (3.36)

we derive the following equation:

s3AO+ [1suf+ [ AR P+ [ 9@ - sor) P

- /Q (vi, - Vo, - Svf, + / (VM) AM, - Svr, / (VH)T M) - Svl,
+ [ w0 AR = [ Vo FL AR+ [ V0 VAN, - 101)
/ VH - (V(AM;, — F(M}))) - / OuF (M) (AM, — F(M,))
Q

= Z (3.37)
i=1

In the following we will estimate the terms I4,..., Is appearing in the right-hand side of (3.37). The
estimates will be performed for almost every ¢ € [0, T] but for the simplicity of notation, we avoid writing
the explicit dependence of the functions on t. We already know from [15, Section 3.1.3.4] that the triplet
(v, Fr M) fulfills (3.2). In the following, the letter C' denotes generic positive constants that may
depend on the norms [|v};, || z2(q), [|Fllz2(0) and [ M}, |lw1.2(q) (which are bounded uniformly on [0,77),
and may change its value from line to line.

Recalling the definition of f in (3.35), we first observe that

IF (M)l e2(9) < Myl 2ega) + ClIM | 20) < € ace. on [0,T7. (3.38)
Furthermore, by regularity theory for the Stokes operator (see [6, Theorem IV.5.8]), we have
[vmll 2 ) < CllSvn [l 220)- (3.39)

Form now on until the end of this proof we will frequently use this inequality without mentioning it
explicitly. In the following, let € > 0 be some real number that will be fixed later. The constants C' are
now also allowed to depend on ¢.

Using (2.6) to estimate ||V}, || La(q), (2.8) to estimate [|v}; || 4oy and employing the inequality || V205, || 2(q) <
C||Av;, || 22(q) (which holds since v}, has trace zero at the boundary), we obtain the following estimate
for the term I;:

1] < [[Svy 2@ lomllza @IV, [ La)
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< ClISvle) (105l 20) IV 20 ) (1905 2200) + 1805 1 220y IV 07 2
< C1ISv 2@ V0l ) + ClIS e V05 o)
<ellSvp 2 + ClIVonll72(9) + C. (3.40)
We now derive two inequalities (namely (3.41) and (3.42)) that will be used in the subsequent approach,
especially to estimate I». For almost every ¢t € [0, T], we obtain
IV M 1740y < CUIVM 1720y + 1AM, 1 22(0))
< CIAM;, || p2(0) + C
< O(AMy, — f(Mp )Lz + ClIf (M)l 2 + C
< Cl(AMy, — f(M;)|2(0) + C. (3.41)
Here, we used (2.7) and Young’s inequality to estimate ||VM:,L||2L2(Q), and (3.38) was employed to bound
I|f (M) |lL2(q) by a constant C.
Furthermore, using once again (2.6), we have
I(AMy, = (M) 40
< OI(AM;;, = F(My)[72() + CIAM;, = f(Mp )22 () [V (AM;, = F(M) || 22(0)- (3.42)
Hence, we obtain the following estimate for Is :
L] < [[SvpllL2@) IV M, La oy [ (AM;, — fF(My))] e
+[1Svn L2 @) IV Ml Laoy | f (M) ||l La o)
< ellSvy 12 () + CIVM 7 a@(AMy, = F(Ma)) 74 + ClIV My |14y
< el|Svnllze) + C(IAM;, — f(M;)ll120) +1)
(1AM, = F(Ma)) T2y + 1AM, = FMa)) L2 IV (AM;;, = (M) || 22(0)
+ CII(AM;, — f(My)|l 2@ + C
< el|SvnlI7ea) + el V(AM;, = fF(M))|Z2(q) + CIAM,, — f(M;,)||720) + C- (3.43)

In this computation, the third line is obtained by using (3.41) and (3.42), and the final line is deduced
by means of Young’s inequality.

Let us now estimate /3. Using (2.4) to estimate || M} ||z (q), we obtain
3| < ellSvpll720) + ClIM T o ) IVH 1720
< el Svmlizzqa) + ClIM 2@ (1Ml + ”AM;:@H%?(Q))%HVHH%?(Q)
< el SvpllFaa) + C (1Ml 72) + 1AM, 172(0)) [VH |7 20
< clISvL 220 + CIVH 2oy | (M, — FOME)) 22y + CIVH|Bxqey, (3.44)
where we have applied (3.38). The term I can be estimated in a similar fashion as I;. We get
4] < E”AF;LH%Q(Q) + CHVF;L”%z(Q) + CHV’U’TRH%Q(Q) +C. (3.45)

Invoking (2.6) and the inequality ||[V2v}; || 20) < Cl|Av}; | r2(q) to estimate ||V}, || (o), and by (3.39)
we find that

1 1 % 1 % 1
|1I5] < CIAF; 2@ (1Enl1 22 o) I VER I 220)) (IVomllz2 () + 1805 1720y VUl 72 (q))
<e|AF 720y + CIVELl2@ A0, | 2@ Vol 2 @) + ClIVEL 2@ Vo172
< el|AFL T2y +elSvnliaa) + CIVEL T2 (0)IVomlitz@) + CIVE 2@ Von 72
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< €||AF7T1||%2(Q) + 5”8“:1”%2(52) + CHVF:@H%Q(Q) + CHVU;H%?(Q) +C. (3.46)

Using (2.6), (2.9), (3.39) and (3.41), we derive the estimate
16| < IV(AM;:, — FM) |22 (VUi La) VM Lag) + 1og ] Lo @) | Mo w22 (02))

< e[ V(AM;, = F(Mp )72 () + ClIV o 7a@) IVM 74 iq) + Cllo, 1 o) | Mo 2.2 (0

<e||V(AM;, — F(Mp )220 + CllAv, (L2 @) IV o L2 @) ((AMy, = F(M )| 22 (0) +1)
+ C Vo 17200y ((AM;;, = f(M)) |22 (0) +1)
+ CllAvy, |2 vl 2@ (1AM, = F(My )20y +1)

< el Svp 1720y + elIVIAM,, — F(My))Z20) + ClIVos,lI72(0)
+O(AM;, = F(My)l|72() + C- (3.47)

For the term I we simply obtain the bound
[Iz] < | V(AM;, = fF(Mp))|Z20) + CIVH 7). (3.48)

Eventually, for the term Ig, we have

|Is] <

[ rorant, e, - f(M:;))‘

<

[ £00(= o VMG + (AN = FOL) + ) - (AN, - FO1)
< ONF (Ma)llza vl La@) IV My, | La@) I(AM, = fF(Ma))l|Lace
+ CIf (M) 2@ 1AMy, — F(Ma ) 740
+ Cl H | r Il f (M) 2o [(AM;, = f(M3)] e
< CIVonllz@llvgll 2@ VM 124y + CIAM, — F(Mp )24y + CIH 5120
< O Vonllizie) + ClAM;, — F(M;)ll72q)
+ el V(AMy, = F(M))1 220y + ClIlH [Fr2(q)- (3.49)
Here, to deduce the fourth line from the third we have used
1" (My)llay < ClIMy |5+ C < C for ace. t €[0,T].
and the final line is obtained by using (3.41)—(3.42).

Now, fixing ¢ sufficiently small and using the bounds on the terms I, ..., Is to estimate the right-hand
side of (3.37), we eventually conclude the uniform estimate (3.31).

Invoking Gronwall’s inequality, we infer that

C [ (A@+IVH()|?
A(t) < C I (ADHIVHO I o) [A(O)-i- 2202012 | (3.50)

for any t € [0,T]. Since H € L?(0,T; WH2(2)), and

T
/ A(r) < C

0
as a consequence of [15, Section 3.1.3.4], we conclude that

A(t) <C for a.e. t € [0,T]. (3.51)
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Integrating (3.31) over (0,7) and using (3.51), we further obtain
T
/ B(s) < C. (3.52)
0

Step 3: Passage to the limit and reqularity properties. Due to the uniform a priori estimates (3.51) and
(3.52) we can now apply the Banach—Alaoglu theorem to pass to the limit m — oo in the weak-* sense
in the corresponding function spaces. In particular, we recover the estimate (3.7) by invoking the weak
lower semicontinuity of the involved norms. To show that (v, F, M) actually solves the weak formulation
of the system (1.1) we need to pass to the limit m — oo in the weak formulation of the system solved by
(vr,, FY, My). This can be done by proceeding exactly as in [15, Section 3.1.4.2].

In order to complete the proof of Theorem 3.2 we still need to recover the time regularities of v, F' and
M. In view of (3.7) and H € L?(0,T; Wh2(Q2)) it is not difficult to check that

|=(v-V)v—div((VM @ VM) — FF") + vAv + (VH)TM||L2(QT) <C,

for some positive constant C' depending only on |[vg ||y 1.2(q), || Mollw=22(q), | Follwr2@)s |1 H | L20,75w12 )
|| and the fixed final time 7. Hence, the time regularity d,v € L(0,T; L3, (2)) follows by a standard
comparison argument in the weak formulation of (1.1a) written for test functions in L3, (). The time
regularities of F' and M can be obtained in a similar fashion by estimating the right-hand sides of the
weak formulations of (1.1¢) and (1.1d).

The regularity p € W=1°°(0, T; L2(£2)) of the pressure can be recovered by proceeding as in the proof of
Theorem 3.1. Since (1.1a) is satisfied in the sense of distributions, we can use the regularities of (v, F, M)
to conclude Vp € L?(Q7) by another comparison argument. As we already know from Theorem 3.1 that
Jo» = 0 we eventually conclude that p € L*(0,T; W'2(Q2)) by means of Poincaré’s inequality.

In summary, the regularity properties (3.6) are established. Hence, the quadruplet (v, p, F, M) is actually
a strong solution of the system (1.1).

Lastly, we point out that the strong solution (v, p, F, M) is unique, which is a direct consequence of the
uniqueness of weak solutions established in Theorem 3.1.

This means that all assertions are established and thus, the proof of Theorem 3.2 is complete. O

4. STABILITY ESTIMATES

In this section, we investigate the stability of strong solutions to the system (1.1) with respect to pertur-
bations of the external magnetic field in both the weak energy spaces (cf. (3.1)) and the strong regularity
framework (cf. (3.6)).

4.1. Weak stability. We now present a stability estimate for solutions of the system (1.1), where the
involved norms correspond to the regularity properties of weak solutions. Notice that in the following
theorem, the initial data are taken sufficiently regular such that the existence of a unique strong solution
to (1.1) is ensured by Theorem 3.2. Theorem 4.1 will further play a crucial role in the proof of the strong
stability estimate presented in Theorem 4.2.

Theorem 4.1. Let T > 0, vg € W5, (Q), Fy € Wy*(Q), My € W22(Q) be given, and let (vi, Fi, M)
and (v, Fo, Ms) denote the unique strong solutions of (1.1) to the initial data (v, Fo, My) and the external
magnetic fields Hy, Hy € L?(0,T; WY2(Q)), respectively. We write H = Hy — Ho.

Then, the difference of these two solutions (0, F, M) = (vy — va, Fy — Fy, My — M>) fulfills the stability
estimate

||5H%oo(o,T;Lz(Q))mN(o,T;Wlﬂ(Q)) + ”FHQLOO(0,T;L2(Q))F1L2(O,T;W1’2(Q)) + HMHQLOO(O,T;WL%Q))



ANALYSIS AND OPTIMAL CONTROL OF A MODEL FOR MAGNETO-VISCOELASTIC FLUIDS 18

T
+/ [AM |72y < S1(I1Hillz20,mwr2 @) | Hall L20.05w1.2 ) 1H | 200,751 .2 (02)) (4.1)
0

where the function &1 : [0,00) X [0,00) — (0, 00) is nondecreasing in both of its variables and may depend

on T, |Q| and the initial data (vo, Fo, My).

Proof. Our approach is motivated by [36], where the authors prove the uniqueness of weak solutions
to the system (1.1). However, in contrast to [36], we do not perturb the initial data but the external
magnetic field H.

We consider the difference of the equations of (1.1) written for (vy, F1, M7) and (vq, Fo, M), respectively.
Of the resulting equations, we test the first one by @, the second one by F and the third one by M and
—AM. This leads us to the equations

2 2
2dt/|v| +V/|Vv|

—/(5-V)v1-6—/div(VMlCDVMl—VMg@VMg)-U
Q Q

+/Qdiv (B F] — RBFY) -a+/Q(vH)TM1-v+/Q(VHg)TM-U=:;L, (4.2)
7
th/ |F|2+Ii Q|VF'|2 /Q(VvlFl—VUQFQ)-F—/Q(E-V)Fl-F—:gL, (43)
1d _
53 LR+ [ VAP
L L o 10
=—/Q(5-V)M1-M—/Q(f(Ml)—f(Mg))-M+/QH-M=:ZZ;L, (4.4)
L[ e [ AT
53 Q|VM| +/Q|AM|
13

- / (v - V)M, — (v3 - V) M) - ATT + / (F(My) — F(My)) - AT + / T-AM =Y T, (45)

Q2 Q2 i=11

where f is the function that was introduced in (3.35).

In the following, we intend to estimate the terms Z;, ¢ = 1,...,13, in a suitable way to conclude the
stability estimate. Let € > 0 denote a small parameter that will be fixed later. The letter C' will denote
positive constants that depend on ¢, T, || and the initial data (vg, Fy, My) and may change their value
from line to line.

For 7;, we obtain the estimate
1Z1| < [0l Vo1l 2() < ClIll 2@ VT L2 [ Vo1 [l 2
< EHVW%%Q) + C”VUI||%2(Q)H5||%2(Q)- (4.6)
In view of the identity (3.36) which holds for both M; and M, we obtain

Io+111 = — (/ (’Ul V)MAMQ — (’UQ'V)M' AM1>
Q

- - (/Q(@ V)M - AMs — (va - V)M - AM) (4.7)
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via integration by parts. We thus have

|Zo + Z1a| < +

/Q(E-V)MAMQ

/ (0 - V)T - AH‘ . (4.8)
Q
For the first term in the right-hand side of (4.8) we obtain the estimate

[ @ - A < |AMa] g1 1) [
Q

1 1 1 — — i
< C||AM2HL2(Q)||UH22(Q)||V’UH[2/2(Q)||VMH22(Q) (HVMH%?(Q) + ||AM||2L2(Q))
1

_ — _ — — 2
< ClAME 2 oy [0l 2 [V o) + 19T 2ty (VI 2 + AT ey )

_ — 9 _ e —_—
< (180l + 1) (1oley + VBT ey ) + S0 + 51Ty (49

where we used the interpolation inequalities (2.8) for [|v]|14(q) and (2.7) for |[VM]||pa(q) to deduce the
second line. The second term in the right-hand side of (4.8) can be estimated as follows:

[ AM} < ool s IV ey | AR | ooy
Q

1
4

J— 1 J— J—
< Clleall oo |ATT | 2y | VT o gy (VT2 + AT 22

(SIS

< e|AM |72y + Cllvall L2 Vo2l L2() IV M || L2 () (HVMH%%Q) + ||AM||%2(Q))
< 26| AM|[72 () + C (||UQH%2(Q)”VU2H%2(Q) + 1) IVM|[72 (- (4.10)
Here, we used the interpolation inequalities (2.8) for [|va||p1(q) and (2.7) for |[VM | 1a(q). Hence, using
(4.9) and (4.10) to bound the right-hand side of (4.8), we conclude that
|Z> + Tua| < 3el| AM 720 + €l VTl 720
+ C(IAMa|1Z20) + llv2ll 720y I V02l 72(q) + 1) (1011720 + IVM |I72(q))- (4.11)

After some straightforward manipulations we find that
Is+ 1 = / (FLFT) - Vg + / (FB2FY) - Vg — / (VoiFy) - Fp — / (Voe o) - Fy
Q Q Q Q

—— [(VoF) - Fo+ [ (VeaF) - Fi = [ (voF) - Fi+ [ (VF) F. o (waz)
Hence, the term Z3 + Zg :an be estimated ZS follows: ! !
\Zs + Zs| < IVO 2 I Fll Lol Fill Loy + Vo1l Lz [F N1 240
< ClIVE] 2@ I Fl o IV F x| Fil iy IV Fil iy
+ C|[Vuil 2@ IFl 2@ I VF || 22 ()
< ellVUllLz ) + CIF 2@ IVEl 2@l Fill 2@ IV Full 22 o
+ 5||VFH%2(Q) + C”VUlH%%Q) ||F||%2(Q)
< EHVW%?(Q) + 2‘€||VFH%2(Q) + C”VvlH%?(Q)HF”%%Q)
+ CIF 1720 (1F1 1720 [V FL 2 2(0) - (4.13)
Using (2.6) to estimate || M| z4(q), we further get
\Zs| <IVH|| L2 lIM1 ] L@ 7]l 240
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< SIVH(Z20) + 51Mil1 740 1711740
< $IVH|Z2(0) + C(IMil2(0) + 1M1l L2 VM| L2()) (101l 22 () 1 V] L2 ()
<

SIVH|Z2(0) + el VTl 72 () + CIMil 120y + IMill7200) I VM1 20) 1011 20 -
Next, for Z5, we derive the following estimate:
|Zs| < ||V Hal| 20y l[M || o o) 7]l £2(02)
< C||VHa| 2001|720y + el M [Fy2.2 (0
< C||VH2||%2(Q)||5||2L2(Q) + EC(||M||2L2(Q) + ”AMH%?(Q))'
For the terms Z7 and Zg, we obtain the bounds
Zr| < ol La@IFll sy IV F 20
1 1 — 1 — 1
< ||5||22(Q)||V5||32(Q)||F||22(Q)||VF||22(Q)||VF1||L2(Q)
< C(0ll72 () + IF N2 IV FLI T2 () + 5<%||V5||2L2(Q) + %HVFH%P(Q))
and
1Zs| < 10l L2y IV M| Lagey 1M ]| La (e

_ 1 — 1
< C”EHLz(Q) ||VM1||L4(Q) <||M||L2(Q) + ||M||22(Q) ||VM||i2((2)>
< (9120 930y + WPy + IV ey )
where we used (2.6) to estimate ||M]|z4(q). Next, using the inequality
(|M1|* My — |M3* M) - (My — Ms) > 0,
we infer the estimate
1, —
Iy < ?”MH%?(Q)'
We further get
ol < C([H|7 20 + IM][72(0)-
Moreover, employing the inequality
|[My [ My — |Ms|* Ma| < CIM|(|M: > + |Ma?),
as well as the interpolation inequality (2.6) to estimate || M4 (q), we find that
Tiz < C|VM |12 + C/ (IM1]? + [Ma[*)[M]|AM]|
Q
< C(IVMIIZ2(0) + 1M 7 a0y (1M1l 23 () + IM2lTs(q)) + el AM |72 (o)
< C(IM|Z2(0) + IVM ||72¢0) (1+ M1l 75 () + 1Mzl 75(0y) + | AM|7 (-
Eventually, for Z;3, we obtain the following estimate:

20

(4.14)

(4.15)

(4.16)

(4.17)

(4.18)

(4.19)

(4.20)

(4.21)

We now recall that the solutions (v;, F;, M;), i € {1,2} are bounded in the function spaces associated with
weak solutions (see (3.1)) by a constant depending only on 7', Q and the initial data. Hence, choosing
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¢ > 0 sufficiently small, adding (4.2)—(4.5), and making use of the estimates (4.6)—(4.21), we conclude
that

1d= — — _
id_y( )+ B(t) < CQ(t) V(1) + CIH®)|IFy1.2(0 (4.22)
for almost all ¢ € [0, 7], where
V= / ([0 + [F? + (712 + VT P2), (4.23)
0
1 _ _ _
=, / (v[VT2| + K|VE|? + V|2 + |AD?), (4.24)
0

Q:= ||VU1||%2(Q) + HAMQH%Q(Q) + ”U?H%?(Q)||VU2||%2(Q) + ”Fl”%Z(Q)HV‘Fl”%?(Q)
+ ||Ml||%2(sz) + HMl”%?(Q)HVMlH%?(Q) + ||VH2||%2(Q) + HVFl”%?(Q)
+ ||VM1||%4(Q) + ||M1||%8(Q) + ||M2||Zz8(sz) + 1. (4-25)

From estimate (3.2) we infer that HQHLl([o,T]) < (C. This allows us to apply Gronwall’s inequality on
(4.22) which eventually yields the desired estimate (4.1). Thus, the proof is complete. O

4.2. Strong stability. We now establish the stability of strong solutions to (1.1) with respect to pertur-
bations of the external magnetic field in the functional spaces that correspond to the regularity framework
(3.6) of strong solutions.

Theorem 4.2. Let T > 0, vg € Wolﬁ’jiv(Q), Fy € Wy(Q), My € W22(Q) be given, and let (vy, Fy, M)
and (v, Fa, Ma) denote the unique strong solutions of (1.1) to the initial data (v, Fo, My) and the external
magnetic fields Hy, Hy € L?(0,T; WY2(Q)), respectively. We write H = Hy — Ho.

Then, the difference of the two solutions (T, F, M) = (vi — v, Fi — Fy, My — M>) fulfills the stability
estimate

B2 + IF@I 120 + 1T 22(0)
t
+ [ (s + 1P ey + 1T s o)

< Sy (|Hull 20, mwr2(9)), 1 Hal 20, m:w120) ) 1 H | L2 0,75w1 2 (92)) (4.26)
for almost all t € [0,T], where the function S3 : [0,00) x [0,00) — (0,00) is nondecreasing in both of its
variables and may depend on T, Q, and the initial data (vg, Fy, My).

Proof. Let € > 0 be arbitrary; it will be fixed later. The letter C' denotes generic positive constants that
depend only on €, T, 2, and the initial data and may change their value from line to line.

First using the identity (3.36), we reformulate (1.1a) (written for (v;, p;, Fi, M;), i = 1,2) as
Ayvi + (v; - Vv + (VM) TAM; — div(F,FN) 4+ Vp? = vAv; + (VH)TM;  in Qr, (4.27)

where the term 1 V|V ;|2 is absorbed by the redefined pressure pfﬁ. Taking the difference of (4.27) with
i =1 and i = 2, and testing the resulting equation by —Aw, we infer

2 2
2dt/ |V —|—I// |AT|
:/(E-V)v1~AE+/(v2~V)6~AE+/(VH)TAM1~A5
Q Q Q

+/(VM2)TAM~AE—/div(FFlT)-AU—/d1V(F2 ) AT
Q Q Q
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8
H)"'M; - Av — 5) "M - AT =: 7.
—/Q(VH) M, - A /Q(VH)MA o

i=1

The term 7 admits of the following estimate

17|

IN

1 3
[Pl oo (@) VLIl L2(0) 1A L2(0) < IV[172(q) VULl 2200) [ AT F2

N

€ _ —
= EHAUH%?(Q) + CHUH%?(Q)||VU1||%2(Q)=
where we have used (2.9) to estimate ||7]| - (q). Next we estimate I3 as

1131 < [[vall L2 VOl ) | AT L2 ()

1 1 1 1
o2l 1V 2 (1700 + 18012 0 [0 ) 18T

IN

< SI1AT)172q) + Cllvall 2@ Vo2l 2@ VOl 20y + Cllvallz2a) I V021 72(0) IV 72(q)

el

2
€ _ _

< 5180120y + O IVl ey + 1) IV

22

(4.28)

(4.29)

(4.30)
(4.31)

(4.32)

where we have used (2.8) to estimate ||v2||£4(q), (2.6) to estimate || V|| p1(q) and the fact that ||va||z2(q) <
C||Vz||£2(q) by Poincaré’s inequality. Summing the above two estimates and using [|7]| z2(q) < V| 120

we furnish
7| +115] < el|AT|20) + C(IIVuillT20) + 1VV2ll720) + D IVOIIZ2(0)-
Next, I3 is estimated using (2.5) in the following way:

13| < [[VM]| oo (@) [AM]] L2 (0 | AT | L2(02)

— 1 R N N
< CllAD| 2 (o) |AM | L2(0) VM| 2 (g <||VM||%2(Q) + 1AM |72y + ||VAM||%2(Q))

1
_ _ _ _ 2
< e|| AT 20y + CIAM|[F 20 VM| 20 (||VM||2L2(Q) + [ AM|Z2 0 + HVAMH%?(Q))

(4.33)

< 5||A5||%2(Q) + C”AMlH%?(Q)||VM||%2(Q) + E(HVMH%Q(Q) + ||AM||%2(Q) + ||VAHH%2(Q))

<&l AT||7 ) + C(||AM1||}1,2(Q) +1)[[VM|[720) + el AM |72y + e VAM|[72 ().
For the term I}, using (2.3) we have
[I7] < ||V Ma| sy | AM|| )| AD] 20
< 5||A5||%2(Q) + CHVM?”%A(Q)||AM”%4(Q)
< e[| AT[|72(q) + ClIVMa|Za (o) [AM || 2(0) ([AM || 720y + HVAMH%Q(Q))%
< 5||A5||2L2(Q) + CHVM?”%‘I(Q)HAH”%?(Q) + E(HAHH%Q(Q) + HVAMH%Q(Q))
< e[| AT| 2 gy + C(IVMa|74(q) + DIIAM||72q) + el VAM|[72(q)-
For IY, using (2.6) and (2.9) we derive the estimate
117] < £l AT 22 ) + CIVFIRa(o IRt 2y + CIVEL 0 [ FIE i
< el|AT|f7 i) + CllF s () (IVEllZ2() + IVFl 20y | AF || 12(0)
+ OVE L2 ) | Fll 2@ | AF | 20
< e||AT|[7 () + ClIVF |72y | Fill 140y + CIVEl L2 IAF || L2 | F1 1l 46

(4.34)

(4.35)
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+ EHAF”%%Q) + C”VFlHi?(Q) ”FH%Q(Q)
< el| AT 2y + 26| AF |72y + CIVEI 72 () (1F1 7100 + [ Fill 210))
+ CIVE 120y IF (172 (0)- (4.36)
Similar to (4.36), the term I§ can be estimated as follows:
15| < el| AT 2y + 26| AF L2 () + CIVF |22y (1F2 24 () + 1 F2l24(0))
+ O VE[72(0) | F 2 (0)- (4.37)
Eventually, for the terms I¥ and I3, we obtain the estimates
7] < [IVH|| L2 (@ 1M ]| o (0 |1 AT]| 12 () < el AT 2 () + ClIIM|[F o () IVH |72 ) (4.38)
and using (2.4)
I | < |AD]| L2 1M ]| Los () |V Ha | L2 (02)
< ATy + CI Ty (1T + 1T ) IV 2
< el|AT|[7 () + ClIVHa|[T2 (o) M 72 () + CIIV Hal 720y | AM][72 (g - (4.39)

Next, we consider the difference of (1.1d) written for (v1,p1, F1, M7) and for (ve, pa, Fa, Ms). After taking
the gradient of the resulting equation, we test it with —VAM. This leads to the identity

1d

:/V(6~V)M1-VAM+/V(vg-V)H~VAH
Q Q

|AM|? +/ |[VAM|?
Q

4
—~ Vﬁ-VAM—i—/ V(= f(My) + f(My)) - VAM =: > 1M, (4.40)
Q Q =1

where f is the function that was introduced in (3.35).
The term [ 1” can be estimated as
Y| < e VAM||72(q) + ClIVOIIT2 () I VMG o () + ClITl 10 IV M| 74
< | VAM |72y + ClIVT| 720y [VMillT = () + CIIVEMil| 74 () IVT 220y + CllTll72(0)s  (4:41)

where (2.8) was employed to estimate ||7[| 1(q). Using (2.7) and Young’s inequality to estimate ||VMH%4(Q),
we obtain

137 < e[ VAM|[72(q) + ClIVv2| 140y IVM |7 4(q) + CllvalFoe (o) IV M7 2
< el|[VAM|Z:2(q) + Cll V2|7 (IVM72q) + [AM (7))
+ Cllva||Z e 0y (1AM |7 20y + 1M 72(q))
< 5||VAMH%2(Q) + OHVUQH%4(Q)HVM”%P(Q) + C||VU2||%4(Q)HAMH%%Q)
+ CHUQH%OO(Q)HAM||%2(Q) + CHUQH%OO(Q) ”MH%Q(Q)' (4.42)
For Iy , we obtain the simple estimate
7] < el VAM gy + ClIVE 720, (4.43)
For the term Iy, we compute the following estimate:

1IM| < e VAM |22 + IV (f(M1) — F(M2)) (320
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<e|VAM |72y + CIIVM|[72(q) + ClIVMz|7 w0y M 1720 - (4.44)
Here, to infer the third line from the second one, we employed the relations
V(S00) = F0R)) = PO0) (VM - VM) 4 (FO0) - POR) VM acin Q.
|f/(My) — f'(Ma)] < C|M| a.e. in Q.

The above inequality follows directly from the mean value theorem.
Now, we consider the difference of (1.1¢) written for (vy,p1, F1, M7) and for (ve, p2, Fa, Ms). Testing the
resulting equation with —AF, we obtain

1d — _
—— F|? AF)?
55t | IVFP 5 [ 16T
4 N
- / (©-V)F - AT + / (vs- V)T - AT — / Vo AT — / Vo, FAF = 3 1T (4.45)
Q Q Q Q —

Using (2.8) to estimate [|7]|74q,, we obtain

17| < E”AF”%2(9) + CHEH%}(Q)HVF1||%4(Q)
<e||AF|[72() + Ol L2 IV L2 IV F1 [ 740

< e||AF|[72q) + OHVFIHA[{”‘(Q)HVEH%%Q) + C|[vl|72 (- (4.46)

The terms IQF and 13F can be estimated as follows:
1] < el A 33(0) + Cllvalie o) IVFllZ2(0). (4.47)
1| < el A [32(0) + CIF (o) IVO] 20y (4.48)

Since v; and F; both satisfy a homogeneous Dirichlet boundary condition, If can be estimated similarly
as I{". We thus have

11| < | AF |2 (q) + ClIVeall 7o) IVFIIZ2 () + CIFII2(q)- (4.49)
Now, fixing £ > 0 sufficiently small, adding the (4.28), (4.40), (4.45) and using the above estimates for

the terms I7 IM  and IF to bound the right-hand side of the resulting equation, we eventually obtain

» 4o

1d~ — — — _
55%@) + B,(t) < CQu(t) Vs(t) + CRs(t) V() + C(IM1]|7 e ) + V) IVH (7202 (4.50)
for almost all ¢ € [0, 7], where
Y, ::/ (Vo> + |AM[* + |VF|?), (4.51)
Q
B, i % / (V|ATI? + [VATT? + x| AFP?) (4.52)
Q

Qs = ||VM1||%<>0(Q) + HV2M1”%4(Q) + HVF1||%4(Q) + ||F1H%oo(sz) + HF1H%4(Q)

+ HFlH%AL(Q) + ||F2||%4(Q) + ||F2||%4(Q) + HU2||%<>0(Q) + ||Vvl|‘%2(sz) + HVWH%?(Q)

+ V2|l 740 + IVMalTagq) + Vo2l Zaiq) + VHz2] 220y + 1, (4.53)
Rs = ||AM1||%2(Q) + ||VM2||%°°(Q) + ||V”2||%4(sz)

+ [[oall7 e 0y + IV L2 (0) + IVl 7o) + [VH2 [ Z2(q) + 1 (4.54)

and Y is as introduced in (4.23). Hence, ) can be bounded by means of estimate (4.1).
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It remains to show that
HQSHLI([O,T] <C and HRSHLl([o,T]) <C. (4.55)
Using Sobolev’s embedding theorem as well as interpolation between Sobolev spaces, we conclude that
IV2Mi||710,750300) < CIV Ml Lagry < CIVP M Lao rawivze gy
< CIMillzaomawsrz2 @y < CIM T 0.z w22 @ IMill720 752 (0)) - (4.56)

We point out that the norms appearing on the right-hand side of this inequality can be bounded by the
norms of the initial data since (v, [, M) is a strong solution. The terms ||V F |1, and [|[Vva||paor)
can be estimated analogously. All further summands of Qs and R, are relatively easy to deal with and
hence one can show (4.55).

Eventually, we add the inequalities (4.50) and (4.22), and we apply Gronwall’s lemma on the resulting
estimate. Using (4.55) we conclude the estimate (4.26) and hence, the proof is complete. O

5. THE CONTROL-TO-STATE OPERATOR, AND ITS PROPERTIES

In this section, we fix an arbitrary final time 7' > 0 as well as initial data vy € Wol’d2iv(Q), Fy € W% (Q),
My € W22(Q). We further introduce several function spaces to simplify the notation in the subsequent
approach:

H:= L*(0,T; Wh%(Q)), (5.1)
V= [L2(0,T; V(Q)) N L0, T; Wy 5, ()] x L2(0,T; W3())

x [L2(0, T; W22(9)) N L(0,T; Wy ()] x [L2(0, T; WH2(2)) N L=(0, T; W2*(Q)], - (5.2)

S:= L*(0,T; L*()) x L*(0,T; L*(Q)) x L*(0,T; L*(Q)) x L*(0,T; L*()). (5.3)

The space H can be considered as the space of admissible controls. In view of Theorem 3.2 we can define

an operator mapping any admissible control H € H to the corresponding solution of the system (1.1),
the so-called state.

Definition 5.1. For any field H € H, let (vi, pu, Fu, Mg) € V denote the unique strong solution of the
state equation (1.1). The operator

F:H—=S, Hw (vu,pu,Fu, My) (5.4)

is referred to as the control-to-state operator.

In the following, we will discuss some properties of the control-to-state operator F which are essential to
investigate the optimal control problems. We point out that actually F(H) C V C S. However, for some
of the properties established below (e.g., Fréchet differentiability), it is more suitable to use the larger
space S in the definition of F.

5.1. Lipschitz continuity. We first observe that the control-to-state operator F is Lipschitz continuous
with respect to the norm of V. In fact, this is a direct consequence of the strong stability result presented
in Theorem 4.2.

Corollary 5.2. The control-to-state operator F is locally Lipschitz continuous with respect to the norm
of V. It even holds that for every R > 0, there exists a positive constant Lr > 0 depending only on R,
T, Q and the initial data such that for all Hy, Hy € H with ||H:||y < R and ||Hz|y < R it holds that

|F(Hy) — F(Ho)lly < Lr [[Hi — Ha|ly - (5.5)
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5.2. Weak sequential continuity. We next show that the control-to-state operator F is weakly (se-
quentially) continuous with respect to the norm of V, and the components H +— vy, H — Fy, and
H — My are even strongly weakly (sequentially) continuous with respect to the norm of C([0, T]; L?(£2)).

Proposition 5.3. The control-to-state operator F is sequentially continuous in the following sense: For
any sequence (Hy)pen € H with Hy, — H* in H as k — oo it holds that

F(Hy) — F(H™) inV,

5.6
Vi, — VE+, Fu, = Fg«, Mg, — Mpy- in C([0,T]; L*()) and a.e. in Qr (56)

as k — oo.

Proof. Let (Hy)ren € H be an arbitrary sequence converging weakly in H to a limit H* € H, i.e.,
H, — H* €¢ Hin H as k£ — oco. Since weakly convergent sequences are bounded, there exists a radius
R > 0 such that ||[Hy||y < R for all £ € N. We then infer from (3.7) that the sequence F(Hp)ren is
bounded in V. Hence, there exists a quadruplet F* = (v*,p*, F*, M*) € V such that

F(Hy) = (vm,,,pu,, Fr,, Myg,) = (v, p*, F*, M*)=F" inVask— oo (5.7)

along a non-relabeled subsequence. Moreover, by a comparison argument in the strong formulation (1.1),
we infer that the time derivatives are also bounded uniformly in k. To be precise, we obtain

0wa, N 20,7, 02(0)) + 10 FH 20, 7,22(0)) + 10:ME N 120 7 12(0)) < C (5.8)

for some constant C' > 0 depending only on 7', R, Q and the initial data. Using the Banach—Alaoglu
theorem and the Aubin—Lions lemma, we conclude, possibly after another subsequence extraction, that

v, — Vs, Fr, — Fo, Mg, — M, in C([0,T]; L*(R2)) and a.e. in Q. (5.9)

Due to these convergence properties, we can pass to the limit in the weak formulation of (1.1) to verify
that F* = (v*,p*, F*, M*) is the unique weak solution of (1.1) to the magnetic field H* and the given
initial data. According to Theorem 3.2, the solution F* = (v*, p*, F*, M*) is actually strong, and hence,
F* = F(H*). Furthermore, this means that the limit does not depend on the subsequence extractions
and thus, the above convergence properties hold true for the whole sequence. In view of (5.7) and (5.9),
this completes the proof. O

5.3. Fréchet differentiability. To prove Fréchet differentiability of the control-to-state operator, we
linearize the state equation. For any H € H, the corresponding state (vg,pm, Frr, Mp), and general
source terms Sq, Sz and S3 belonging to L?(0,7'; L?(£2)), we consider the following system of equations:

0% + (T Vg + (vg - V)5 + div ((vz\?@ VM) — ﬁFg)

+div ((VMH © VM) — FHﬁT) F VP =vAG+ (VHTM +8; in Qr, (5.10a)
dive =0 in Qr. (5.10b)
OF + (U-V)Fy + (vg - V)F —ViFy — VogF = AF + S, in Qr, (5.10c)
0 M + (0 V) My + (vgg - V)M

=AM - %(|MH|2 —1)M - %(ﬂ - My)Mpy + Ss in Qr, (5.10d)
5=0, F=0, 0,M =0 on Y, (5.10€)
(®, M, F)(-,0) = (0,0,0) in Q. (5.10f)

We next show that the system (5.10) actually has a unique weak solution.
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Proposition 5.4. Let H € H be arbitrary, let (v, pm, Fu, Mpy) denote the corresponding state, and
suppose that the source terms Sy, Sz and Sz belong to L?(0,T; L*(Q)). Then the system (5.10) has a
unique weak solution

5 e WH2(0,T5 (W 43, (92))) N L0, T5 L3, () N L2(0, 75 Wy i, ();
pe L*(0,T; L*(Q));

Fe Wh2(0,T; (WH(Q))) 0 L(0,T; LX) N L0, T; Wy *(9));

M € Wh2(0,T; L2(Q2)) N L>=(0,T; WH2(Q)) N L2(0,T; W22(Q)).

Moreover, there exists a constant C' > 0 depending only on T', Q, ||H||y and the initial data of the state,
such that

(5.11)

3
1@,5, F, M)l < C> 1Sill 20,102 (52)) (5.12)
i=1
The proof of this proposition will be presented in the Appendix.

We will now establish the Fréchet differentiability of the control-to-state operator. In particular, the
Fréchet derivative can be expressed as the unique weak solution of (5.10) with a special choice of source
terms.

Proposition 5.5. The control-to-state operator F is Fréchet differentiable, i.e., for all H € H, there
ezists a linear and bounded operator

F'(H):H—S,
such that
H+ H)— F(H) - F(H .
[F+ 1) = I =P g g ), 0.
1],

The Frechet derivative at the point H € H in direction H € H is then given as
(Wit H], Py [H], Fg[H], My [H]) := F'(H)[H] = (3,5, F, M) (5.13)
where the quadruplet (v, p, 13, M\) is the unique weak solution of the linearized system (5.10) to the source

terms
Sy =(VH) My, S,=0, Ss5=AH.

Proof. Let us fix an arbitrary field H € H. Moreover, let H € H be arbitrary, and without loss of
generality, we assume that ||H — H||lg < 1. Hence, defining R := ||H||y + 1, we have |[H||g < R and

HﬁHH < R, and thus, Corollary 5.2 can be applied with Lipschitz constant Lg. Let now C' > 0 denote
generic constants that depends only on 7', R, €2 and the initial data, and may change their value from
line to line. To prove Fréchet differentiability, we have to consider the difference

(’U,p,F,M) = (UH+f[5pH+f[7FH+f[aMH+[/—}) - (vHapH;FHvMH)
To express (v, p, F, M), we expand the nonlinear terms in the state equation. We obtain
(’UH-‘,-ﬁ . V)UH-‘,-ﬁ — (’UH . v)'UH = ('U . V)UH —+ (UH . V)U + R17
div (VM 5 © VM, 5) —div (VMy © VMy) = div (VM © VMp) +div (VMg © VM) + Ra,

div(F,,, #FT

wialh, ) — dv(Fr FE) = div(FEY) + div(Fg FT) + Rs,

[V(H + H)] "My, 5 — (VH) My = (VH) My + (VH)"M + R,
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gea VIFy g — (on - V)Fy = (v-V)Fy + (vg - V)F + Rs,
V’UHJrﬁFHJrﬁ —VogFy = VuoFg + VogF 4 R,

V)M

HiB — (vg - VMg = (v-V)Myg + (vg - V)M + Ry,

(Vg
a(|My, 5P = )My, 5 — o (IMu | = 1) My =207 *(M - Mg)My + a2 (|Mpg|* — 1) M + Rs

with

Ri = [(UH-i-ﬁ —vp) - V] (Ve —vH),

Ro = div [V(My, 5 — My) © V(M 5 — Mg)],

Rs:=div [(Fy, 5 — Fu)(Fyop — Fu)'],

Ry = (VH)" (M, g — M),

Rs = [(”H+ﬁ —vg) - V] (FHJrﬁ - Fn),

Re = (Voy g —Vou)(Fy, 5 — Fu),

Re:= [(UH-i-ﬁ —vn) - V| (My i — Mn),

Ry i=a”* (M. g = |Mul)’

+ a_2(|MH+f1| + |MH|)(|MH+f1| - |MH|)(MH+f1 — Mp).

By means of the estimates (3.7) from Theorem 3.2 and (5.5) from Corollary 5.2, we deduce that

IRsll L2 0.2y < @2 (1 + ||MH+I?HL°°(O,T;W2’2(Q)) + HMHHL"O(&T;W%%Q)))

’ HMH-i-ﬁ - MHHLOO(O,T;L‘l(Q))HMH-i-ﬁ - MHHL2(O,T;L4(Q))
=12
< C|H||
Proceeding similarly with R;, i = 1,...,7, we conclude that

IRl 20,5120 < ClIE g for alli € {1,....8). (5.14)

Let now (7, p, F, M ) denote the unique weak solution of the system (5.10) to the source terms
Sy = (VH) My, S.=0, S3=H,
and let (vg,pr, Fr, M) denote the unique weak solution of (5.10) to the source terms
S1=-Ri—Ra+R3+Rs, So=-Rs+Rs, S3=-Rr—Rs.

Due to linearity, and recalling the above considerations, we infer that both (v,p, F, M) and the sum
(v,p, F, M) + (vr,pr, Fr, M) are a weak solution of (5.10) to the source terms

Sy =-Ri—Ro+Rs+Ru+ (VH) My, Sp=-Rs+Re, S3=-Ry—Rs+H.
Because of uniqueness of the weak solution, this directly implies that
Oy Pusi Fuvi My g) — Wa,pa, Fu, M) = (U, D, F, M)+ (vr,pr, Fr, MR).
Consequently, recalling (5.14) and the estimate (5.12) from Proposition 5.4, we obtain
|F(H + H) - F(H) - (0,5, F. M)|; |(vr,pr. Fr, Mz
[y 1[5

s < oy, o0

as |H|g — 0. This means that the operator F is Fréchet differentiable at the point H € H, and the
Fréchet derivative in any direction H € H is given by F'(H)[H] = (v,p, F,H). Thus, the proof is
complete. 0
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6. OPTIMAL CONTROL VIA UNCONSTRAINED EXTERNAL MAGNETIC FIELDS

In this section we investigate an optimal control problem where the control is represented by the external
magnetic field H € H (see (5.1) for the definition of H). As no other constraints are imposed on the
control H, the optimal control problem can be classified as an unconstrained optimization problem.

We fix arbitrary 7' > 0, vy € Wolﬁ’jiv(Q), Fy € W) 3(Q), My € W22(Q). The goal is to control the strong
solution (v,p, F, M) of (1.1) in such a way that the functions v, F' and M are close to given desired
functions vg, Fjy, and My, which belong to L?(0,T; L?(f2)), in a certain sense. To formulate this more
precisely, let a1, as,a3 > 0, A > 0 be any given real numbers. We intend to minimize the cost functional

ai
I(v,p, F,M,H) := 5 v = vall 72 Q1) +2 HF Fu|l7 Q1) +2 HM M7 @r T35 ”HHH (6.1)

subject to the constraints

e HeMH,ui.e., Hisan admissible control;
e (v,p, F, M) is the unique strong solution of the state equation (1.1) to the control H.

By means of the control-to-state operator F, we can equivalently formulate this problem as

Minimize J(H) :=I(F(H),H), 62

subject to H € H. (62)
This is referred to as the reduced formulation of the optimal control problem, and J is called the reduced
cost functional.

Exploiting the properties of the control-to-state operator established in Section 5, we will first show in
Section 6.1 that the optimal control problem has at least one (globally) optimal solution. Of course, since
our optimization problem is non-convex (as JF is a nonlinear operator), such an optimal solution will
usually not be unique. There might be more than one globally optimal solution but also several locally
optimal solutions. In general, due to the non-convex structure, numerical methods will not be able to
detect a globally optimal solution but only find a local one. To this end we will derive a characterization
of locally optimal solutions by necessary first-order optimality conditions in Section 6.2.

6.1. Existence of an optimal control. In the following, we will frequently use the spaces H, V and S
that were introduced in (5.1)—(5.3).
Theorem 6.1. The optimal control problem (6.2) has at least one (globally) optimal solution H* € H,
e., it holds that J(H*) < J(H) for all H € H.
Proof. To prove the assertion, we employ the direct method of the calculus of variations. We first notice
that J is nonnegative, and thus, the infimum
J* = inf J(H)

exists. Consequently, there exists a minimizing sequence (Hy)ren such that J(Hy) — J* as k — oo. In
particular, this means that

|Hls < 37(HR) < 5 (7 +1)

if k € N is sufficiently large. Hence, there exists a field H* € H such that H, — H* in H as k — oo along
a non-relabeled subsequence. From Proposition 5.3 we infer that F(Hy) — F(H*) in S. Eventually, due
to weak lower semicontinuity of the norms, we obtain

JH*)=I(F(H*),H") glikrginfl(]-"(Hk) k) = Jim J(Hk) J*



ANALYSIS AND OPTIMAL CONTROL OF A MODEL FOR MAGNETO-VISCOELASTIC FLUIDS 30

which yields J* = J(H*) as J* was defined as the infimum. This means that J attains its minimum at
H* € H and thus, the proof is complete. O

6.2. First-order necessary optimality conditions. We now derive first-order necessary optimality
conditions for locally optimal solutions (i.e., local minimizers of the cost functional). Since the control-
to-state operator F is Fréchet differentiable, so is the cost functional J due to the chain rule. The Fréchet
derivative at any point H € H can be written as

J'(H)H|=NVH,VH) .+ MH H)
+ GQ(FH — Fd,FI/{[H])

L2(0p) T @ (ver — va, Vi [H])
+ ag(MH — Md,Mllq[ﬁ])

L2(QT) (63)

L2(Qr) L2(Qr)

for all directions H € H. If H € H is a locally optimal solution, it directly follows that the derivative of
J at H necessarily vanishes, i.e.,

J'(H)H] =0 forall HecH. (6.4)

Note that (6.3) does not provide an explicit description of the derivative J'(H) since in some of the sum-
mands, the direction H appears only implicitly within the inner products. However, many computational
methods for solving such optimal control problems numerically require an explicit representation of the
derivative to compute a suitable descent direction. We notice that if we could find an adjoint operator

(F'(H))" = ()" 0)" (Fh)", (My)")
we could rewrite the condition (6.4) as

J(H)[H) = NVH,VH) ., + MNH,H)

) (Qr)

~ (6.5)
+ (al(U}{)*[UH — 'Ud] + GQ(FI/{)*[FH — Fd] + a3(M}{)*[MH — Md] , H)

L*(Qr)

Following a standard approach in optimal control theory, we intend to express the first argument of the
inner product in the second line of (6.5) by means of so-called adjoint variables. They can be constructed
as the solution of a certain adjoint system, which can be derived via the formal Lagrangian technique

(see, e.g., [37]). We will write (w, ¢, G, N) to denote the adjoint variables. For any given field H € H and
the corresponding state F(H) = (vy,pa, Fu, My), our adjoint system reads as

ow + (ve - V)w — (Vog)T w + vAw + Vq

= (VFy)"G + div(GF}) + (VMp)"N — a1 (ve — vq) in Qr, (6.6a)
divw =0 in Qr, (6.6b)
0,G + (v - V)G + (Vog)'G+ AG =2Dw Fyy — ay(Fy — F;)  in Qr, (6.6¢)
N + (v - V)N =20 *(My - N)My — o *(|My > = 1)N + AN

= 2div(VMy Dw) — VH w — as(My — My) in Qr, (6.6d)
w=0 G=0, 0,N=0 on X, (6.6e)
(w, G, N)(-,T) = (0,0,0) in Q. (6.6f)

Here

Dw := = (Vw + (Vw)")

N | =
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denotes the symmetrized gradient of the function w. We further point out that the term (VF)T stands
for the transpose of the associated linear map, and thus

2
[(VEx)"G], = Y [0:Fuljn G, i=1,...,d.
7,k=1

We first need to ensure that the adjoint system (6.6) is well-posed. The following proposition is a direct
consequence of Proposition 8.1 which is established in the Appendix.

Proposition 6.2. Let H € H be arbitrary with corresponding state F(H) = (vg,pu, Fa, Mu). Then
the system (6.6) has a unique weak solution (w,q, G, N) having the regularity

w € L*(0,T5V(Q)) N L¥(0,T; Wy's () nWH(0,T; L, (2));

g € L*(0,T; WH2(Q));

G e L2(0,T; W22(Q)) N L>(0, T; Wy *(Q)) N WH2(0, T; LA(Q));

N € L>(0,T; L*(Q)) N L2(0,T; WH2(Q)) N L3 (0, T; W23 (Q)) N W3 (0,T; L2 (Q)).

This weak solution (w,q, G, N) is called the adjoint state or costate associated with the field H and the
state F(H).

(6.7)

Similar to the definition of the control-to-state operator F, the above well-posedness result allows us to
define an operator mapping any field H onto its corresponding adjoint state.

Definition 6.3. For any field H € H, let F(H) = (vi, pu, Fu, Mu) denote the corresponding state, and
let (Wi, qu,Gu, Nu) denote the corresponding adjoint state. We define

A:H—>S, HH(MH,QH,GH,NH) (68)
which we refer to as the control-to-costate operator.
The adjoint variables can now be used to provide an explicit representation of the Fréchet derivative of
J. This description can then be used to reformulate the first-order necessary optimality condition (6.4).

Theorem 6.4. For any H € H, let F(H) = (vi,pu, Fu, My) denote the corresponding state and let
A(H) = (wg,qu,Gu, Nig) denote the corresponding adjoint state.

(a) The Fréchet derivative of the cost functional J at any point H € H satisfies
J/(H)[H) = N(VH,VH) 4 o, +AH H)
+ (NH - VMHU}H,E[)

L*(Qr) (6.9)

L2(Qr)
for all He H, meaning that
J'(H)=—-MANH + M H + Ng — VMpwy € H, (6.10)

where AN is to be understood as the Laplace—Neumann operator.
(b) Suppose that H* € H is a locally optimal solution of the optimal control problem (6.2). Then it

necessarily holds that
MVH VH) o +ANH H

+ (NH* —VMH*U)H*,ﬁ)

)LZ(QT)

. (6.11)

L2(Qr)

for all H € H. This entails that H* € L2(0,T; W2(Q)) is a strong solution of the semilinear
vector-valued Helmholtz equation

—~AH"+ H* = (VMH*U)H* — NH*) n Qr, (6123)

> =
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O H" =0 on . (6.12b)

Remark 6.5. (a) Provided that the global strong-well posedness of system (1.1) established in Theorem 3.2
and the stability estimates in Theorem 4.1 and Theorem 4.2 could be established in the three-dimensional
setting, the results in Section 5 would also hold true. Moreover, the optimal control problem (6.2) could
then also be investigated in three dimensions and the results of the present section would still be valid as
they do not depend on the dimension. In particular, the optimality conditions presented in Theorem 6./
would remain the same.

(b) In principle, the theory of Section 5 and Section 6 would also remain true if H = L*(0,T; WH2(Q))
were replaced by a linear subspace of L?(0,T;W12(2)). The only exceptions are the representations
(6.10) and (6.12). They would not remain valid since under additional linear restrictions on the controls
we would not recover the homogeneous Neumann boundary condition from the variational formulations
(6.9) and (6.11), respectively.

Proof of Theorem 6.4. To prove (a), let H, H € Hbe arbitrary. For more clarity, we will write
(v.p, F,M) := F(H), (w,q.G,N):=A(H), (0.p,F M) :=F(H)[H].

Then, according to (6.3), the Fréchet derivative of the cost functional J at the point H in direction H
can be expressed as

J(H)H] = NVH VH) 2, (@r)
+ (a1 =0a),0) 2, + (02(F = Fa), F) 1o,y + (as(M = Ma), M) 1 -

Replacing the terms a1 (v — vq), a2(F — Fy) and az(M — My) by means of the adjoint equations (6.6a),
(6.6¢) and (6.6d) , we obtain

J'(H)[H] = \N(VH,VH)

+ANH,H),,

\(H, H)

L2Qr) T £2(Qr)

—/T/ (&w—l— (v-Vw— (Vo)l w+vAw+ Vg — (VF)'G
o Jao
— div(GFT) — (VM)TN) Bdzdt

T
—/ /(atGJr(U-V)G+(VU)TG+AG—2DwF) Fdzdt
0 Q

T
= [ [ (o + - V)N — 207200 MM = @ (0P - )N
0 Q
+ AN — 2div(VMy Dw) — VH w) .M dzdt.

Recalling that the functions (w, ¢, G, N) further satisfy (6.6b), (6.6e) and (6.6f), whereas the functions
(v,p, F', M) fulfill (5.10b), (5.10e) and (5.10f) we conclude via integration by parts that

J(H)[H) = N(VH,VH) .o, + MNH,H)

) (QT)

T
+/ /(8ﬁ+(6-V)v+(v-v)6+div((VM®VM)—ﬁFT)
0 Q

+div((VM © VM) — FFT) + Vp— (VH)TM\) w+ vV Vwdrdt

T
+/ /(atF+(a-v)F+(v~V)F—vaF—vvF) .G+ VF-VGdzdt
0 Q
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T
— — — 1 —
+/ /(8tM+(6~V)M+(v~V)M—AM+§(|M|2—1)M
0 Q
2 ~
+§(M-M)M) - N dzdt.

Since, according to Proposition 5.5, (9, ﬁ,ﬁ,]\? ) is the unique weak solution of the linearized system

(5.10) with 51 = (Vﬁ)TM, Sy =0 and S3 = H, the integrands in the above identity can be replace by
means of (5.10a), (5.10c) and (5.10d). We eventually obtain

J/(H)[ﬁ] = /\(VH, Vﬁ)L2(QT) + /\(Hv ﬁ)L2(QT) + (N - v]\/lw’ﬁ)H(Qr)'

Recalling (6.4), this proves (6.9), and the representation (6.10) directly follows.

To prove (b), we assume that H* € H is a locally optimal solution. Hence, according to (6.4), we know
that J/(H*)[H] = 0 for all H € H. Expressing J'(H*)[H] via (6.9) (written for H* instead of H), we
obtain (6.11). This means that H* is a weak solution of the problem (6.12). Recalling the regularity
of the state variables (see (3.6)) and the adjoint variables (see (6.7)), we infer that the right-hand side
of the Helmholtz equation (6.12a) belongs to L?(Qr). Using elliptic regularity theory, we conclude that
H* € L?(0,T;W?2(Q)). This means that H* is actually a strong solution of (6.12). Thus, (b) is
established and the proof is complete. 0

7. OPTIMAL CONTROL VIA FIXED MAGNETIC FIELD COILS

In real applications, it might not be possible to create the magnetic field ad libitum as assumed in
Section 6. Therefore, in this section we investigate an optimal control problem where the external
magnetic field is not the control itself but rather it is generated by a finite number n € N of fixed
magnetic field coils. This means that the geometry (i.e., shape and position) of the field coils is not going
to be optimized, but only the intensities of their generated magnetic fields are to be adjusted.

We assume that the magnetic field of the i-th field coil is given as
H;:Qr —R3, (x,t) — Hi(x,t) = u;(t)hi(x).
Here, the factor
u; [0, T) = R, t— u(t)

is related to the intensity of the magnetic field, i.e., is proportional to the current of electricity that flows
through the i-th coil. The factor

hi:Q— Rz hi(z).
is related to the geometry of the i-th field coil. It is a common technique in physics and engineering
science to compute the function h; via the Biot-Savart law which is a magnetostatic approximation of

Maxwell’s equations. For more details, we refer the reader to [27] where such an ansatz was made for the
optimal control of a plasma via external magnetic field coils.

By linear superposition, the total external magnetic field H can be expressed as
n
H(x,t) = Z u;(t) hyi(x)
i=1

for all t € [0,T] and x € Q.

In the optimal control problem, we assume that the h;, ¢ = 1, ..., n are prescribed functions that belong to
HY(Q;R3). The vector u = (uy,...,uy) of intensity functions will now represent the control parameters.
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It is supposed to belong to the set of admissible control parameters which is defined as

(7.1)

a;(t) <wu;(t) < bi(t) forall i € {1,...,n
Uaq = {ueLQ(O,T;R") 0 (¥ (¥ { }},

and almost all ¢ € [0, 7]

where a,b € L?(0,T;R"™) are given functions with a; < b; for all i € {1,...,n} and almost all ¢ € [0,T].
Note that the set U,q is a bounded, closed, convex subset of L2(0,T’; R") and thus, it is weakly sequentially
compact. Due to the boundedness of U,q, there exists a radius » > 0 (depending on @ and b) such that

Uaa C U, i= {u € L*(0, T;R") | |ul 20 piny < 7

This further implies the existence of a radius R > 0 (depending on r and h;, i = 1,...,n) such that the
corresponding field H € H satisfies | H || < R.

To formulate and analyze the optimal control problem, we first define several operators.

Definition 7.1. We define the operators

C:U, - H, C(u)(z,t)= Zui(t) hi(z), (7.2)
i=1
F=FoC:U,—=S, A:=A0C:U,=S. (7.3)

Note that the operator C is linear and bounded. Hence, the results on F established in Section 3 can
easily be adapted to the operator F.

We now fix arbitrary T' > 0, vy € Wy 5. (Q), Fo € Wy*(), My € W22(Q2). Moreover, let vg, Fy, and My
be given functions belonging to L%(0,T; L*(Q2)), and let a;,az,az > 0 and X > 0 be given real numbers.
In the spirit of Section 6, we now want to study the following (reduced) optimal control problem:

Minimize — J(u) := I(F(u),u), (7.4)
subject to  u € Unq. '
Here, the functional I is defined as
~ a1 2 ag 2
I(v,p, F,M,u) := 5 v =vallz2(0p) + > 15 = Fallp2(gp
(7.5)

2 A2
+ D) M — Md||L2(QT) + by HUHLZ(O,T;R") :

As in Section 6, we first prove that our optimal control problem (7.4) has at least one globally optimal
solution. Then we derive first-order necessary optimality conditions for locally optimal solutions.

7.1. Existence of an optimal control.

Theorem 7.2. The optimal control problem (7.4) has at least one (globally) optimal solution u* € U,gq,
i.e., it holds that J(u*) < J(u) for all u € Uyg.

Proof. We recall that the operator C is linear and bounded, and the control-to-state operator is weakly
sequentially continuous (see Proposition 5.3). It is thus easy to see that the operator F is also weakly se-
quentially continuous. As the set U,q is a bounded, closed, convex subset of the Hilbert space L2(0,T;R"™),
it follows that U,q is weakly sequentially compact (see [37, Thm. 2.11]). Hence, the proof can be com-
pleted by proceeding exactly as in the proof of Theorem 6.1. 0
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7.2. First-order necessary optimality conditions.

Theorem 7.3. For any u € U,, let F(u) = (Ve(uy, Pequ)s Feuy, Me(w)) denote the corresponding state
and let A(u) = (Weuys Ge(uys Gequy» Nequy) denote the corresponding adjoint state.
We define the operator

D:U, — L*(0,T;R"), u s D(u) = (Di(u), ..., Dp(u)”

with DZ(U) = / (NC(u) - VMC(u)wC(u)) hl dI, 1= 1, ey N
Q

Then the following holds:

(a) The Fréchet derivative of the cost functional J at any point u € U, satisfies
T
J'(u)[a] = / (Mu+D(w)) -adt  for allwe L*(0,T;R™), (7.6)
0

meaning that
J'(u) = Mu+D(u) € L*([0,T];R"). (7.7)

(b) Suppose that u* € Uaq is a locally optimal solution of the optimal control problem (6.2). Then
for u* mecessarily satisfies the variational inequality

/T (Mt 4+ D)) - (u—u*)dt >0 for all u € Uyg. (7.8)
0

As a consequence, u* can be described by the L*([0,T]; R™)-orthogonal projection of —A\~1D(u*)
onto the set Uyq. This means that for all i € {1,...,n}, the i-th component u} can be expressed
by the projection formula

i () = Pla,(),6:(1)] (—%Di (u*(t))) for almost all t € [0,T). (7.9)

Here, for any real numbers ¢ < d, the function P. 4 denotes the projection of R onto the interval
[c,d] that is given by

Pie,a(s) = max {c,min{s,d}}, s€R.

Remark 7.4. As already discussed in Remark 6.5, the optimal control problem (7.4) could also be in-
vestigated in three dimensions provided that the global strong well-posedness of the state equation (1.1)
would be known and that the strong stability estimate could also be established. In this case, the necessary
optimality conditions presented in Theorem 7.3 would remain the same.

Proof of Theorem 7.3. Since C is a linear and bounded operator, it is continuously Fréchet differen-
tiable with C'(u)[u] = C(u) for all u € U, and u € L?(0,T;R"™). By the chain rule, this implies the
functional J is also continuously Fréchet differentiable. For any arbitrary u € U, and u € L?(0,T;R"),
we have

J/(u) [ﬂ] =ax (UC(u) — Ud, U/C(u) [C(a)])LQ(QT) + az (FC(u) - Fda FC/(u) [C(a)])LQ(QT)
+as (MC(u) — Mg, UlC(u) [C(a)])L2(QT) + )\(u’ a) L2(0,T;R™)"

We now proceed exactly as in the proof of Theorem 6.4 to express the first three summands on the
right-hand side by means of the adjoint state. We obtain

j/(u)[ﬂ] = (NC(u) — diV(’wC(u))MC(u) - VMC(u)wC(u)ac(a))L2(QT) + )\(u, a) L2(Qr)
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T n
= / Au-u+ Z [/ (NC(u) — VMC(u)wC(u)) ~hydx w; | dt
0 = e

= /T (Mu+D(u)) - udt,

which proves (a).

To prove (b), we assume that u* € U,q is a locally optimal solution. Since U,q is convex, we know that
for all u € Unq and 7 € [0, 1], it holds that u* + 7(u — u*) € U,q. Let now u € Uyq be arbitrary. As u* is
a local minimizer of the cost functional J, we have

J(u* +7(u—u*)) = J(u*) >0
for all u € U,q and all sufficiently small ¢ > 0. This implies that
d - _
Ogd—J(u*—i—T(u—u*))’ O:J’(u*—l—T(u—u*))[u—u*]
T T=

Due to the representation (7.6), this proves (7.8). It is a well-known result of optimal control theory,
that u* can be expressed as the orthogonal projection onto the set of admissible control parameters. We
refer to [37, pp. 67-71] where such a projection formula was derived in a similar situation. Hence, all
assertions of (b) are established and thus, the proof is complete. |

= J'(u*)[u — u*].

8. APPENDIX

8.1. Well-posedness of the linearized system.

Proof of Proposition 5.4. The existence of a weak solution can be established rigorously via a standard
Galerkin approximation where some of the arguments involved in the proof of Theorem 3.1 can also be
applied. Since the system is linear and the involved solution (vgy, pm, Fru, Mg) of the state equation is
sufficiently regular, the convergence of suitable approximate solutions to a weak solution of the system
(5.10) can be shown very easily. For the same reason, the uniqueness of a weak solution can be established
without any problems.

Therefore, we will just formally establish the a priori estimates that would be the most significant part
of a Galerkin approach. In the following, € > 0 is any real number that will be adjusted later. Moreover,
C stands for a generic positive constant that depends on e, T', Q, || H||12¢0,7;w12(0), and the initial data
of the state (vg,pm, Frr, Mp), and may change its value from line to line. Testing (5.10a) by v, (5.10¢)

by F, and (5.10d) by M and —AM , respectively, we derive the following identities:

1d ~2 ~2
2dt/Q|v| +1//Q|Vv|

=—/(6-V)vH-6—/(UH-V)a-a—/div(vMQVMH)-aJr/div(ﬁFg)-
Q Q Q Q

<)

—/div(VMHQVM).a+/
Q

div(Fg FT) -5 + /
Q

(VH)TJ\A4~6+/81-6 =y 17, (8.1)
Q Q :

I
:o\”

5
—(a-V)FH-ﬁ—/(vH-V)ﬁ-ﬁJr/vaFH-ﬁ+/vUHﬁ-ﬁJr/sz-ﬁ:;ZIf, (8.2)
Q Q Q Q =
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5
2 _ —
—/E(M Mpy)Myg M+/Sg, M-M=:Y 1M (8.3)
Q Q =1
1d — )
557 | IVHIE + [ A
—~ —~ —~ 1 —~ —~
- (a-V)MH-AM+/(uH-V)M-AM+/ (M~ )T - AN
Q Q Q
9 . . 0
+/ ?(M-MH)MH-AM—/Sg-AM::ZIiM. (8.4)
Q @ =6

In the following, we estimate the terms I7, If and Ii/]\Z for all indices i. We first estimate the terms
appearing in the right-hand side of (8.1). Using (2.8) to estimate |[0]|z1(q), we find that

17| < CIVorll L2y 10174y < ClIVvallL2@llB) L2 @) VOl L2 @)
< el|VD| 220y + ClIVUalT2 () 101720, (8.5)
and
3] < Cllva |l La@BllLa ) VOl L2y < elVolZ2q) + ClloalFao 0174
< 26| V|| 72q) + Cllva |74 1001720y - (8.6)
For the third term, we obtain
131 < CIIV2 M| 20y | VM| sy 18 2s() + CIVM | £a @IV Mz || 2 () 9] Lo )
< el V2M|22(q) + CIIVMu || 740 [0ll L2 () VOl 220

1
+ CIVM |2y (IVM 1320y + 1AM |20y ) " + CIVEMa |20y ] 2 [ V0] 20
< 26| AM]| 32 + ClIM]|Z2(a) + 26/ V0l T2 o) + CIIVA 32
+C (IV Mgy + 192 M 10y ) 161132 0 (8.7)
Here, we used (2.7) and (2.8) to estimate ||V]/\4\||L4(Q) and [|v]|z1(q), and we applied elliptic regularity
theory. We further get
5| < ClIF || sl VFull 2@ 19l o) + CIVE | L2 1P || Loy 18]l 2o
< CHVFHH%?(Q)”ﬁ”L2(Q)HVﬁHL2(Q) + Cl[v]| L2 VO] 2 (e2) + 5||Vﬁ||%2(9) (8.8)
+ C|IFu 7oyl 2@ VOl L2 (0
< 2| VF| 2 + 261Vl () + CIVFu 1200y | Fll72() + CL+ 1 Frllfa) 101720y, (8:9)

where both ||ﬁ||L4(Q) and [|0]|4(o) are estimated by means of (2.8). Next one observes that |I7| and |I§|

admit the same estimates as that of (8.7) and (8.8) respectively. Employing (2.6) to estimate ||]\/4\ e,
we obtain

\IZ| < CIIVH|| 20 | M]| @) 191l oo
< CIIVH| 20 (IM[72(0) + VM| Z20y) + CIVHI| L2 (0 01| 22(0) VOl L2 ()
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< CIIVH| 2@ IM 720y + CIIVH| L2 [VM][7 20
+ C||VH||%2(Q)||5||%2(Q) + 5||V@||%2(Q)- (8.10)
Eventually, for the eighth term, we simply have
I5] < CllSill720) + CllvliZ2()- (8.11)

We next estimate the terms appearing in the right-hand side of (8.2). Using (2.8) to estimate ||ﬁ||L4(gl),
we deduce the estimate

1) < Cllol 2o IV Frll agey | Fll ooy
< CIVFnllzao) o]z + ClIF 2@ IV 2@
< C|IVFgllisq 0l + OHﬁ”ZL?(Q) + EHVﬁHQL?(Q) (8.12)
For the second term, we get
151 < CIVF 2y ol a1 P oy
< C||UH||%4(Q)||ﬁ||2L4(Q) + 5||Vﬁ||%2(9)
< Cllva 7y | Fll 2@y [VEll 20y + €l VE 20
< 25||Vﬁ||%2(9) + C”UHHAIL,‘*(Q)”ﬁ”QL?(Q)' (8.13)
We further obtain
1] < CUIVEl 2@ 1ol | Pl ey
<e||VolZ2q) + C||FH||2L4(Q)||ﬁH%4(Q)
< e[| Vil|72q) + O||FH||2L4(Q)”ﬁHL%Q)HVﬁHLz(Q)
< 5||V8||%2(Q) + EHVﬁH%?(Q) + C”FH”%‘I(Q)Hﬁ”%?(Q)' (8.14)
The fourth term can be bounded as follows:
1IF) < V0 a1 P Loy 1Pl 2oy
< O Vonllzo) 1 Fllzz ) + CIF 7o)
< O Vol 1 Fllzz0) + CIEF w2 IV Fllz2o)
< 5||Vﬁ||2L2(Q) + C||ﬁ||2L2(Q) + CHVUH”QL‘l(Q)HﬁH%?(Q)' (8.15)
Eventually, for the fifth term, we simply get
1] < ClSall32y + CUIF 320 (8.16)

Now, we estimate the summands appearing in the right-hand side of (8.3). Using (2.6) to estimate
||M||L4(Q)a we obtain

7| < OV Mgl 2o oo 181 e | 7T o (8.17)
< CIVMu s ll5ll32(0) + CIM |20 + el VM 20 (8.18)
and
57| < Norll a1V M 20y | M| g
< el| VM2 + Cllva 34y 1M13 200 + Cllve 3oy | M1 22 IV M| 20
< 2| VM2 () + C(lvmllfaoy + 1M 200 (8.19)
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The terms Iiﬁ, 1 =3,4,5 are estimated as follows:

1137 < C([IMal|7 =) + 1) IIM]|72q), (8.20)
1] < CIMu|17 < 0y 1M 1720 (8.21)
1137 < Cl1S3]1 220 + CIM (1720 - (8.22)

Finally, we estimate the terms appearing in the right-hand side of (8.4). Using (2.8) to estimate |[v]| z1(q),
we deduce

118" < CIIV My || pa@)loll 2o |AM || £2(q)
<e|AM|Z2(q) + CIVMu |74 0] 220 VO] 220

< 5||AM||%2(Q) + 5||V6||%2(Q) + C||VMH||%4(Q)||6||%2(Q)- (8.23)
Moreover, employing (2.7) and Young’s inequality to estimate ||V1\7 |l La), we get
|Iéw| < 5||AM||2L2(Q) + ||’UH||%4(Q)||VM”2L4(Q) (8.24)
<e|AM |72y + ellvalFao [AM|72q) + Cllva 174 IV M |7 2(q)- (8.25)
The remaining terms can easily be estimated as follows:
— . y
1I37] < el AM[72qy + C(IMall (o) + 1) 1M 1720 (8.26)
|Ig]»w| < EHAM”%Z(Q) + CHMH”%OO(Q)||M||%2(Q)7 (8.27)
15| < el AM|[72(q) + ClIS5]l72(q) - (8.28)

Now, choosing € > 0 sufficiently small, adding (8.1)—(8.4), and using the estimates (8.5)—(8.28) to estimate
the right-hand side of the resulting equation, we conclude that

1d - ~ ~
Sy +B) < Cet) V() + C (1811172 + I1S2l72() + 15301 72(0)) (8:29)
for almost all ¢ € [0, 7], where
¥ = / (52 + |FJ2 + (M2 + |VATP2). (8.30)
Q
-1 R . — —
B:= 5/(V|W|2|+|VF|2+|VM|2+|AM|2), (8.31)
Q
Q:= HVUHH%?(Q) + ”’UH”%‘I(Q) + ||VUH||%4(Q) + HVMHH%/*(Q) + ||V2MH||%2(Q)
HllLe(Q) HIlL2() HIILA() HIlLA(©) L2(Q) : :
+ I Mal| o) + IVErll72(0) + 1Frll 230y + IV Er 730 + IVH|Z2(q) + 1 (8.32)

We point out that we also made use of the fact that |[vg| pe(o,r;02(0)) < C (cf. (8.24)) to derive the
estimate (8.29).

Since H € H and (vy, py, Fu, M) € V, it is straightforward to check that

190l 1 go.2y) < €
Applying Gronwall’s lemma, we finally obtain
90 oy + | BOW®<C SIS sa0rin2can - (8.3
i=1

This a priori estimate can eventually be used to establish the spatial regularity properties collected in
(5.11) and, in particular, it implies the estimate (5.12). Eventually, the time regularity properties stated
in (5.11) then follow by standard comparison arguments. O
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8.2. Well-posedness of the adjoint system. Instead of proving well-posedness for the adjoint system,
we consider the equivalent initial value problem instead:

ow — vAw —Vq = (vy - VIw — (Vog)T w— (VFg)TG

— div(GFE) — (VMy)"N + a1 (v — va) in Qr, (8.34a)
divw =0 in Qr, (8.34b)
G — AG = (vyg - V)G + (V)T G — 2Dw Fy + ay(Fir — Fy) in Qr, (8.34c)
ON — AN = —2a"*(My - N)Mpy — o *(|]My|* —=1)N + (vg - V)N

—2div(VMy Dw) + VH w + a3(Mg — My) in Qr, (8.34d)
w=0,G=0, 9,N=0 on X, (8.34e)
(w, G, N)(-,0) = (0,0,0) in Q. (8.34f)

We point out that (8.34) is indeed equivalent to the adjoint system (6.6) through the transformation
t — T —t. This means that by proving the weak well-posedness of the system (8.34), the weak well-
posedness of (6.6) is also established.

Proposition 8.1. Let H € H be arbitrary with corresponding state F(H) = (vg,pm, Fr, Mu). Then
the system (8.34) has a unique weak solution (w,q, G, N) having the regularity

w e L0, T3 V() N L2 (0,75 W3 () N WH2(0,T; L3, (2));
q € L*(0,T; Wh2(Q));

G e L*(0,T; W22(Q)) N L0, T; Wo 2 (Q)) N WhH2(0,T; L2(Q)); (8.35)
N € L°(0,T; L*(Q)) N L*(0, T; WH2(Q))
Moreover, the function N has the additional regularity
N e LE(0,T; W) n W 0,75 LF (). (8.36)

Proof. For the same reasons as in the proof of Proposition 5.4, we only present the formal a priori
estimates. We point out that a rigorous proof can be carried out by means of a Galerkin approximation.
Passing to the limit in a Galerkin scheme and proving uniqueness of the weak solution is straightforward
due to the linearity of system (8.34).

In the following, let € > 0 be any real number that will be fixed later. Moreover, the letter C' denotes
a generic positive constant that depends on e, T', €2, ||H||L2(07T;W1,2(52), and the initial data of the state
(ver, pr, Frr, My ), and may change its value from line to line. Since the estimates in this proof are derived
using very similar ideas as in in previous proofs, we will mostly present the formal computations without
further comments.

We first test (8.34a) by Sw, where Sw is the Stokes operator that is defined as
Sw = —vAw — Vq.
This yields the identity

d / 2 2
— [ |Vuw| —|—/ |Sw]

_/Q(UH~V)w-8w—/Q(VUH)Tw-Sw—/Q(VFH)TG~Sw—/Qdiv(GF§)-Sw
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6
—/(VMH)TN~S’U)+/al(UH—’Ud)~S’LU :lew
Q Q i=1

The terms I}V, ¢ =1, ...,6 are estimated as follows:
1’| < 5||Sw||%2(sz) + C||Vw||%4(sz)||UH||%4(Q)
< el|SwlZ2(q) + C(IVwlliaiq) + Vwllzz @ | Awll L2 () Il s
< 5||Sw||%2(sz) + CHVU’”%%Q) ||UH||%4(Q) + Cl[Vwl z2@)llS wllr2(0) ||UH||%4(Q)
< 25||Sw||%2(m + C||Vw||%2(sz)||UH||%4(Q) + CHVMH%?(Q)HUH”%‘I(Q)?
12°] < €| SwllT2(q) + ClVvrllLsq lwl s
< 5||Sw||%2(sz) + CHVUH”%‘I(Q)||vw||%2(9)7
I3 < el|Swll7iq) + CIIVFrll7ao) |Gl 210
< ellSwla(q) + CIIVER 740y 1G] 20 IV Gl 1200
<e||SwlZ2q) + el VG2 () + CIVFu T4y |Gl 720
13| < 2| Swl[F2q) + CIVFulZao) | Gllz2 @) VG 20
+ CIVG| syl Ferll7 4
< 2| Sw| 20y + e VGII72() + ClIVFH | 140y |Gl 720
+C(IVGIZ20) + IVGllL2 @) IAG| L2 0) | Fer |74
< 2| Sw|F2 0y + el VGII72(0) + CIVFH | 140y |Gl 720
+ CHVGH%2(Q)||FH||%4(Q) + EHAGH%Q(Q) + C||VG||%2(Q) ||FH||%/4(Q)7
I3 < el|Swll72iq) + CIVMu |20y IN 1740
< ellSwlifz() + CIVMala (IN1320) + eI VNIEa))

11| < el w2y + Cllvw — vall72q)-

In the estimate (8.42) we have used (2.6) and Young’s inequality.
Next, testing (8.34c) by —AG leads to

d 9 9
— VG AG

:—/Q(UH-V)G-AG—/Q(VUH)TG-AG

4
+/2DwFH~AG—/aQ(FH—Fd)~AG::ZIiG.
Q@ Q@ i=1

Now, the terms I¥, i = 1,...,4 are estimated as follows:
7| < e AG|720) + CllvallTag) IVGIl7aq)
<e|AG| 72y + ClvalZaa (IVGIIT2 ) + VG L2 |AG] L2(q)
< 26| AG|2q) + CllvalZyo) IVGIE2 ) + CllvallLao IVGIIT2 0y,

15| < el| AG|[72(q) + ClIVVE 740 lIGll7 a0

41

(8.37)

(8.38)

(8.39)

(8.40)

(8.41)

(8.42)

(8.43)

(8.44)

(8.45)
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<el|AG|I 2 () + ClIVUr 740 |Gl 2@ VGl L2
< EHAGH%Q(Q) + EHVG”%?(Q) + CHV’UHH%‘*(Q)||G||%2(Q)7 (8.46)

|Ig| < EHAGH%Q(Q) + CHVU’”%%Q)||FH||%4(Q)
< el|AG| 22y + C(IIVWwlZ2(q) + V0]l 20y | Awl| L2()) | Frl| 24 g
< EHAGH%Q(Q) + CHVU’”%%Q) ||FH||%4(Q) + 5||Aw||%2(sz) + CHVU’”%%Q) ||FH||%4(Q)7 (8.47)

15| < el AG | 2(q) + CllFt — Full72(0- (8.48)
Finally, testing (8.34d) by NN, we obtain
d
— [ IN]? +/ VN
@/, [N A [VN|

:—/ 207 3(Mpg - N)My - N — of2(|MH|2—1)N-N+/(vH~V)N'N
Q

Q Q

6
—/2div(VMHDw)-N+ VHw-N—F/ag(MH—Md)-N::ZIiN. (8.49)
Q Q Q P

For the terms IiN7 i=1,...,6 we obtain the following estimates:

1Y < ||MH||%°°(Q)”N”%2(Q)7 (8.50)
11| < M|l (o) I Nl Z2(0) + 1N 72(): (8.51)

13| < SHVN”%?(Q) + C||UH||%4(Q)”N”%4(Q)
< e VN2 + CllvalZao) (IN172@) + INIL2@ IV N L2(@)
< 2| VN|[72(q) + CllvrllTa) IN 72 (q) + Clloall sy 1N 172 () (8.52)

1Y < IV My || @)l Vol r2 @) IN | zag) + IV Mul L) | V20l r2 @) | N || 2o
< IV2Mu 2o lIVwll7a ) + (INZ20) + N1 22 I VN | 22(0)
+elAwl|72q) + CIIVME] 1oy 1N 1740
< ||V2MH||%4(Q)||VU’||%2(Q) + C”N”%?(Q) + EHVN”%?(Q)
+ellAw||72(q) + CIVMElZ 10 (IN1F20) + 1IN L2 VN L2(0))
< ||V2MH||%4(Q)||Vw||%2(n) + C||N||%2(Q) + 5||VN||%2(Q) + £||Aw||%2(m

+ CIIVMu| o) N2 + CIVMEl 710y IN[1Z2(0) + €IVN 1720 (8.53)
11| < IVH | 2o lwll e @) IV || £2(0)
< ellAw||F2q) + CIVH|Z2(0) IN 1720 (8.54)
1 1
15| < EHNH%?(Q) + §||MH — My172q)- (8.55)

Choosing ¢ > 0 sufficiently small, summing (8.37), (8.44), (8.49), and using the inequalities (8.38)—(8.43),
(8.45)—(8.48) and (8.50)—(8.55), we conclude that

d
&ya(t) + Ba(t)
< CQu(t)Va(t) + C(llva () — valliziy + 1 Fr(t) = Fallizi) + 1 Ma(t) — Mall7z)), (8.56)
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for almost all ¢ € [0, 7], where
Vaim [ (Vul +[VGPE + INP)
Q

B, - / (15wl + |AG2 + [VNP),
Q

Qg := ||”HH%4(Q) + HUHH%AI(Q) + ||VFHHZE4(Q) + ||VFHHZE4(Q) + HVMH||%4(Q) + ”va”%‘l(Q)
+ HFHH%‘l(Q) + ||FHH%4(Q) + HMH”%OO(Q) + ||V2MH||%4(Q) + HVMHH%%Q) + ||H||%4(Q)
+ ||VH||%2(Q) +1.
We further point out that for the derivation of (8.56), we also used the estimates
VG2 < CIIAG| i) and  [|Gl72q) < CIVGF2q

which follow from Poincaré’s inequality since G|aq = 0 a.e. on 9f.

It is not hard to check that || Qall 1 (7)) < C- Specifically, we point out that the terms ||V F ||il(0,T;L4(Q)7
||V’UH||%1(07TL4(Q) and ||V2MH||%1(O,T;L4(Q)) can be bounded by proceeding as in (4.56). We can thus
apply Gronwall’s lemma to conclude the a priori estimate

T
Hya||Loo([01T])+/0 B, (t)dt < C.

which can be used to recover the spatial regularity properties collected in (8.35). The time regularity
properties stated in (8.35) then follow by standard comparison arguments.

We still have to show the additional regularity of N stated in (8.36). In order to apply maximal para-
bolic regularity theory, we intend to estimate the right-hand side of (8.34d) in the L3/?(Qr)-norm. By
straightforward computations, we obtain the following estimates:

1207*(Mp - N)Mu | 22r) < ClMa | Le(or) N L2(@1)
la™ (|1Mz|* = )N 2r) < CUIMa o r) + DIN I 2(@r),
10 - V)N lz2(0,;0r2(02)) < Cllval|zeeo.r5z0 @) VNI L2(Qr)s

12div(V My Dw)|| 20, 7515/2(2)) < CIV*Mer|| L= 0,122 V0| 220, 7:£0 (0
+ [IVMu || Lo 0,152 V2wl 2(01) )

IVHwI| 2 0,1,052(0)) < CIVH || L2(@p)llwll Lo 0,1:25(2))-

Due to the regularities H € H, (vy,pu, Fu, M) € V and (8.35) we conclude that the right-hand side of
(8.34d) is bounded in the L3/ 2(Q)-norm. Hence, by employing maximal parabolic regularity, we eventually
conclude (8.36). O
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