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NONEXPANSIVE MAPS WITH SURJECTIVE DISPLACEMENT

BRIAN LINS

Abstract. We investigate necessary and sufficient conditions for a nonexpan-
sive map f on a Banach space X to have surjective displacement, that is, for
f − id to map onto X. In particular, we give a computable necessary and suf-
ficient condition when X is a finite dimensional space with a polyhedral norm.
We give a similar computable necessary and sufficient condition for a fixed
point of a polyhedral norm nonexpansive map to be unique. We also consider
applications to nonlinear Perron-Frobenius theory and suggest some additional
computable sufficient conditions for surjective displacement and uniqueness of
fixed points.

1. Introduction

Given a nonexpansive map on a metric space, it is not always easy to determine
whether the map has any fixed points. In Banach spaces with the fixed point
property, any nonexpansive map that leaves a closed, bounded, convex set invariant
has a fixed point. However, in applications it can be difficult to determine whether
a nonexpansive map has any invariant, bounded, closed, convex sets.

For finite dimensional Banach spaces, necessary and sufficient conditions for
nonexpansive maps to have a nonempty and bounded set of fixed points were given
in [21]. When X is a finite dimensional normed space with either a smooth norm
or a polyhedral norm, [21, Section 4] describes a non-deterministic algorithm that
eventually halts (almost certainly) if and only if the fixed point set is nonempty
and bounded.

Somewhat surprisingly, it may be easier to determine whether a nonexpansive
map f : X → X has the stronger property that the map f + u has a fixed point for
every u ∈ X . This is equivalent to f having surjective displacement, that is f − id
being onto. The main result of this paper is a computable test involving a finite
set of limits which determines whether or not f has surjective displacement when
X is a polyhedral normed space. A similar test can also determine whether a fixed
point of a nonexpansive map on a polyhedral normed space is unique.

A motivation for this investigation comes from nonlinear Perron-Frobenius the-
ory which seeks conditions for the existence and also uniqueness of eigenvectors of
order-preserving and homogeneous maps. Some general results in this area include
[7, 23, 25, 24, 12, 3]. Many of these results rely on the close connection between
nonlinear Perron-Frobenius theory and the theory of nonexpansive maps, see e.g.
[20, 22].
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2 B. LINS

Our results are inspired by a hypergraph condition from [3] that determines
whether or not an order-preserving, additively homogeneous function T : Rn → R

n

has several properties, one of which is that the functions T + u have an additive
eigenvector for every u ∈ R

n (see also [2] where the hypergraph condition was
first introduced for Shapley operators associated with certain two-player games).
Order-preserving and additively homogeneous maps on R

n are nonexpansive with
respect to the variation seminorm, so the results in [2] and [3] can be interpreted
as fixed point results for a special class of nonexpansive maps. We will show that
the results in [3] can be derived from our general test for surjective displacement of
a polyhedral norm nonexpansive map.

The paper is organized as follows. We begin by collecting some facts about non-
expansive maps, Banach spaces, and the metric compactification and horofunctions
of a Banach space. We use these facts in Section 3 to identify necessary and suffi-
cient conditions for a nonexpansive map to have surjective displacement. The main
result of Section 3 is Theorem 3.7 which summarizes these conditions for finite and
infinite dimensional Banach spaces. In Section 4 we prove our main result which is a
computable necessary and sufficient condition for a polyhedral norm nonexpansive
map to have surjective displacement. We look at applications of our main result
to nonlinear Perron-Frobenius theory in Section 5 and in Section 6 we give a com-
putable necessary and sufficient condition for a fixed point of a polyhedral norm
nonexpansive map to be unique. We conclude with a look at other computable
sufficient conditions for a nonexpansive map to have surjective displacement or a
unique fixed point.

2. Preliminaries

For any metric space (X, d), a map f : X → X is nonexpansive if d(f(x), f(y)) ≤
d(x, y) for all x, y ∈ M . Here we focus on nonexpansive maps f defined on a real
Banach space. For a Banach space X , we use the following notation for the norm
‖ · ‖, dual space X∗, and dual norm ‖ · ‖∗. Let BR denote the closed ball with
radius R and center 0 in X and let B∗

R denote the closed ball of radius R around
0 in X∗. The identity map on X is id, and J denotes the set-valued duality map
J : X ⇒ X∗ given by

J(x) := {x∗ ∈ X∗ : ‖x∗‖∗ = ‖x‖, 〈x, x∗〉 = ‖x‖ ‖x∗‖∗}.
For any function f : X → X , we refer to f − id as the displacement map

associated with f . We say that f has surjective displacement if f − id maps onto X
and f has dense displacement if the range of f − id is dense in X . For any δ ≥ 0,
we define Fδ(f) = {x ∈ X : ‖f(x)− x‖ ≤ δ}. When δ > 0, we refer to Fδ(f) as an
approximate fixed point set of f . Of course, F0(f) is the set of fixed points of f .

A convex subset F of a convex set C is called a face of C if tx + (1 − t)y ∈ F
with x, y ∈ C and 0 < t < 1 implies that x and y are contained in F . If F is a
face of C and F 6= C, then F is a proper face. The intersection of a supporting
hyperplane with C is called an exposed face. All exposed faces are proper faces,
but there are simple examples where proper faces are not exposed faces (see [29,
Section 18]). For any convex set C, we denote the extreme points of C by extC
and the relative interior of C by riC. For a proper face of F of the unit ball in a
real Banach space, the dual face F ∗ is the image of riF under the duality mapping
J .
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A norm ‖ ·‖ on X is polyhedral if the unit ball B1 is a convex polytope, that is, if
it has a finite number of extreme points. A real Banach space X is strictly convex
if ‖x + y‖ < 2 whenever x, y ∈ X with x 6= y and ‖x‖ = ‖y‖ = 1. It is uniformly
convex if for every 0 < ǫ ≤ 2, there is a δ > 0 such that for any x, y ∈ X with
‖x‖ = ‖y‖ = 1 and ‖x− y‖ ≥ ǫ, ‖x+ y‖ ≤ 2− δ. A real Banach space X is smooth
if X∗ is strictly convex, and uniformly smooth if X∗ is uniformly convex. Note
that uniformly convex and uniformly smooth Banach spaces are always reflexive [8,
Corollary 3.21 and Theorem 3.31].

A Banach space X has the fixed point property if for every closed, bounded,
convex subset C ⊂ X and every nonexpansive map f : C → C, f has a fixed point.
Browder [9] and Göhde [14] independently proved that uniformly convex Banach
spaces have the fixed point property, while Kirk proved that reflexive Banach spaces
with normal structure have the fixed point property [19]. It turns out that all
uniformly convex Banach spaces have normal structure [5, Theorem 4.1], while
there are examples of reflexive Banach spaces with normal structure that are not
isomorphic to any uniformly convex Banach space [6]. Therefore Kirk’s result is
more general than the results of Browder and Göhde. Since then, other conditions
have been found that are sufficient for a Banach space to have the fixed point
property. It is a famous open problem whether or not all reflexive Banach spaces
have the fixed point property. See [11] and the references therein for some recent
contributions and a good introduction to the topic.

2.1. The metric compactification and horofunctions. In any metric space
(X, d), we can choose an arbitrary base point b, and consider the functions

hy(x) = d(x, y)− d(b, y).

Each of these functions is 1-Lipschitz and hy(b) = 0. Therefore hy(x) takes values
in the closed interval [−d(x, b), d(x, b)] ⊂ R for each x ∈ X , so each function hy can
be identified with an element of the product space

∏

x∈X

[−d(x, b), d(x, b)]

which is a compact topological space by Tychonoff’s theorem. The topology on the
product space is equivalent to the topology of pointwise convergence, and the closure
of the set {hy : y ∈ X} in this topology is known as the metric compactification of
(X, d). The elements of the metric compactification are called metric functionals.
Metric functionals include both the functions hy described above, and also functions
on the boundary of the metric compactification, which are known as horofunctions.
Any horofunction h is a pointwise limit

h(x) = lim
β

d(x, yβ)− d(b, yβ)

where yβ is a net in (X, d). For 1-Lipschitz functions, the topology of pointwise
convergence is equivalent to the topology of uniform convergence on compact sub-
sets of X by the Arzelà-Ascoli theorem. If the metric space (X, d) is proper, i.e.,
all closed balls in X are compact, then the topology of uniform convergence on
compact subsets of X is metrizable. In that case, we can use sequences yk to define
horofunctions rather than nets. This is true, in particular, if X is a finite dimen-
sional Banach space. In addition, d(b, yk) → ∞ for any sequence yk that defines
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a horofunction in a proper metric space. Note that horofunctions are always 1-
Lipschitz. In a Banach space, horofunctions are also convex. Since the base point
b ∈ X is arbitrary, it is standard practice to choose b = 0 when X is a Banach
space.

In a finite dimensional real Banach space, Walsh has shown (implicitly in [31,
Theorem 1.1]), that a subset of the horofunctions known as the Busemann points
are given by

(2.1) h(x) = sup
ν∈F∗

〈u− x, ν〉 ,

where F ∗ is a proper face of B∗
1 and u ∈ X satisfies supν∈F∗ 〈u, ν〉 = 0. For some

finite dimensional Banach spaces all horofunctions are Busemann points, but this
is not true in general. The following is [31, Theorem 1.2].

Theorem 2.1 (Walsh). Let X be a finite dimensional real Banach space. All
horofunctions on X are Busemann points given by (2.1) if and only if the faces of
the dual unit ball B∗

1 are closed in the Painlevé-Kuratowski topology. This is true,
in particular, if X has a polyhedral norm or if X is smooth.

Even when a horofunction on a finite dimensional normed space is not a Buse-
mann point, we can still make the following observation. Note that this result was
part of the proof of [21, Theorem 3.4], however we reproduce the proof here for the
reader’s convenience.

Lemma 2.2. Let X be a finite dimensional real Banach space. For any horofunc-
tion h on X, there is a v ∈ X with ‖v‖ = 1 such that

h(x+ tv) = h(x)− t

for all x ∈ X and t ∈ R.

Proof. There is a sequence xk with ‖xk‖ → ∞ such that

h(x) = lim
k→∞

‖x− xk‖ − ‖xk‖.

We may assume, by passing to a subsequence if necessary, that limk→∞ xk/‖xk‖ =
v. Then

∣

∣

∣

∣

∣

∣

∣

∣

x+ t
xk − x

‖xk − x‖ − xk

∣

∣

∣

∣

∣

∣

∣

∣

− ‖xk‖ = ‖x− xk‖
(

1− t

‖xk − x‖

)

− ‖xk‖

= ‖x− xk‖ − ‖xk‖ − t.

In the limit as k → ∞, this equation becomes h(x+ tv) = h(x)− t. �

Unfortunately, Lemma 2.2 does not hold for infinite dimensional Banach spaces.
Gutiérrez [15] has given a complete description of the horofunctions on infinite
dimensional Hilbert spaces and ℓp spaces with 1 ≤ p < ∞. In some Banach spaces
(including Hilbert spaces), there are non-trivial horofunctions h that are bounded
below. Even when a horofunction is not bounded below, it is possible that there is
no direction v ∈ X such that limt→∞ h(tv) = −∞ as the following example shows.

Example 2.3. By [15, Theorem 3.6], the function

h(x) =
∑

i∈N

(|xi − 1| − 1)
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is a horofunction on the real Banach space ℓ1(N). At the same time, it can be shown
that limt→∞ h(tv) = +∞ for all nonzero v ∈ ℓ1(N) even though infx∈ℓ1(N) h(x) =
−∞.

However, when X is uniformly smooth, the following result is an immediate
consequence of [15, Lemma 5.3].

Lemma 2.4 (Gutiérrez). Let X be a uniformly smooth real Banach space. If h
is a horofunction on X with infx∈X h(x) = −∞, then there is a nonzero linear
functional ν ∈ B∗

1 such that h(x) = −〈x, ν〉 for all x ∈ X.

In the sequel, we will use horofunctions to help understand nonexpansive maps.
One important result we will use is the following special case of [13, Theorem 1].
Note that all Banach spaces are metrically star-shaped, as is any convex subset of
a Banach space.

Theorem 2.5 (Gaubert-Vigeral). Let T be a nonexpansive self-map of a complete
metrically star-shaped metric space (X, d). If ρ(T ) = infy∈X d(y, T (y)) > 0, then
there is a horofunction h on X such that h(T (x)) ≤ h(x)− ρ(T ) for all x ∈ X.

3. Surjective displacement

The following theorem characterizes when nonexpansive maps on a finite dimen-
sional normed space have surjective displacement. The equivalence of conditions
(2), (3), and (4) was already observed by Hochart in [16, Corollary 4].

Theorem 3.1. Let X be a finite dimensional real Banach space and suppose f :
X → X is nonexpansive. The following are equivalent:

(1) There is no horofunction h and constant c ∈ R such that h(f(x)) ≤ h(x)+c
for all x ∈ X.

(2) The approximate fixed point sets Fδ(f) are bounded for all δ > 0.
(3) f + u has a nonempty and bounded set of fixed points for all u ∈ X.
(4) f − id maps onto X.

Proof. (1) ⇒ (2). Suppose Fδ(f) is not bounded for some δ > 0. Then there
is a sequence xk such that ‖xk‖ → ∞ while ‖f(xk) − xk‖ ≤ δ for all k ≥ 0.
Replacing xk with a subsequence if necessary, we may assume that the horofunction
h(x) = limk→∞ ‖x− xk‖ − ‖xk‖ is defined on X . Then

h(f(x)) = lim
k→∞

‖f(x)− xk‖ − ‖xk‖

≤ lim inf
k→∞

‖f(x)− f(xk)‖+ ‖f(xk)− xk‖ − ‖xk‖ (triangle inequality)

≤ lim inf
k→∞

‖x− xk‖+ δ − ‖xk‖ (by nonexpansiveness)

= h(x) + δ

for all x ∈ X . This contradicts (1).
(2) ⇒ (3). Choose any u ∈ X . Let xk be defined recursively by x0 = 0 and

xk+1 = f(xk) + u. Since f + u is nonexpansive,

‖f(xk)− xk‖ ≤ ‖f(xk) + u− xk‖+ ‖u‖ (triangle inequality)

≤ ‖f(0) + u‖+ ‖u‖ (by nonexpansiveness)

for all k. Let δ = ‖f(0) + u‖+ ‖u‖. Since the set Fδ(f) is bounded, it follows that
xk is a bounded orbit of f + u, and therefore f + u must have a fixed point [22,
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Proposition 3.2.4]. The fixed point set for f + u must also be bounded because it
is contained in Fδ(f).

(3) ⇒ (4). This is obvious since −u is in the range of f − id if and only if f + u
has a fixed point.

(4) ⇒ (1). Consider any horofunction h on X . By Lemma 2.2, there is a v ∈ X
such that h(x + tv) = h(x) − t for all t ∈ R and x ∈ X . Since f − id is onto, we
can choose x ∈ X such that f(x) = x+ tv. Then h(f(x)) = h(x)− t, which proves
(1). �

In the rest of this section, we will consider necessary and sufficient conditions on
any (finite or infinite dimensional) Banach space to have surjective displacement.
Before proving the main result of the section, we need the following minor results.

Lemma 3.2. Suppose that X is a real Banach space and f : X → X is nonex-
pansive. For any x ∈ X with ‖x‖ = 1, and any x∗ ∈ J(x), the real function t 7→
〈f(tx)− tx, x∗〉 is monotone decreasing. Consequently, limt→∞ 〈f(tx)− tx, x∗〉 is
either −∞ or it converges to a finite value.

Proof. Consider t1 < t2 and observe that

〈f(t2x)− f(t1x), x
∗〉 ≤ ‖f(t2x)− f(t1x)‖ (since ‖x∗‖∗ = 1)

≤ ‖t2x− t1x‖ (by nonexpansiveness)

= 〈t2x− t1x, x
∗〉 . (since t2 > t1 and x∗ ∈ J(x))

Rearranging terms, we have 〈f(t2x)− t2x, x
∗〉 ≤ 〈f(t1x)− t1x, x

∗〉, as claimed. �

The next lemma is a semidifferentiability property of Banach space norms that is
not new, but we could not find a reference. Before stating the result, we review some
terminology about convex functions. Let X be a real Banach space and suppose
that f : X → R is a convex function. An x∗ ∈ X∗ is called a subgradient of f at x
if f(z)− f(x) ≥ 〈z − x, x∗〉 for all z ∈ X . The set of all subgradients at x is called
the subdifferential of f at x. For any x ∈ X with ‖x‖ = 1, the subdifferential for
the norm at x is precisely J(x).

Lemma 3.3. Let X be a real Banach space and let x, y ∈ X with ‖x‖ = 1. Then
there exists x∗ ∈ J(x) such that

(3.1) lim
t→∞

‖tx− y‖ − 〈tx− y, x∗〉 = 0.

Proof. If X is finite dimensional, then [29, Theorem 23.4] says that

lim
ǫ→0+

‖x− ǫy‖ − ‖x‖
ǫ

= sup
x∗∈J(x)

〈−y, x∗〉

since J(x) is the subdifferential of the norm at x. Furthermore J(x) is compact, so
there is an x∗ ∈ J(x) where the supremum is attained, and then

lim
ǫ→0+

‖x− ǫy‖ − ‖x‖
ǫ

= −〈y, x∗〉 .

By replacing ǫ with t−1, we have (3.1). The infinite dimensional version follows
by first applying the result to the finite dimensional subspace spanned by x and
y, and then extending the linear functional x∗ to all of X using the Hahn-Banach
theorem. �
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For any nonzero x ∈ X , let Wx = {w ∈ X : supx∗∈J(x) 〈w, x∗〉 < 0}. Note that
each Wx is a nonempty open convex cone in X . The following result says that if
certain limits are bounded below, then the range of the displacement map does not
intersect a translate of Wx for some x.

Lemma 3.4. Let X be a real Banach space and let f : X → X be nonexpansive.
Let x ∈ X with ‖x‖ = 1. If limt→∞ 〈f(tx)− tx, x∗〉 ≥ c for all x∗ ∈ J(x), then
range(f − id) does not intersect the open affine cone Wx + cx.

Proof. By Lemma 3.3, for any y ∈ X there is an x∗ ∈ J(x) such that

0 = lim
t→∞

‖tx− y‖ − 〈tx− y, x∗〉
≥ lim sup

t→∞
‖f(tx)− f(y)‖ − 〈tx− y, x∗〉 (nonexpansiveness)

≥ lim sup
t→∞

〈f(tx)− f(y), x∗〉 − 〈tx− y, x∗〉 (since ‖x∗‖∗ = 1)

= lim
t→∞

〈f(tx)− tx, x∗〉 − 〈f(y)− y, x∗〉
≥ c− 〈f(y)− y, x∗〉 .

This means that supx∗∈J(x) 〈f(y)− y, x∗〉 ≥ c so f(y)− y /∈ Wx + cx. �

The next observation is also about the range of displacement maps, this time
when f is nonexpansive with respect to a uniformly smooth norm. This lemma can
be proved directly from a more general result [27, Theorem 5.2] which says that
the closure of the range of an m-accretive operator on a smooth Banach space is
always convex. Here we take a different approach using horofunctions.

Lemma 3.5. Let X be a uniformly smooth real Banach space and suppose that
f : X → X is nonexpansive. The closure of the range of f − id is convex.

Proof. Suppose that u ∈ X\range(f− id). Then infx∈X ‖f(x)−u−x‖ = ρ > 0. By
Theorem 2.5, there is a horofunction h on X such that h(f(x)−u) ≤ h(x)−ρ for all
x ∈ X . This horofunction cannot be bounded below since the iterates (f − u)k(0)
have h((f − u)k(0)) → −∞. So Lemma 2.4 implies that there is a nonzero linear
functional ν ∈ B∗

1 such that h(x) = −〈x, ν〉 for all x. Then

−〈f(x)− u, ν〉 ≤ − 〈x, ν〉 − ρ

for all x ∈ X . Equivalently,

〈f(x)− x, ν〉 ≥ 〈u, ν〉+ ρ.

Therefore the linear functional ν separates u from range(f − id). This means that
range(f − id) is the intersection of an infinite family of closed half-spaces (one for
each u /∈ range(f − id)), and as such, it must be a convex set. �

The last preliminary observation before the main result of this section is the
following fixed point theorem [17, Theorem 2.4].

Theorem 3.6 (Kaewcharoen-Kirk). Let X be a Banach space which has the fixed
point property, let C be a closed, convex subset of X, and suppose that f : C → C
is nonexpansive. If Fδ(f) = {x ∈ C : ‖f(x) − x‖ ≤ δ} is bounded and nonempty
for some δ ≥ 0, then f has a fixed point.
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The main result of this section is the following theorem. Condition (a) in the
theorem is sufficient for a nonexpansive map to have surjective displacement when
the Banach space has the fixed point property, while condition (e) is necessary for
surjective displacement on any Banach space.

Theorem 3.7. Let f : X → X be a nonexpansive map on a real Banach space X.
Consider the following possible conditions on f .

(a) The approximate fixed point sets Fδ(f) are bounded for all δ > 0.
(b) f + u has a nonempty and bounded set of fixed points for all u ∈ X.
(c) f − id maps onto X.
(d) The range of f − id is dense in X.
(e) For every x ∈ X with ‖x‖ = 1, there is an x∗ ∈ J(x) such that

lim
t→∞

〈f(tx) − tx, x∗〉 = −∞.

For these conditions, the following implications are true.

• Condition (a) implies (d), (b) implies (c), and (d) implies (e).
• If X has the fixed point property, then (a) implies (b).
• If X is uniformly smooth, then conditions (d) and (e) are equivalent.
• If X is a Hilbert space, then conditions (b) and (c) are equivalent.
• If X is finite dimensional with a smooth or polyhedral norm, then all five
conditions are equivalent.

Proof. (a) ⇒ (d). Suppose by way of contradiction that condition (d) is false. Then
there is a u ∈ X\range(f − id) and ρ = infx∈X ‖f(x) − u − x‖ > 0. By Theorem
2.5, there is a horofunction h on X such that h(f(x)− u) ≤ h(x)− ρ for all x ∈ X .
Let the sequence xk be defined recursively by x0 = 0 and xk+1 = f(xk)− u. Then
h(xk) ≤ −ρk for all k ≥ 0. Since h is 1-Lipschitz, this implies that ‖xk‖ → ∞. At
the same time, for all k we have

‖f(xk)− xk‖ ≤ ‖f(xk)− u− xk‖+ ‖u‖ (triangle inequality)

≤ ‖f(0)− u‖+ ‖u‖. (since f − u is nonexpansive)

So xk is an unbounded sequence contained in the set Fδ(f) with δ = ‖f(0)−u‖+‖u‖
which contradicts (a).

(d) ⇒ (e). Suppose that condition (e) fails, that is, there is a constant c ∈ R

and x ∈ X with ‖x‖ = 1 such that limt→∞ 〈f(tx)− tx, x∗〉 ≥ c for all x∗ ∈ J(x).
By Lemma 3.4, the range of f − id does not contain any elements in the nonempty
open set {y ∈ X : maxy∗∈J(x) 〈y, y∗〉 < c}. This contradicts (d).

(a) ⇒ (b). We assume here that X has the fixed point property. Let x, u ∈ X .
Then ‖f(x) − x‖ ≤ ‖f(x) + u − x‖ + ‖u‖ by the triangle inequality. Therefore
Fδ(f +u) ⊆ F(δ+‖u‖)(f) is bounded for every δ ≥ 0. By choosing δ large enough so
that Fδ(f + u) is nonempty and letting C = X , we see that Theorem 3.6 implies
that f + u has a fixed point. In addition, the fixed point set F0(f + u) is bounded
because it is contained in F‖u‖(f).

(e) ⇒ (d). Suppose now that X is uniformly smooth. By Lemma 3.5, range(f −
id) is convex. Suppose there exists u ∈ X\range(f − id). By the Hahn-Banach
theorem, there is a linear functional x∗ ∈ X∗ such that 〈f(x)− x, x∗〉 > 〈u, x∗〉 for
all x ∈ X . We may assume that ‖x∗‖∗ = 1. Since any uniformly smooth Banach
space is reflexive, there exists x ∈ X such that x∗ ∈ J(x), and since X∗ is uniformly
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convex, x∗ is the only element of J(x). Then the fact that 〈f(tx)− tx, x∗〉 > 〈u, x∗〉
for all t > 0 contradicts (e).

It is obvious that (b) implies (c), so we will just prove the converse when X is a
Hilbert space.

(c) ⇒ (b). Let X be a Hilbert space. It suffices to prove that the fixed point set
F0(f) is bounded since the same argument will apply to f + u for any u. Choose
any w ∈ F0(f) and y ∈ X . Since f has surjective displacement, there is an x ∈ X
such that f(x) = x + y. Then ‖x + y − w‖2 = ‖f(x) − f(w)‖2 ≤ ‖x − w‖2 by
nonexpansiveness. Using the inner-product to expand the norms in this inequality,
and then canceling terms, we find that 〈w, y〉 ≥ 〈x, y〉 + 1

2‖y‖2. We can also find

a corresponding upper bound 〈w, y〉 ≤ 〈x, y〉 − 1
2‖y‖2 by finding an x ∈ X such

that f(x) = x − y. So there is a constant by > 0, depending only on y, such that
| 〈w, y〉 | ≤ by for all w ∈ F0(f). Thus F0(f) is weakly bounded which means it
must also be strongly bounded [8, Corollary 2.4].

Now suppose thatX is finite dimensional and is either smooth or has a polyhedral
norm. By Theorem 3.1, conditions (a), (b), and (c) are equivalent, and the above
results tell us that (a) implies (d) and (d) implies (e). Therefore, it suffices to prove
that (e) implies (a).

(e) ⇒ (a). Suppose that condition (a) is not true. By Theorem 3.1, there is a
horofunction h on X and a constant c ∈ R such that h(f(x)) ≤ h(x) + c for all
x ∈ X . Since we are assuming that either X is smooth or X has a polyhedral
norm, Theorem 2.1 implies that h is given by (2.1) for some proper face F ∗ of B∗

1

and some u ∈ X such that supν∈F∗ 〈u, ν〉 = 0. Also, when X is smooth or has a
polyhedral norm, all proper faces of B∗

1 are exposed faces. Thus, there is an x ∈ X
with ‖x‖ = 1 such that F ∗ = J(x). Now, for any x∗ ∈ F ∗ and t > 0,

〈u− f(tx), x∗〉 ≤ sup
ν∈F∗

〈u− f(tx), ν〉

= h(f(tx)) (by (2.1))

≤ h(tx) + c

= sup
ν∈F∗

〈u− tx, ν〉 + c (by (2.1) again)

= −t+ c. (since J(x) = F ∗)

By rearranging terms, we have 〈u, x∗〉−c ≤ 〈f(tx), x∗〉− t = 〈f(tx)− tx, x∗〉. Since
this is true for all x∗ ∈ J(x) and t > 0, we have contradicted condition (e). �

Remark 3.8. The implication (a) ⇒ (d) appears to already be known. In fact, the
following is [10, Exercise 13.6(a)]: If F is an m-accretive operator (also known as a
hyperaccretive operator) on a Banach space X such that {x ∈ X : ‖F (x)‖ ≤ α} is
bounded for all α, then F has dense range. For any nonexpansive map f : X → X ,
the map id − f is m-accretive, so this exercise implies that (a) ⇒ (d). If X has
the fixed point property, then (a) ⇒ (c) is also known. In that case, if F is an
m-accretive operator such that {x ∈ X : ‖F (x)‖ ≤ α} is bounded for all α, then
[28, Theorem 6] implies that F is surjective.

Remark 3.9. If X is a Hilbert space and f : X → X is nonexpansive, then the
multivalued map u 7→ F0(f+u) is maximally monotone. Since monotone operators
on a Hilbert space are locally bounded on the interior of their domains [10, Theorem
23.2], this gives an alternative proof of the equivalence of conditions (b) and (c).
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This also implies that if f has surjective displacement, then the set of u such that
F0(f + u) is single-valued is a dense Gδ subset of X [10, Theorem 23.6].

In infinite dimensions, it is easy to construct nonexpansive maps with dense
displacement, but not surjective displacement.

Example 3.10. Let T : ℓ2(N) → ℓ2(N) be the right shift operator

T (x1, x2, x3, . . .) = (0, x1, x2, . . .).

If e1 = (1, 0, 0, . . .), then the map T + e1 is an isometry with no fixed points in
ℓ2(N). Thus T does not have surjective displacement. However, ‖T (x) − x‖2 =
2‖x‖2 − 2 〈T (x), x〉 > 0 for all nonzero x ∈ ℓ2(N). Therefore, 〈T (tx)− tx, x〉 =
t 〈T (x)− x, x〉 → −∞ as t → ∞ for all nonzero x. This shows that T has dense
displacement by Theorem 3.7.

Condition (a) is sufficient for a nonexpansive map to have surjective displace-
ment, but the following example shows that it is not necessary in infinite dimensions.

Example 3.11. Let X = ℓ2(N), let {ek}k∈N denote the standard basis for ℓ2(N),
and let f : X → X be the map defined entrywise by

fj(x) =











j
j+1 (xj + 1) if xj < −1

0 if |xj | ≤ 1
j

j+1 (xj − 1) if xj > 1.

Then f is nonexpansive and f − id is onto. After all, for any u ∈ X , |uj| ≤ 1 for
all but finitely many j ∈ N. Therefore, we can choose x ∈ X as follows:

xj =











−(j + 1)uj + j if uj > 1

−uj if |uj| ≤ 1

−(j + 1)uj − j if uj < −1,

so that f(x)−x = u. On the other hand, observe that the approximate fixed point
set F2(f) contains (k + 2)ek for all k ∈ N. Therefore f has surjective displacement
even though the approximate fixed point set F2(f) is not bounded.

For linear nonexpansive maps, condition (c) implies condition (a) from Theorem
3.7.

Lemma 3.12. Suppose X is a real Banach space, T : X → X is linear and
nonexpansive, and T has surjective displacement. Then all approximate fixed point
sets Fδ(T ) are bounded.

Proof. For any nonzero x ∈ X ,

lim
t→∞

〈T (tx)− tx, x∗〉 = lim
t→∞

t 〈T (x)− x, x∗〉 = −∞

for some x∗ ∈ J(x) by Theorem 3.7. Therefore T (x)− x 6= 0 and so the kernel of
T − id is {0}. This means that T − id is one-to-one and onto, so it is invertible
with a bounded inverse. Then Fδ(T ) = (T − id)−1Bδ, so Fδ(T ) is bounded for all
δ ≥ 0. �

An interesting corollary of Theorem 3.7 is the following.
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Corollary 3.13. Let X be a real Banach space and suppose that f and g are both
nonexpansive maps on X. If X is uniformly smooth and f has dense displacement,
then cf + (1 − c)g is a nonexpansive map with dense displacement for all 0 <
c < 1. If f has surjective displacement and X is finite dimensional with either a
smooth or polyhedral norm, then cf+(1−c)g is a nonexpansive map with surjective
displacement for all 0 < c < 1.

Proof. It is easy to verify that cf + (1− c)g is nonexpansive for all 0 < c < 1. By
Lemma 3.2,

lim
t→∞

〈cf(tx) + (1 − c)g(tx)− tx, x∗〉

exists and is contained in [−∞,∞) for all x ∈ X with ‖x‖ = 1 and x∗ ∈ J(x).
Suppose f has dense displacement. Then f satisfies condition (e) of Theorem 3.7
and so must cf + (1 − c)g for all 0 < c < 1. Then if X is uniformly smooth, it
follows that from Theorem 3.7 that cf + (1 − c)g has dense displacement. If X
is finite dimensional and smooth or X has a polyhedral norm, then Theorem 3.7
implies that cf + (1 − c)g has surjective displacement. �

Some of the implications from Theorem 3.7 may not be best possible. It is not
clear whether condition (a) implies surjective displacement on Banach spaces with-
out the fixed point property or whether condition (e) implies surjective displace-
ment on every finite dimensional real Banach space. We also don’t know whether
conditions (b) and (c) are equivalent on Banach spaces that are not Hilbert spaces.

4. Polyhedral norm nonexpansive maps

The following theorem gives a computational procedure involving a finite number
of limits that determine whether or not a nonexpansive map on a space with a
polyhedral norm has surjective displacement.

Theorem 4.1. Let X be a finite dimensional real Banach space with a polyhedral
norm and suppose that f : X → X is nonexpansive. For every face F of the unit
ball B1, choose an xF in the relative interior of F and an x∗

F in the relative interior
of the corresponding dual face F ∗ of B∗

1 . Then f − id maps onto X if and only if

(4.1) limt→∞ 〈f(txF )− txF , x
∗
F 〉 = −∞

for every proper face F .

Of course, Theorem 4.1 is only useful as a test for the existence of fixed points if
it is possible to calculate the limits in (4.1). However, given an explicit expression
for f , this is frequently the case. Before proving the theorem, we make the following
general observation.

Lemma 4.2. Let X be a real Banach space, let x, y ∈ X with ‖x‖ = ‖y‖ = 1, and
suppose that J(x) ⊆ J(y). Then for any x∗ ∈ J(x),

lim
t→∞

〈f(tx)− tx, x∗〉 ≤ lim
t→∞

〈f(ty)− ty, x∗〉 .

In particular, if J(x) = J(y), then the two limits are equal.
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Proof. By Lemma 3.3, for any s > 0 there is a z∗ ∈ J(x) such that

0 = lim
t→∞

‖tx− sy‖ − 〈tx− sy, z∗〉
= lim

t→∞
‖tx− sy‖ − t+ s (since z∗ ∈ J(x) ⊆ J(y))

≥ lim sup
t→∞

‖f(tx)− f(sy)‖ − t+ s (nonexpansiveness)

≥ lim sup
t→∞

〈f(tx)− f(sy), x∗〉 − t+ s (since ‖x∗‖∗ = 1)

= lim
t→∞

〈f(tx)− tx, x∗〉 − 〈f(sy)− sy, x∗〉 .

We have shown that 〈f(sy)− sy, x∗〉 ≥ limt→∞〈f(tx) − tx, x∗〉 for all s > 0. The
conclusion follows by letting s → ∞. �

Proof of Theorem 4.1. Choose any proper face F of B1. If f − id maps onto X ,
then Theorem 3.7 implies that limt→∞ 〈f(txF )− txF , x

∗〉 = −∞ for at least one
x∗ ∈ F ∗. Any x∗

F in the relative interior of F ∗ can be expressed as a non-trivial
convex combination of x∗ with some other y∗ ∈ F ∗, that is, x∗

F = cx∗ + (1 − c)y∗

where 0 < c < 1. Since the limt→∞ 〈f(txF )− txF , y
∗〉 < ∞ by Lemma 3.2, it

follows that limt→∞ 〈f(txF )− txF , x
∗
F 〉 = −∞. This proves that the condition

given by (4.1) is necessary in order for f − id to map onto X .
Now, suppose that (4.1) holds for one xF ∈ riF . For any other yF ∈ riF ,

J(xF ) = J(yF ). Then by Lemma 4.2

lim
t→∞

〈f(tyF )− tyF , x
∗
F 〉 = lim

t→∞
〈f(txF )− txF , x

∗
F 〉 = −∞

for all yF ∈ riF . Therefore confirming (4.1) for one representative xF in the relative
interior of each proper face F is sufficient to confirm it for all yF ∈ riF . Since every
x ∈ X with ‖x‖ = 1 is contained in the relative interior of some face F , verifying
(4.1) for every face F will establish condition (e) in Theorem 3.7. That is sufficient
to show that f has surjective displacement. �

One might wonder if checking (4.1) for a subset of the faces of B1 might be
sufficient to prove that (4.1) holds for all proper faces? For the supremum norm
on R

n, this is not the case. The following example shows that for any proper face
F of the unit ball in (Rn, ‖ · ‖∞), there is an ℓ∞ nonexpansive map such that (4.1)
holds for every face except F .

Example 4.3. Let X = R
n with the supremum norm ‖x‖∞. Let N = {1, . . . , n}.

For any subset I ⊆ N , let eI be the vector in R
n defined by

(eI)i =

{

1 if i ∈ I

0 otherwise.

The faces of the unit ball in X are the sets

FIJ = {x ∈ B1 : xi = 1 if i ∈ I, xi = −1 if i ∈ J}
where I and J are disjoint subsets of N . Note that FIJ is a proper face if at least
one of the sets I, J is nonempty. The corresponding dual faces are

F ∗
IJ = {x ∈ B∗

1 :
∑

i∈I

xi −
∑

j∈J

xj = 1}.

For each face FIJ , let xIJ = eI − eJ and x∗
IJ = 1

|I|+|J|(eI − eJ). Observe that

xIJ ∈ ri(FIJ ) and x∗
IJ ∈ ri(F ∗

IJ ).
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In order to apply Theorem 4.1 to a nonexpansive map f on X , we must check
whether

lim
t→∞

〈f(txIJ)− txIJ , x
∗
IJ〉 = −∞

for every disjoint pair I, J ⊆ N with I ∪ J 6= ∅.
Fix disjoint sets K,L ⊂ N such that K ∪ L is nonempty. Let PKL : Rn → R

n

be the map

PKL(x)i =

{

max{xi, 0} if i ∈ K ∪ L

0 otherwise.

Let DL : Rn → R
n be the transformation

DL(x)i =

{

−xi if i ∈ L

xi otherwise.

Finally, let σ be a permutation of N that is a cyclic permutation of the elements of
K ∪ L and let S : Rn → R

n be the permutation operator corresponding to σ, that
is S(x)i = xσ(i).

Each of the maps PKL, DL, and S are nonexpansive on X , and therefore so is
the composition f = DL ◦ S ◦ PKL ◦DL. Observe that txKL is a fixed point of f
for all t > 0. Therefore f cannot have surjective displacement. But every one of
the limits (4.1) holds, except for the one corresponding to the face FKL.

When ‖ · ‖ is either the ℓ1 or the ℓ∞ norm on R
n, the condition of Theorem 4.1

involves checking 3n − 1 limit inequalities. Interestingly, according to Kalai’s 3d

conjecture [18, 30], any centrally symmetric n-dimensional polytope should have at
least 3n nonempty faces. Thus the number of limits needed to check the conditions
of Theorem 4.1 for other polyhedral norms on R

n should always be at least 3n − 1.
Unfortunately, there is no way to show that an ℓ2-nonexpansive map on R

n

has surjective displacement using a finite set of limits of the type in Theorem 4.1.
To see why, let f be an orthogonal projection onto a one-dimensional subspace
spanned by v ∈ R

n with ‖v‖2 = 1. For any x that is not a scalar multiple of
v (that is, almost every x), we have | 〈x, v〉 | < ‖x‖2, so limt→∞ 〈f(tx)− tx, x〉 =
t(| 〈x, v〉 |2 − ‖x‖22) → −∞. This is despite the fact that f has an unbounded set
of fixed points. In section 7, we will give a computable sufficient condition for
confirming surjective displacement when f is a nonexpansive map on a smooth
finite dimensional normed space.

5. Perron-Frobenius theory

Let N = {1, . . . , n}. For any subset I ⊆ N , let eI be the vector in R
n defined by

(eI)i =

{

1 if i ∈ I

0 otherwise.

We use ≥ to denote the natural partial ordering on R
n: x ≥ y if and only if xi ≥ yi

for all i ∈ N . A map T : Rn → R
n is order-preserving if T (x) ≥ T (y) whenever

x ≥ y. T is additively homogeneous if T (x+ teN) = T (x) + teN for all x ∈ R
n and

t ∈ R and T is additively subhomogeneous if T (x+ teN) ≤ T (x)+ teN for all x ∈ R
n

and t ≥ 0.
If T : R

n → R
n is order-preserving, then T is nonexpansive with respect to

the ℓ∞-norm if and only if it is additively subhomogeneous [22, Lemma 2.7.2].
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Such maps are called subtopical. Order-preserving maps on R
n that are additively

homogeneous are called topical.

5.1. Surjective displacement for subtopical maps. The following necessary
and sufficient condition for a subtopical map to have surjective displacement only
requires computing 2(2n − 1) limits as opposed to the 3n − 1 limits needed by the
condition in Theorem 4.1 for ℓ∞-nonexpansive maps that are not order-preserving.

Theorem 5.1. Let T : Rn → R
n be subtopical. Then T has surjective displacement

if and only if for every nonempty I ⊆ N ,

(5.1) lim
t→∞

〈T (teI), eI〉 − t|I| = −∞ and lim
t→∞

〈T (−teI), eI〉+ t|I| = +∞.

Proof. Since T is subtopical, it is nonexpansive with respect to the supremum norm
‖ · ‖∞. We use the notation from Example 4.3 for the faces FIJ , dual faces F ∗

IJ

and representative points xIJ ∈ riFIJ and x∗
IJ ∈ riF ∗

IJ of the unit ball B1 in
(Rn, ‖ · ‖∞). By Theorem 4.1, T has surjective displacement if and only if

lim
t→∞

〈T (txIJ)− txIJ , x
∗
IJ 〉 = −∞

for every disjoint pair I, J ⊆ N with I ∪ J 6= ∅. Since xIJ = (|I| + |J |)x∗
IJ , the

limit above is equivalent to

lim
t→∞

〈T (txIJ), xIJ 〉 − t(|I|+ |J |) = −∞.

In order for T to have surjective displacement, it is necessary that both limits in
(5.1) hold true, as those two limits correspond to the limit condition above for xI∅

and x∅I . We will now show that the limits in (5.1) are also sufficient for T to have
surjective displacement.

Note that −eJ ≤ xIJ ≤ eI . Therefore T (−teJ) ≤ T (txIJ) ≤ T (teI) for all t > 0.
So

〈T (txIJ), xIJ 〉 − t(|I|+ |J |) = 〈T (txIJ), eI〉 − t|I| − 〈T (txIJ ), eJ〉 − t|J |
≤ 〈T (teI), eI〉 − t|I| − 〈T (−teJ), eJ 〉 − t|J |
= (〈T (teI), eI〉 − t|I|)− (〈T (−teJ), eJ〉+ t|J |) .

If (5.1) holds for all nonempty I, then the inequality above implies that

lim
t→∞

〈T (txIJ), xIJ 〉 − t(|I|+ |J |) = −∞

for all disjoint sets I, J ⊆ N with I ∪ J 6= ∅. Hence T has surjective displacement
by Theorem 4.1. �

5.2. Existence of additive eigenvectors for topical maps. The results in this
subsection are not new, but rather give alternative proofs of some necessary and
sufficient conditions from [3] for a topical map T : Rn → R

n to have the property
that T +u has an additive eigenvector for all u ∈ R

n. The results in [3] were proved
using a game theoretic approach involving dominions of players in certain one and
two-player games. Here we will show how those results follow from Theorem 4.1.

For x ∈ R
n, let t(x) = maxi∈N xi and b(x) = mini∈N xi. If T : Rn → R

n is
topical, then T is nonexpansive with respect to the variation seminorm ‖x‖var =
t(x) − b(x) [12, Section 2.2]. Note that ‖ · ‖var is not a norm on R

n, but it is
a norm on the subspace V0 = {x ∈ R

n : 〈x, eN 〉 = 0}. The normalized map
f(x) = T (x)− 1

n
〈T (x), eN〉 eN maps V0 into itself and is nonexpansive with respect

to ‖ ·‖var. If f has a fixed point x in V0, then x is an additive eigenvector of T , that
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is, T (x) = x+λeN for some λ ∈ R. In fact, T +u has an additive eigenvector if and
only if f+u0 with u0 = u− 1

n
〈u, eN〉 eN has a fixed point. Since the variation norm

is a polyhedral norm on V0, Theorem 4.1 gives a testable necessary and sufficient
condition to see if T + u has an additive eigenvector for every u ∈ R

n. We will see
below that the condition ends up being equivalent to the one given in [3, Theorem
4.2].

The proper faces of B1 in (V0, ‖ · ‖var) are the sets

FIJ = {x ∈ V0 : ‖x‖var = 1, xi = t(x)∀i ∈ I, xj = b(x)∀j ∈ J}
where I, J ⊂ N are nonempty and disjoint. The dual norm is ‖x‖∗var = 1

2

∑

i∈N |xi|,
and the faces of the dual unit ball are

F ∗
IJ = {x ∈ V0 : ‖x‖∗var = 1,

∑

i∈Ixi = 1,
∑

j∈Jxj = −1}.
Note that if x ∈ F ∗

IJ , then xi > 0 for all i ∈ I, xi < 0 for i ∈ J and xi = 0 for

i ∈ (I ∪ J)c. Let x∗
IJ = 1

|I|eI − 1
|J|eJ , and let δ = ‖x∗

IJ‖var =
(

1
|I| +

1
|J|

)

. By

construction, x∗
IJ ∈ riF ∗

IJ . If we let xIJ = 1
δ
x∗
IJ , then xIJ ∈ riFIJ .

Lemma 5.2. Let T : Rn → R
n be topical. Let f : V0 → V0 be the corresponding

normalized map f(x) = T (x) − 1
n
〈T (x), eN〉 eN . Let I, J be disjoint, nonempty

subsets of N . Then

(5.2) lim
t→∞

〈f(txIJ)− txIJ , x
∗
IJ〉 = −∞

if and only if

(5.3) lim
t→∞

〈T (−teIc), eI〉 = −∞ or lim
t→∞

〈T (teJc), eJ〉 = ∞.

Proof. Start by observing that

− 1
δ|J|eJ ≤ xIJ ≤ 1

δ|I|eI .

This implies that
−eIc ≤ xIJ − 1

δ|I|eN ≤ − 1
δ|I|eIc

and
1

δ|J|eJc ≤ xIJ + 1
δ|J|eN ≤ eJc .

Also,

〈f(txIJ)− txIJ , x
∗
IJ 〉 = 〈T (txIJ), x

∗
IJ 〉 − t

= 1
|I| 〈T (txIJ), eI〉 − 1

|J| 〈T (txIJ), eJ〉 − t

= 1
|I|

〈

T (txIJ − 1
δ|I|eN), eI

〉

− 1
|J|

〈

T (txIJ + 1
δ|J|eN ), eJ

〉

.

Combining these facts, we see that

(5.4) 〈f(txIJ )− txIJ , x
∗
IJ〉 ≥ 1

|I| 〈T (−teIc), eI〉 − 1
|J| 〈T (teJc), eJ〉

and

(5.5) 〈f(txIJ)− txIJ , x
∗
IJ〉 ≤ 1

|I|

〈

T (− t
δ|I|eIc), eI

〉

− 1
|J|

〈

T ( t
δ|J|eJc), eJ

〉

.

As T is order-preserving, both 〈T (−teIc), eI〉 and 〈T (teJc), eJ〉 are monotone func-
tions of t. So both limt→∞ 〈T (−teIc), eI〉 and limt→∞ 〈T (teJc), eJ〉 exist. From
this and the last two inequalities, the conclusion follows. �

The next theorem is equivalent to [3, Theorem 4.2].
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Theorem 5.3. Let T : Rn → R
n be topical. Then T+u has an additive eigenvector

for all u ∈ R
n if and only if for every pair of nonempty, disjoint sets I, J ⊂ N either

lim
t→∞

〈T (−teIc), eI〉 = −∞ or lim
t→∞

〈T (teJc), eJ〉 = +∞.

Proof. The functions T + u have an additive eigenvector for every u ∈ R
n if and

only if the corresponding normalized map f : V0 → V0 defined by f(x) = T (x) −
1
n
〈T (x), eN〉 eN has surjective displacement. By Theorem 4.1, this happens if and

only if (5.2) holds for every disjoint pair of nonempty subsets I, J ⊂ N . This, in
turn, is equivalent to (5.3) holding for each pair I, J by Lemma 5.2. �

The condition of Theorem 5.3 only requires computing 2(2n− 1) limits, however
one also needs to check that for each nonempty, disjoint pair I, J ⊂ N , one of the
limits in (5.3) is infinite. There are almost 3n such pairs. However, a combinatorial
approach using hypergraphs reduces the number of computations necessary to check
the conditions above to O(2nn2). We’ll give a short explanation of the idea here,
for more details see [3, Section 4.2.3].

A directed hypergraph consists of a set of nodes N and a collection of directed
hyperarcs. A hyperarc is an ordered pair (t,h) where t,h ⊆ N . Following [3], we
introduce two directed hypergraphs H+

∞(T ) and H−
∞(T ) both of which have nodes

N = {1, . . . , n}. The hyperarcs of H+
∞(T ) are the pairs (J, {i}) with i /∈ J such

that

lim
t→∞

Ti(teJ ) = +∞.

The hyperarcs of H−
∞(T ) are (J, {i}) with i /∈ J such that

lim
t→∞

Ti(−teJ) = −∞.

Let H be any directed hypergraph with nodes N . For I ⊆ N , we say that
I is invariant in H if there are no hyperarcs from a subset of I to a subset of
Ic. Since T is order-preserving, if I is not invariant in H−

∞(T ) or H+
∞(T ), then

there must be a j ∈ Ic such that (I, {j}) is a hyperarc in the hypergraph. Note
that limt→∞ 〈T (−teIc), eI〉 = −∞ if and only if Ic is not invariant in H−

∞(T ) and
limt→∞ 〈T (teJc), eJ〉 = ∞ if and only if Jc is not invariant in H+

∞(T ).
The reach of I in a hypergraph H is the smallest invariant subset of N that

contains I. Using the notion of reach, we can give an improved version of Theorem
5.3. This next result is described in the comments preceding [3, Theorem 4.6].

Theorem 5.4. Let T : Rn → R
n be topical. Then T+u has an additive eigenvector

for all u ∈ R
n if and only if for every nonempty proper subset J ⊂ N either

lim
t→∞

〈T (teJc), eJ 〉 = +∞ or reach(J,H−
∞(T )) = N.

Proof. If limt→∞ 〈T (teJc), eJ〉 is finite for some nonempty proper subset J ⊂ N and
if I = N\ reach(J,H−

∞(T )) is nonempty, then Ic = reach(J,H−
∞(T )) is invariant

in H−
∞(T ) so limt→∞ 〈T (−teIc), eI〉 > −∞. Therefore Theorem 5.3 implies that

T + u does not have an additive eigenvector for all u ∈ R
n. On the other hand, if

reach(J,H−
∞(T )) = N , then for any nonempty I disjoint from J , we have J ⊆ Ic,

so reach(Ic,H−
∞(T )) = N . This means that Ic is not invariant in H−

∞(T ), so
limt→∞ 〈T (−teIc), eI〉 = −∞ for all nonempty I disjoint from J . Then Theorem
5.3 implies that T + u has an additive eigenvector for all u ∈ R

n. �
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Since the reach of a set in H−
∞(T ) can be computed relatively quickly (see [3,

Lemma 4.5]), the condition in Theorem 5.4 can be checked inO(2nn2) computations
including limits as a single computation. See [3, Theorem 4.6] for details.

Although we chose to state Theorem 5.4 using the hypergraph H−
∞(T ), the fol-

lowing dual result is also true. T + u has additive eigenvector for all u ∈ R
n if and

only if for every nonempty proper subset I ⊂ N either

lim
t→∞

〈T (−teIc), eI〉 = −∞ or reach(I,H+
∞(T )) = N.

The proof is essentially the same. It turns out that working with the hypergraph
H−

∞(T ), as in Theorem 5.4, is more convenient for convex topical maps.

5.2.1. Convex topical maps. If T : Rn → R
n is convex in addition to being topical,

then we can determine whether or not T + u has an additive eigenvector for all
u ∈ R

n much more quickly. Let G∞(T ) be the directed graph with nodes N and
an arc from i to j if limt→∞ Ti(te{j}) = ∞. Note that the arcs in G∞(T ) point in

the opposite direction of the corresponding hyperarcs in H+
∞(T ). The graph G∞(T )

was introduced in [12] and used in [3] to prove the following theorem. Recall that
the nodes of a directed graph can be partitioned into their strongly connected
components, and a strongly connected component is called a final class if there are
no arcs from that component to any other.

Theorem 5.5 ([3, Corollary 4.4]). Let T : Rn → R
n be convex and topical. Then

T + u has an additive eigenvector for every u ∈ R
n if and only if G∞(T ) has a

unique final class C and reach(C,H−
∞(T )) = N .

Because the strongly connected components of G∞(T ) can be computed in O(n2)
time and reach(C,H−

∞(T )) can also be computed in O(n2) [3, Lemma 4.5], the
conditions in Theorem 5.5 are much faster to check than the conditions of Theorems
5.3/5.4 when n is large. See [3, Corollary 4.7]. The graph G∞(T ) also leads to the
following (already known) generalization of [12, Theorem 2].

Theorem 5.6. Let T : Rn → R
n be topical. If G∞(T ) is strongly connected, then

T + u has an additive eigenvector for every u ∈ R
n.

We will prove both Theorem 5.5 and Theorem 5.6 using the following lemma
which relates the graph G∞(T ) with the hypergraphs H+

∞(T ) and H−
∞(T ).

Lemma 5.7. Let T : Rn → R
n be topical. If I ⊂ N is invariant in H+

∞(T ), then
Ic is invariant in G∞(T ). If T is also convex, then for any J ⊂ N that is invariant
in G∞(T ), Jc is invariant in both H+

∞(T ) and H−
∞(T ).

Proof. If I ⊂ N is invariant in H+
∞(T ), then limt→∞ 〈T (teI), eIc〉 < ∞. Since T is

order-preserving,
lim
t→∞

Tj(te{i}) ≤ lim
t→∞

Tj(teI) < ∞
for all i ∈ I and j ∈ Ic. Therefore Ic is invariant in G∞(T ).

Now suppose that T is convex and J ⊂ N is invariant in G∞(T ). This means
that limt→∞ Ti(te{j}) < ∞ for all i ∈ J and j ∈ Jc. By the convexity of T ,

Ti

(

t
|Jc|eJc

)

≤ 1
|Jc|

∑

j∈Jc

Ti(te{j})

therefore limt→∞ Ti(teJc) < ∞ for all i ∈ J . This proves that Jc is invariant in
H+

∞(T ).
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Since T is additively homogeneous, Ti(−teJc) = Ti(teJ) − t for all i ∈ N . By
convexity

Ti(0) +
1
2 t = Ti

(

1
2 teN

)

≤ 1
2 (Ti(teJ) + Ti(teJc)).

Rearranging and doubling the inequality above gives

Ti(−teJc) = Ti(teJ)− t ≥ 2Ti(0)− Ti(teJc).

We have already shown that limt→∞ Ti(teJc) < ∞ when i ∈ J . So we have
limt→∞ Ti(−teJc) > −∞ for all i ∈ J . Hence Jc is invariant in H−

∞(T ). �

Proof of Theorem 5.5. If G∞(T ) has two different final classes I and J , then both
I and J are invariant in G∞(T ) so by Lemma 5.7 Ic is invariant in H−

∞(T ) and Jc

is invariant in H+
∞(T ). This means that

lim
t→∞

〈T (teJc), eJ 〉 < ∞ and lim
t→∞

〈T (−teIc), eI〉 > −∞.

So T + u does not have an additive eigenvector for all u ∈ R
n by Theorem 5.3.

Now suppose that C is the unique final class of G∞(T ). Since C is invariant in
G∞(T ), Cc is invariant in H+

∞(T ) by Lemma 5.7. This means that

lim
t→∞

〈T (teCc), eC〉 < ∞,

so by Theorem 5.4 it is necessary that reach(C,H−
∞(T )) = N in order for T + u to

have an additive eigenvector for every u ∈ R
n.

We will now show that reach(C,H−
∞(T )) = N is also sufficient. Let J be any

nonempty proper subset of N such that limt→∞ 〈T (teJc), eJ 〉 < ∞, i.e., Jc is in-
variant in H+

∞(T ). By Lemma 5.7, J is invariant in G∞(T ). Any nonempty set
that is invariant in G∞(T ) must contain C, so if reach(C,H−

∞(T )) = N , then
reach(J,H−

∞(T )) = N as well. Thus T + u has an additive eigenvector for all
u ∈ R

n by Theorem 5.4. �

Proof of Theorem 5.6. If T : Rn → R
n is topical and G∞(T ) is strongly connected,

then Lemma 5.7 implies that there are no nontrivial invariant subsets of N in
the hypergraph H+

∞(T ). Thus limt→∞ 〈T (teJc), eJ〉 = ∞ for all nonempty proper
subsets J ⊂ N , and therefore T + u has an additive eigenvector for all u ∈ R

n by
Theorem 5.3. �

6. Uniqueness of fixed points

In this section, we give necessary and sufficient conditions for the uniqueness of
fixed points of polyhedral norm nonexpansive maps.

Lemma 6.1. Let X be a finite dimensional real Banach space with a polyhedral
norm and suppose that F is a proper face of the unit ball B1. For any x ∈ riF ,
there is a constant c < 1 such that

‖Rx− ry‖ = R − r

whenever y ∈ F and 0 ≤ r ≤ 1
2 (1− c)R.

Proof. Since x, y ∈ F , it follows that 〈x, ν〉 = 〈y, ν〉 = 1 for all ν in the dual face
F ∗. Let c = max{〈x, ν〉 : ν ∈ (extB1)\F ∗}. Since x ∈ riF , it follows that c < 1.
If 0 ≤ r ≤ 1

2 (1 − c)R, then cR + r ≤ R − r. Observe that 〈Rx− ry, ν〉 = R − r
if ν ∈ F ∗, and 〈Rx− ry, ν〉 ≤ cR + r if ν ∈ extB∗

1 and ν /∈ F ∗. Therefore
‖Rx− ry‖ = maxν∈extB∗

1
〈Rx− ry, ν〉 = R− r. �
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Theorem 6.2. Let X be a finite dimensional real Banach space with a polyhedral
norm, let f : X → X be nonexpansive, and suppose that f(0) = 0. Then the
following are equivalent.

(1) f has a nonzero fixed point u ∈ X.
(2) For some R > 0, there is an x contained in the relative interior of a proper

face FR of BR such that f(x) ∈ FR.
(3) There is a proper face G of the unit ball B1 and an ǫ > 0 such that rG is

invariant under f for all 0 ≤ r ≤ ǫ.

Proof. (1) ⇒ (2). If u 6= 0 is a fixed point of f , let R = ‖u‖ and let FR be the face
of BR such that u ∈ riF . Then f(u) = u ∈ FR.

(2) ⇒ (3). Suppose x ∈ riFR and f(x) ∈ FR. Let GR ⊆ FR be the face of
BR such that f(x) ∈ riGR. Let F = 1

R
FR and G = 1

R
GR so that F and G are

faces of the unit ball B1. Let G
∗ be the dual face corresponding to G. Choose any

v ∈ G. Since G ⊆ F , we have ‖x − rv‖ = R − r for all r > 0 sufficiently small
by Lemma 6.1. Then ‖f(x) − f(rv)‖ ≤ R − r by nonexpansiveness. Observe that
〈f(x), ν〉 = ‖f(x)‖ = R for all ν ∈ G∗. At the same time, 〈f(rv), ν〉 ≤ ‖f(rv)‖ ≤ r
for all ν ∈ G∗. Therefore, for any ν ∈ G∗ we have

R − r ≤ 〈f(x)− f(rv), ν〉 ≤ ‖f(x)− f(rv)‖ ≤ ‖x− rv‖ = R− r.

This proves that 〈f(rv), ν〉 = r for all ν ∈ G∗ and therefore f(rv) ∈ rG. Since
v ∈ G was arbitrary, this proves that rG is invariant under f .

(3) ⇒ (1). The faces of B1 are compact and convex. Therefore, if rG is invariant
for some r > 0, then it contains a nonzero fixed point of f by the Brouwer fixed
point theorem. �

Corollary 6.3. Let X be a finite dimensional real Banach space with a polyhedral
norm, let f : X → X be nonexpansive, and suppose u ∈ X is a fixed point of f .
For each face F of the unit ball B1, choose xF ∈ riF and x∗

F ∈ riF ∗. Then u is
the unique fixed point of f if and only if

(6.1) 〈f(u+ txF )− u− txF , x
∗
F 〉 < 0

for all t > 0 and every face F of B1.

Proof. We may assume without loss of generality that u = 0 by replacing f with
the map x 7→ f(u + x) − u. Since f is nonexpansive and f(0) = 0, it follows that
‖f(txF )‖ ≤ t for all t > 0. Therefore 〈f(txF )− txF , x

∗
F 〉 ≤ 0. If (6.1) fails for any

face F and t > 0, then 〈f(txF ), x
∗
F 〉 = t. This means that f(txF ) ∈ tF and so f

has a nonzero fixed point by Theorem 6.2. Conversely, if (6.1) holds for every face
F and t > 0, then none of the faces tF are invariant under f . Therefore Theorem
6.2 implies that 0 is the unique fixed point of f . �

Note that the functions t 7→ 〈f(u+ txF )− u− txF , x
∗
F 〉 in (6.1) are monotone

decreasing by Lemma 3.2. Therefore it suffices to verify that

lim
t→0+

sign(〈f(u+ txF )− u− txF , x
∗
F 〉) = −1

for each face F in order to confirm that u is the unique fixed point of f .
For subtopical maps, we have the following criterion for a fixed point to be

unique.
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Theorem 6.4. Let T : Rn → R
n be subtopical and suppose that u is a fixed point of

T . Then u is the unique fixed point of T if and only if for every nonempty I ⊆ N ,

〈T (u+ teI)− u, eI〉 − t|I| < 0 and 〈T (u− teI)− u, eI〉+ t|I| > 0

for all t > 0.

Proof. We can assume without loss of generality that u = 0 by replacing T with
the map x 7→ T (u + x) − u which is also subtopical. All subtopical maps are
nonexpansive with respect to the ℓ∞ norm on R

n. We use the same notation as
in Example 4.3 for the faces FIJ of the ℓ∞ unit ball B1, as well as representative
points xIJ ∈ riFIJ and x∗

IJ ∈ riF ∗
IJ . In the proof of Theorem 5.1, we showed that

(|I|+ |J |)〈T (txIJ )− txIJ , x
∗
IJ 〉 = 〈T (txIJ), xIJ 〉 − t(|I|+ |J |)

≤ (〈T (teI), eI〉 − t|I|)− (〈T (−teJ), eJ 〉+ t|J |)

for all disjoint I, J ⊂ N with I ∪ J 6= ∅. Therefore, (6.1) holds for every face FIJ

(including F∅I and FI∅) if and only if

〈T (teI), eI〉 − t|I| < 0 and 〈T (−teI), eI〉+ t|I| > 0

for all nonempty I ⊆ N and t > 0. �

We can also use the results of this section to give an alternative proof of [3,
Theorem 4.8]. Combining Corollary 6.3 with (5.4) and (5.5) we have the following.

Theorem 6.5. Let T : Rn → R
n be topical. Suppose that u is an additive eigenvec-

tor of T . Then u is the unique additive eigenvector of T up to an additive constant
if and only if for every pair of nonempty disjoint sets I, J ⊂ N , and all t > 0,
either

〈T (u− teIc)− u, eI〉 < 0 or 〈T (u+ teJc)− u, eJ〉 > 0.

As is the case with the condition in Theorem 5.3, determining whether an addi-
tive eigenvector is unique can be done more quickly using a hypergraph approach,
particularly when T is convex in addition to topical. See [3, Subsection 4.3] and
[1].

7. Recession maps and semiderivatives

Let X be a real Banach space and f : X → X be nonexpansive. If

f∞(x) = lim
t→∞

t−1f(tx)

exists for all x ∈ X , then we call f∞ the recession map for f . Recession maps
were introduced in [12] for topical functions, but the same definition applies more
broadly. Recession maps don’t always exist, but when one does it can provide a
sufficient condition for f to have surjective displacement. The following theorem is
based on a similar result for topical maps on R

n [12, Theorem 13]. Related infinite
dimensional results with additional compactness assumptions can be found in [17,
Theorem 2.7] and [26, Theorem 12].

Theorem 7.1. Let X be a finite dimensional real Banach space and f : X → X be
nonexpansive. If the recession map f∞ exists and 0 is the only fixed point of f∞,
then f has surjective displacement.
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Proof. For each t > 1, let gt(x) = t−1f(tx) − x. Since t−1f(tx) is nonexpansive,
each of the functions gt is 2-Lipschitz. If f∞ exists, then the functions gt converge
pointwise to f∞ − id, and therefore they converge uniformly on the unit sphere
∂B1. If 0 is the only fixed point of f∞, then there must be an ǫ > 0 such that

inf
x∈∂B1

‖f∞(x) − x‖ = ǫ.

Then for t sufficiently large,

inf
x∈∂B1

‖t−1f(tx)− x‖ ≥ 1
2ǫ,

or equivalently,
‖f(tx)− tx‖ ≥ 1

2ǫt

for all x ∈ ∂B1. This means that the approximate fixed point sets Fδ(f) are
bounded for all δ > 0, which proves that f − id is onto by Theorem 3.1. �

The condition in Theorem 7.1 is sufficient, but not necessary for f to have
surjective displacement. For example, the (R, | · |)-nonexpansive function

f(x) =

{

0 if x ≤ 1

x−√
x if x > 1

has surjective displacement even though f∞(x) = x for all x > 0.
Theorem 7.1 fails in infinite dimensions. For example, the right shift operator

on ℓ2(N) from Example 3.10 is linear, so it is its own recession map. Clearly, 0 is
the only fixed point of the right shift operator, and yet the right shift operator only
has dense, not surjective, displacement on ℓ2(N). However, when X is a uniformly
smooth and strictly convex Banach space, we can prove the following.

Theorem 7.2. Let X be a real Banach space that is uniformly smooth and strictly
convex. Suppose that f : X → X is nonexpansive and the recession map f∞ exists
for f . If 0 is the unique fixed point of f∞, then f has dense displacement.

Proof. Choose any x ∈ X with ‖x‖ = 1. Since X is uniformly smooth, J(x)
contains a single element, x∗. Since X is strictly convex, x is the only element in
B1 with 〈x, x∗〉 = 1. Therefore, 〈f∞(x), x∗〉 < 〈x, x∗〉. This means that

lim
t→∞

t−1 〈f(tx)− tx, x∗〉 < 0

so
lim
t→∞

〈f(tx) − tx, x∗〉 = −∞,

which proves that f has dense displacement by Theorem 3.7. �

Another simple observation about recession maps is that they are composable.

Lemma 7.3. If X is a real Banach space and f, g : X → X are nonexpansive maps
that have recession maps f∞ and g∞ respectively, then the recession map for f ◦ g
is f∞ ◦ g∞.

Proof. Let ft(x) = t−1f(tx) and gt(x) = t−1g(tx). Note that ft is nonexpansive
for all t > 0. Therefore

‖t−1f(g(tx))− f∞(g∞(x))‖ = ‖ft(gt(x)) − f∞(g∞(x))‖
≤ ‖ft(gt(x)) − ft(g∞(x))‖ + ‖ft(g∞(x)) − f∞(g∞(x))‖
≤ ‖gt(x) − g∞(x)‖ + ‖ft(g∞(x)) − f∞(g∞(x))‖.
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Since both ‖gt(x) − g∞(x)‖ and ‖ft(g∞(x)) − f∞(g∞(x))‖ approach 0 as t → ∞,
we conclude that f∞ ◦ g∞ is the recession map for f ◦ g. �

Just like recession maps provide a sufficient condition for surjective displacement,
the semiderivative of a nonexpansive map can give a sufficient condition to check
uniqueness of fixed points. Nonexpansive maps aren’t always differentiable. When
they aren’t, it is sometimes possible to define a semiderivative as follows. Let X
be a real Banach space, and f : X → X be a function. For any u ∈ X , the
semiderivative of f at u is the function f ′

u : X → X given by

f ′
u(x) = lim

t→0+

f(u+ tx) − f(u)

t
,

assuming those limits exist for all x ∈ X . Semiderivatives are similar to recession
functions. For example, if 0 is a fixed point of f , then the semiderivative f ′

0 and the
recession function f∞ are both limits of the expression t−1f(tx), one as t → 0+,
the other as t → ∞. When a semiderivative exists at a fixed point, it can be used
to check if the fixed point is unique. The following is a special case of [4, Theorem
6.1].

Theorem 7.4. Suppose that X is a finite dimensional real Banach space, f : X →
X is nonexpansive, and u ∈ X is fixed point of f . If the semiderivative f ′

u exists
and 0 is the unique fixed point of f ′

u, then u is the unique fixed point of f .

Note that semiderivatives are composable. In fact, they obey the chain rule. If
f, g are nonexpansive maps on a Banach space X and if g is semidifferentiable at u
and f is semidifferentiable at g(u), then (f ◦ g)′u = f ′

g(u) ◦ g′u (see [4, Lemma 3.4]).

7.1. Homogeneous nonexpansive maps. If f is nonexpansive, then both the
recession function f∞ and all semiderivatives f ′

u are nonexpansive, assuming they
exist. They are also homogeneous, that is, f∞(cx) = cf∞(x) and f ′

u(cx) = cf ′
u(x)

for all c > 0 and x ∈ X . Homogeneous nonexpansive maps have some interesting
properties that are worth mentioning here. As motivation, note that all of the
theorems so far in this section involve determining whether 0 is the unique fixed
point of a homogeneous nonexpansive map.

Let g : X → X be homogeneous and nonexpansive. By continuity, 0 must be
a fixed point of g. When X is finite dimensional, Theorem 7.1 implies that 0 is
the only fixed point of g if and only if g has surjective displacement since g is its
own recession map. On the other hand, if 0 is not the only fixed point of g, then
there is a nonzero u ∈ X such that tu is a fixed point for all t > 0. Therefore
determining whether 0 is the unique fixed point of a homogeneous nonexpansive
map is equivalent to determining whether the fixed point set is bounded. For many
finite dimensional real Banach spaces, this question can be answered using a non-
deterministic algorithm proposed in [21]. We will give a brief description of the
idea here.

We say that a vector v ∈ X illuminates a point w on the boundary of the unit
ball if ‖w + ǫv‖ < 1 for all sufficiently small ǫ > 0. Combining [21, Theorem 3.4
and Corollary 4.5] with the observation above, we have the following result.

Proposition 7.5. Let X be a finite dimensional real Banach space and g : X → X
be homogeneous and nonexpansive. Then 0 is the unique fixed point of g if and
only if there are points w1, . . . , wm ∈ X such that every extreme point of B1 is
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illuminated by g(wi)−wi for some i. If X is smooth, then this happens if and only
if 0 is in the interior of the convex hull of {g(wi)− wi : 1 ≤ i ≤ m}.

This proposition leads immediately to a simple algorithm to check whether 0 is
the unique fixed point of g. Randomly choose wi ∈ X and calculate g(wi) − wi.
Repeat until the set {g(wi) − wi} is sufficient to illuminate every extreme point
of the unit ball. If this process eventually stops, then 0 is the unique fixed point.
For an n-dimensional space with a smooth norm, it only requires n+ 1 vectors to
illuminate every extreme point on the unit ball since a set of vectors {v1, . . . , vm}
illuminates every extreme point exactly when 0 ∈ int conv{v1, . . . , vm} [21, Lemma
4.3]. Therefore there is hope that this illumination algorithm would halt fairly
quickly for many homogeneous nonexpansive maps. By applying the illumination
algorithm to the recession map f∞ or a semiderivative f ′

u, we can check whether a
nonexpansive map has surjective displacement or a unique fixed point.

For polyhedral norm nonexpansive maps, we already have computable neces-
sary and sufficient conditions for surjective displacement in Theorem 4.1 and for
uniqueness of fixed points in Corollary 6.3. In some cases however, the illumination
algorithm might be quicker to check. In particular, in R

n with the ℓ1-norm, the unit
ball only has 2n extreme points, so the illumination algorithm might only need to
check on the order of 2n limits in order to verify surjective displacement or unique-
ness. For other spaces, such as Rn with the ℓ∞-norm, this algorithm would require
at least 2n limit computations (see [21, Proposition 4.7]), and therefore would not
have much, if any, advantage over the conditions in Theorem 4.1 and Corollary 6.3.

On polyhedral normed spaces, homogeneous nonexpansive maps have additional
structure that is worth mentioning. Let X be a finite dimensional real Banach
space with a polyhedral norm. Let g : X → X be homogeneous and nonexpansive.
Note that g(B1) ⊆ B1 since 0 is a fixed point of g. For any x ∈ B1, we will use the
notation Fx to indicate the closed face of B1 with x in its relative interior. There
is a simple partial order that B1 inherits from its faces. For x, y ∈ B1, we write
x � y if Fx ⊆ Fy. We will also say that x and y are comparable, and write x ∼ y,
if x � y and y � x, that is if x and y are both in the relative interior of the same
face of B1.

Lemma 7.6. Let X be a finite dimensional real Banach space with a polyhedral
norm. Let g : X → X be nonexpansive and homogeneous. Then g is order-
preserving with respect to �. That is, if x, y ∈ B1 and Fx ⊆ Fy, then Fg(x) ⊆ Fg(y).
Consequently, if x ∼ y, then g(x) ∼ g(y).

Proof. Suppose that x � y for x, y ∈ B1. If ‖g(y)‖ < 1, then g(x) � g(y) trivially
since Fg(y) = B1. Let us assume therefore that ‖g(y)‖ = 1. By Lemma 6.1, for
any t > 0 large enough, ‖ty − x‖ = t− 1. Choose any ν ∈ J(g(y)). To prove that
Fg(x) ⊆ Fg(y), it suffices to prove that 〈g(x), ν〉 = 1. For t > 0 large enough,

t− 〈g(x), ν〉 = 〈tg(y)− g(x), ν〉 (since ν ∈ J(g(y)))

= 〈g(ty)− g(x), ν〉 (homogeneity)

≤ ‖g(ty)− g(x)‖ (since ‖ν‖∗ = 1)

≤ ‖tx− y‖ = t− 1. (nonexpansiveness)

From this, we conclude that 〈g(x), ν〉 ≥ 1, which means that 〈g(x), ν〉 = 1 since
‖ν‖∗ = 1. Therefore g(x) ∈ Fg(y) as claimed. �
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An immediate consequence of Lemma 7.6 is that homogeneous nonexpansive
maps on polyhedral normed spaces induce a well-defined order-preserving mapping
on the face lattice of the unit ball as follows: define ĝ(Fx) to be Fg(x) for any face
Fx of B1. Then by Theorem 6.2, 0 is the unique fixed point of g if and only if
B1 is the only fixed point of ĝ. This suggests another possible route to check for
surjective displacement or uniqueness of fixed points. Since the face lattice is a
finite partially ordered set, one can search the face lattice for a fixed point of ĝ. In
some cases it may be possible to use the order-preserving property of ĝ to speed up
the search.
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Banach spaces have the fixed point property for nonexpansive mappings. J. Funct. Anal.,
233(2):494–514, 2006.

[12] S. Gaubert and J. Gunawardena. The Perron-Frobenius theorem for homogeneous, monotone
functions. Trans. Amer. Math. Soc., 356(12):4931–4950, 2004.

[13] S. Gaubert and G. Vigeral. A maximin characterisation of the escape rate of non-expansive
mappings in metrically convex spaces. Math. Proc. Cambridge Philos. Soc., 152(2):341–363,
2012.
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