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Abstract

Disentangled visual representations have largely
been studied with generative models such as Vari-
ational AutoEncoders (VAEs). While prior work
has focused on generative methods for disentan-
gled representation learning, these approaches do
not scale to large datasets due to current limita-
tions of generative models. Instead, we explore
regularization methods with contrastive learning,
which could result in disentangled representations
that are powerful enough for large scale datasets
and downstream applications. However, we find
that unsupervised disentanglement is difficult to
achieve due to optimization and initialization sen-
sitivity, with trade-offs in task performance. We
evaluate disentanglement with downstream tasks,
analyze the benefits and disadvantages of each
regularization used, and discuss future directions.

1. Introduction

Learning semantically interpretable image representations
has many benefits, such as better generalization (Eastwood
& Williams, 2018), robustness to noise (Lopez et al., 2018),
and increased transfer performance (van Steenkiste et al.,
2019). Disentanglement can add interpretability if each
representation dimension maps to one factor of variation
present in the images while being relatively invariant to
changes in the other factors (Bengio et al., 2013); this is the
definition of disentanglement that we adopt in this work.

Most unsupervised disentanglement approaches are built
upon Variational AutoEncoders (VAEs) (Kingma & Welling,
2014), which are a type of generative model trained with a
reconstruction and regularization loss. The regularization
pushes the posterior distribution of the generative factors
toward an isotropic Gaussian, encouraging its representa-
tions toward a factorized prior with independent dimensions,
under the hope that this independence is close to the desired
semantic disentanglement. However, because the recon-
struction loss limits the amount of disentanglement that can
be imposed in a vanilla VAE, these approaches have largely
focused on augmenting the regularization loss to increase

disentanglement without degrading reconstruction quality
(Higgins et al., 2016; Kim & Mnih, 2018). Generative Ad-
versarial Networks (GANSs) (Goodfellow et al., 2014) have
also been used for disentanglement: the generator inputs
are divided into latent and noise components, and a regular-
ization loss is added to maximize the mutual information
(MI) between the observations and latent components to the
discriminator loss (Chen et al., 2016; Gulrajani et al., 2017).

However, the losses that such models use to generate realis-
tic images compete with the disentanglement regularization
loss (Kim & Mnih, 2018) and the latent representations re-
sulting from VAEs and GANs (disentangled or not) have
significantly worse performance on downstream tasks such
as retrieval and transfer learning (Pathak et al., 2016; Brock
etal., 2019). We therefore consider disentanglement through
contrastive representation learning (Chen et al., 2020; Tian
et al., 2020a; van den Oord et al., 2018), with the hope of
overcoming these limitations. Self-supervised contrastive
learning frameworks achieve state-of-the-art performance
for many tasks such as classification, detection and seg-
mentation (Chen et al., 2020; Xiong et al., 2020; Chaitanya
et al., 2020), so a disentangled contrastive representation
that maintains task performance would be of great interest.

In the self-supervised setting, the contrastive loss is applied
to the outputs of a shallow MLP (the ‘projection network”)
that takes the encoder output as input (Chen et al., 2020).
Our initial hypothesis is that it may be feasible to disentangle
the encoder outputs while training the projection network.
We explore three methods for disentanglement with an unsu-
pervised contrastive loss: minimizing MI, orthogonalizing
to encourage independence, and reducing dependencies via
Hessian regularization on the contrastive loss. While each
regularizer has supporting intuition, in practice we find that
issues arise due to disentanglement on undesired axes, ini-
tialization sensitivity, or optimization. This prevents the
regularizers from reliably scaling to real-world datasets. We
hope our results can be used to guide the community at large
and spur new research directions.

2. Contrastive Setup

We use the SimCLR setup (Chen et al., 2020) to study unsu-
pervised disentanglement: encoder outputs r; are fed into a



Unsupervised Disentanglement without Autoencoding

projection network and the contrastive loss is computed on
projection outputs z; for ¢ in a batch of size N. We evalu-
ate disentanglement on subembeddings 7; ;, or z; ., where
k € [K] is a slice of r; or z;. The InfoNCE loss (van den
Oord et al., 2018), which we refer to as InfoMax, is:
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where we have anchor z; and want to maximize MI with its
positive z;. Positives of the image x; are augmentations (i.e.,
‘views’) obtained via scaling, flipping, and color distortion
transformations. The set A includes the positive as well as
all negatives in the batch with respect to the anchor.

We aim to disentangle subembeddings (slices of the repre-
sentation) such that each subembedding encodes a distinct
factor of variation. To do this, we maximize MI between
views of the same subembedding. We adapt Eq. (1) to:
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where z; j; is the k™ subembedding of the positive z; for
anchor z;. This results in K InfoMax terms, which we sum
over. Our experiments use the base case of two subembed-
dings (i.e., K = 2). The regularization methods are added
to the InfoMax objective as such for a regularizer R:

ﬁDisemanglemem = LsubnfoMax + A 3)

where )\ weighs the regularization in the final objective.

3. Experiment Setup
3.1. Dataset

We form a more realistic dataset for disentanglement, which
we name MNIST/STL-10. It is similar to Colorful-Moving-
MNIST (Tian et al., 2020b), but designed for disentangle-
ment. MNIST (LeCun et al., 2010) contains handwritten
digits, and STL-10 is an image classification dataset (Coates
etal., 2011). We create MNIST/STL-10 instances by over-
laying a MNIST digit on a STL-10 image. We can vary the
following factors: digit class (DC), digit location (DL), or
background class (BC). A view pair holds two of three fac-
tors constant while the third is varied uniformly at random'

We run experiments with the DC-BC dataset. The dataset
has two disjoint downstream tasks; digit (DC) and back-
ground (BC) classification. Upstream training fixes digit
and background class in a view pair, but varies digit loca-
tion. We train the encoder and projection network with joint

"Examples can be found in the Appendix with additional
dataset details. The dataset has been made publicly available
athttps://github.com/aburns4/UnsupDisent.

Table 1. Accuracy for digit (DC) and background (BC) classifica-
tion tasks using a fully supervised pipeline with the full represen-
tation r or its subembeddings 7o, 71 as classification input.

Classification Input DC  BC

r 973 645
o 973 10.1
& 11.7 645
|C(ro) — C(r1)]  85.6 54.4

labels, where each digit (ten classes) and background (ten
classes) combination is one class, creating 100 classes. Sep-
arate downstream DC and BC linear classifiers are trained.

3.2. Model Architecture

We use a ResNet34 (He et al., 2016) encoder, which outputs
r, a 512D representation. As compactness is a prerequisite
for disentanglement (i.e., a factor of variation is represented
with minimal elements) and our analysis finds our regulariz-
ers have a local effect on the representation (see Section 4.1),
we also try using the projection output 2 as input to the linear
classifier C' used for our downstream tasks.

3.3. Evaluation

We compare accuracy when the full representation (r or
z) or subembeddings (7 or zj) are used as classification
input; subembeddings are halves of the full representation.
Table 1 shows the classification accuracy reflecting ideal dis-
entanglement (achieved in a supervised setting, see details
in Appendix). Accuracy of 97.3% and 64.5% is achieved
with 7 for DC and BC, respectively and r performs no better
than either subembedding, showing no loss of information.
There also is a large gap |C'(r9) — C(r1)|, where r1 has near
random performance on DC, and likewise for o on BC. This
diagonal accuracy trend suggests maximal disentanglement.

4. Method
4.1. InfoMin

Our first regularizer follows the intuition of wanting to min-
imize MI between subembeddings, similar to reducing total
correlation of latent codes used by Kim & Mnih (2018). We
follow the approach of Tian et al. (2020b) for view selection
and define the first regularizer as Riyomin = — LinfoMax, DUt
suspect a priori that it may cause optimization issues since a
lower bound is now being minimized instead of maximized.
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We let k and &’ map to subembeddings of sample z; and
sum over all such pairs. Eq. (4) is computed over both
views, as we compute the term Ryysomin Within a single view.
The regularization is applied to z so that the InfoMin and
InfoMax terms compete during the optimization of Eq. (3).

4.1.1. INFOMIN EXPERIMENTS

We try using 7 or z and their subembeddings as input to the
downstream classifier. In the InfoMin pipeline, we use two
projection heads, each with output dimension eight: ry and
r1 are passed to each network and result in zp and z;. We
define the full projection output z as z := [z, 21].

Table 2 summarizes disentanglement performance as mea-
sured by classification accuracy for InfoMin regularization.
For perfect disentanglement, one would expect the DC ac-
curacy for one of the two subembeddings (e.g., g or r1) to
be equal to that achieved when using the full embedding
(r), and the DC accuracy for the other subembedding would
be equal to chance (10%). For BC classification, the same
would be true except that 7y and ry would switch roles.

The results in Table 2 are consistent with InfoMin not in-
ducing disentanglement. The subembeddings have nearly
the same downstream performance on each task; e.g., 2, 2o,
and z; have ~74% accuracy on DC when A = 0.001. We
also see that InfoMin primarily affects the projection head
output, demonstrating the regularization effects are local to
the layer where it is applied. This can be seen as r, 7o, and
ry perform nearly the same with different A, while z, z,
and z; performance drops heavily (~25%) with A = 0.1.

We find Rpgomin has a direct trade-off with Lsypimfomax» PO-
tentially canceling out any disentanglement (see Appendix).
As this approach causes optimization issues and hurts per-
formance, we next explore approaches that enforce disen-
tanglement without directly fighting the InfoMax objective.

Table 2. Accuracy for digit (DC) and background (BC) classifica-
tion tasks varying the weight A of the InfoMin term.

Classification Input A =0.001 A=01

DC BC DC BC
r 97.0 63.1 964 61.1
To 97.0 62.8 963 60.8
1 97.0 63.0 96.3 60.8
z 743 60.7 47.6 357
20 744 60.6 475 357
21 742 608 47.5 35.8

4.2. Orthogonality Constraint

Due to pitfalls experienced with Ryygomin, We next tried con-
straining subembeddings to be orthogonal to enforce ap-

proximate (linear) independence. The resulting regularizer
is an unsigned cosine distance between the subembeddings.
Unlike Rynfomin, computed between subembeddings from a
single sample, we compute Romo between a subembedding
2; 1 of representation z; with subembeddings z; - and z;

2,22
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Rortho =

Rorno 1s applied to z due to the locality seen with Rynomin
and to have a lower dimension representation.

Degenerate Solutions Several degenerate solutions may
arise when minimizing Royho. E.g., two subembeddings
could be rotations of one another, or the regularization could
push one subembedding to a random vector. Both would sat-
isfy Eq. (5) without enforcing meaningful disentanglement.
We found evidence of degenerate solutions experimentally
as well, which are included in the Appendix.

To address these issues, we also try adding a permutation ma-
trix P which randomly permutes one subembedding before
computing the constraint; this should prevent degenerate so-
Iutions which rely on z’s element ordering to avoid penalty.
Without loss of generality we permute subembedding k:

R o) = zzz'P i) i

k#Kk' i HZ'L kHHZLk’H

(6)

4.2.1. ORTHOGONALITY EXPERIMENTS

The orthogonality contrastive pipeline also uses two pro-
jection heads (as described in Section 4.1.1). In Table 3,
we now see some disentanglement with R, as nonzero
differences (e.g., |Cpc(z0) — Cpe(z1)]s |Cre(z0) —
Cpc(21)], where C(+) denotes classification accuracy) are
achieved. Without permutation matrix P, the higher weight
A = 0.1 hurts absolute performance using z and its subem-
beddings. With P, performance is no longer hurt, and down-
stream subembedding performance increases with both A
weights. This may be due to P preventing subembedding
slices from becoming random or rotations of other elements.

While the higher A does not increase |C'(zg) —C'(z1 )| values
when P is used, it does result in the highest subembedding
performance over all experiments (88.0% and 60.0% for DC
and BC tasks, respectively). Interestingly, the permutation
P results in a larger average subembedding difference for
both tasks, having more impact than \.

Using Rp(ortho) With A = 0.1 shows the desired diagonal
trend between 2y and 21, where the former performs better
on DC (88.0 vs. 82.2) and the latter better on BC (60.0 vs.
56.9). However, the performance difference |C'(z9) —C(z1)|
varied over multiple runs, with some having smaller values.
Disentanglement also has higher variance on the BC task,
and we include additional analysis in the Appendix.
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Table 3. Accuracy for digit (DC) and background (BC) classification tasks with orthogonality and Hessian regularization, varying the
weight \. For orthogonality regularization, ablations with the permutation mechanism (P) are also included.

Orthogonality w/o P Orthogonality w/ P Hessian
Classification Input ™3"" 5577 \— 07 A =000l A=01 A=000l A=0.1
DC BC DC BC DC BC DC BC DC BC DC BC
p 97.0 624 693 596 970 622 972 616 924 572 936 563
% 766 484 512 399 77.1 524 880 569 60.7 467 747 424
z 732 540 463 427 718 570 822 600 479 346 575 509
IC(20) — C(z1)] 34 56 49 28 53 46 58 31 128 121 172 85

Ultimately, R p(ortno) resulted in some disentanglement, un-
like Rpnfomin, but |C(z0) — C'(21)| was not as large as the
difference demonstrated with supervision in Table 1. The
permutation matrix also prevented loss of information, as
seen by the improvement in performance across z and its
subembeddings. We’d like to retain downstream task perfor-
mance while creating larger degrees of disentanglement.

4.3. Hessian Regularization

Although R, avoids direct optimization trade-off with
LsubInfoMax it can still result in trivial solutions with no dis-
entanglement. Moreover, Ropmo did not create a significant
gap in subembedding accuracy. We next explore constrain-
ing the Hessian of Liyomax With respect to z, as it gives a
measure of dependence between individual subembedding
elements. We expect the Hessian of z; and z; to be zero if
they are disentangled; this element-wise constraint may re-
duce trivial solutions. Computing the Hessian is expensive,
but we can use the Gauss-Newton approximation:
a2fclnfoMax aAC«Inf()Max 6AclnfoMax

¢ 821827 821 8zj (7)

This is similar to the approach used by Peebles et al. (2020),
but they constrain all off-diagonal terms to disentangle indi-
vidual latent codes. Instead, we disentangle subembeddings
with % elements (for a d element representation), allowing
for intra-subembedding dependencies; i.e., we minimize the
sum of the off-diagonal block terms.

One InfoMax and one projection network are used, as the
Hessian is computed on a unified representation z; zy and
z1 are now its halves. The final regularizer is the Frobenius
norm of the off-diagonal Hessian blocks:
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4.3.1. HESSIAN EXPERIMENTS

The Hessian regularizer only creates the desired diagonal
accuracy (i.e., where one subembedding performs better on

DC, and the other better on BC) with the higher A = 0.1.
Yet both A values suggest that Ry is a stronger regularizer
than Risfomin OF Rorthos a8 |C(20) — C(21)| grows larger.

The diagonal performance trend found with the larger A was
consistent in four out of five randomized experiments, sig-
nificantly better than the one of out five experiments in the
case of the orthogonality constraint. While |C(zo) — C(z1)|
is higher on average using Ryess, it also has higher variance.
We include reproducibility analysis in the Appendix.

The downstream accuracy is similar using z with either A
weight, but A = 0.1 results in subembeddings zy and 2z
with higher performance (74.7 and 50.9 vs. 60.7 and 46.7
for the DC and BC tasks). Despite this, the strength of the
Hessian constraint costs downstream accuracy, with lower
accuracy using z, zg, or z; compared to the Roh, results.

In the end, Ry is a strong enough constraint to enforce
larger |C(zg) — C'(21)|, suggesting greater disentanglement,
but it comes at the cost of downstream performance. The In-
foMax loss may not balance this regularization enough, and
the final objective may require additional losses to prevent
loss of information in the representation. Using the Hessian
and orthogonality terms together may also better balance
the goal of disentanglement and high downstream accuracy.

5. Discussion

Learning disentangled representations without autoencoding
remains a difficult task with trade-offs in downstream accu-
racy, relative subembedding performance, and optimization.
Classification accuracy suggests that enforcing orthogonal-
ity or reducing Hessian dependencies cannot achieve both
high downstream performance and significant disentangle-
ment. Visualizing the representations learned via each regu-
larizer may provide insight on how to balance both desired
qualities. We also find a loss of information, as neither sube-
mbedding performs as well as the full representation; addi-
tional constraints enforcing the full representation performs
no better than either subembedding may help to prevent this.
Lastly, additional inductive biases may be needed for greater
disentanglement without hurting task performance.
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A. Appendix
A.1. MNIST/STL-10 Dataset
A.1.1. DATASET CREATION

We create MNIST/STL-10 by overlaying MNIST (LeCun
et al., 2010) handwritten digits on STL-10 (Coates et al.,
2011) images. Each overlayed MNIST image is centered at
one of eight possible pixel locations in the STL-10 image
(Figure 1). Since MNIST digits tend to saturate each color
channel, a simple per-pixel maximum of the MNIST digit
image and the STL-10 image was used. An MNIST/STL-
10 instance is generated by specifying three properties: 1)
the MNIST digit instance belonging to one of 10 classes
(0 - 9); 2) the STL-10 instance belonging to one of 10
classes (airplane, bird, car, cat, deer, dog, horse, monkey,
ship, truck); and 3) the pixel location at which to center the
MNIST instance on the STL-10 instance (8 possible values).

1 2 3 4
. 1e . .
i i
i i
.......................... ~
l
5 6 7 8
. . . .

Figure 1. Possible digit locations (DLs) at which to center the
MNIST instance on a STL-10 image. Each MNIST instance is
28x28, and each STL-10 instance is 64x64. Digit locations were
chosen to be uniformly distributed in 2 rows and 4 columns such
that the entire MNIST instance was always overlaid. MNIST
bounding box examples are shown for location 3 (in blue) and 5
(in green).

As we have three factors of variation (digit class (DC), back-
ground class (BC), and digit location (DL)), we can create
three dataset variants: DC-BC, DC-DL, and BC-DL. In
each of these MNIST/STL-10 variants, we hold two of the
three factors of variation constant in a view pair. So, DC-BC
holds digit class and background class constant in view pairs
while digit location is varied, DC-DL holds digit class and
digit location constant in view pairs while background class
is varied, and so on. Each dataset variant has a total of 100k
train samples and 10k test samples.

Note that when we fix a factor of variation, we do not fix a

particular instance in that view pair. E.g., if a view pair of
the DC-BC dataset has DC set to the digit one, each view
can contain a different instance of the one class, as seen in
Figure 2.

A.1.2. DATASET EXAMPLES

We include view pairs from all three dataset variants to
illustrate what the MNIST/STL-10 samples look like. In
Figure 2, we show a view pair from the DC-BC dataset. In
this dataset, the digit location is varied between views. View
0 lays the digit in the upper middle-left position (location 2),
while view 1 lays the digit in the lower middle-right position
(location 7). Fixed between views is both the digit class
(one) and background class (deer). As seen in the view pair,
the instances of the written digit and image class are varied.

Figure 3 and Figure 4 include view pair examples from the
DC-DL and BC-DL datasets. In a DC-DL view pair the
digit class and digit location are fixed, as can be seen by
the digit one and lower right digit position (location 8) held
constant in the view pair of Figure 3. The background class
in this case is varied, with view 0 containing the plane class,
while view 1 contains the monkey class. Lastly, Figure 4
illustrates a view pair from the BC-DL MNIST/STL-10
dataset variant, in which digit class is varied between views
and background class and digit location are held constant.
This can be seen as view 0 contains the digit one, while view
1 contains the digit eight, but both are located in the upper
right most position (location 4) atop images of ships.

(a) View 0 in view pair

(b) View 1 in view pair

Figure 2. Dataset examples from the MNIST/STL-10 DC-BC vari-
ant.

A.2. Fully Supervised Pipeline

While we are interested in a fully unsupervised contrastive
learning pipeline for learning disentangled representations,
we verify the feasibility of our general approach via a fully
supervised experiment setting.

We split r into its halves rg and 71, and apply the InfoMax
loss to each half using disjoint labels. Instead of using
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(a) View 0 in view pair (b) View 1 in view pair

Figure 3. Dataset examples from the MNIST/STL-10 DC-DL vari-
ant.

(a) View 0 in view pair

(b) View 1 in view pair

Figure 4. Dataset examples from the MNIST/STL-10 BC-DL vari-
ant.

joint labels as described in Section 3.1, we separate the
task labels for each InfoMax. E.g., for the DC-BC dataset,
LsubInfoMax 18 applied to 7o using the DC labels (ten MNIST
digit classes) to define positive and negative samples, and
Lgybinfomax 18 applied to 71 using the BC labels (ten STL-10
image classes) to define positive and negative samples.

A.3. InfoMin-Max Trade-Off

We suspected that there is a direct trade-off between the
InfoMin and InfoMax loss terms, which is confirmed by the
loss visualization provided in Figure 5. The optimization is
stagnant until nearly 55k steps, at which point the InfoMax
terms ‘win’ and the InfoMin values drop. Unfortunately,
the higher weighted InfoMin term with A = 0.1 does not
resolve this trade-off and only hurts the optimization of the
InfoMax, reducing the representation quality.

A.4. DC-DL Experiments

The main paper includes experiments on the DC-BC dataset,
and we report additional results on the DC-DL dataset here
due to space.

A.4.1. IDEAL DISENTANGLEMENT

Similar to the accuracies reported in Table 1, we report the
results on DC-DL when training the contrastive pipeline
using the fully supervised setup described in Section A.2.
Table 4 shows that ry performs well on the DC task, specif-
ically just as well as r; the same holds for ; and the DL
downstream task. The resulting performance differences be-
tween subembeddings show maximal accuracy differences,
with each subembedding performing near random for the
other task.

Table 4. Accuracy for digit class (DC) and digit location (DL)
classification tasks using a fully supervised pipeline with the full
representation r or its subembeddings o, r1 as classification input.

Classification Input DC DL

r 982 99.9
- 982 13.4
" 117 999
|C(ro) — C(r1)| 865 86.5

A.4.2. INFOMIN

Using the InfoMin regularization is ineffective with the DC-
DL MNIST/STL-10 dataset variant. As seen in Table 5, per-
formance on both downstream tasks is near random. This is
due to the InfoMin directly combatting the InfoMax terms in
the final objective, which prevents optimization. As a result,
no meaningful information is encoded in the representation.

A.4.3. ORTHOGONALITY

Table 6 includes experiment results using the orthogonality
constraint with and without the permutation matrix P and
using various A weights. While there are subembedding per-
formance gaps (|C(zo) —C(z1)]|) on the DC task without the
permutation P being used, there is little difference between
the subembeddings’ performance for the DL task. As the
orthogonality regularizer is not an element-wise constraint,
digit location information may be easily repeated within a
subembedding and may not be penalized by this regularizer.
The |Cpr(2z0) — Cpr(z1)] difference does increase with
the higher A = 0.1 (0.1 vs. 2.8).

Surprisingly, the performance differences are smaller when
the permutation matrix is used. Additionally, the accuracy
achieved when z is used as classification input is lower

Table 5. Accuracy for digit class (DC) and digit location (DL)
classification tasks using the InfoMin term.

Classification Input DC DL
r 11.7 126
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Figure 5. Losses during upstream training of the DC-BC dataset with InfoMin. We want the InfoMax loss to decrease (maximizing MI
between views) and the InfoMin to increase (minimizing MI between subembeddings). Near 55k steps a trade-off occurs, in which
minimizing the InfoMax is prioritized. This results in greater subembedding entanglement, as seen by the undesired drop in the InfoMin.

with R p(orno)» Wwhich may be due to disentanglement being
enforced on axes that are not related to the downstream
tasks.

A.4.4. HESSIAN

Similar to the DC-BC results in Table 3, the Hessian con-
straint can result in larger performance differences between
the two subembeddings. Notably, there are much larger dif-
ferences for the digit location task, |Cpr(z9) — Cpr(z1)]-
The Hessian regularizer is the first to break the same perfor-
mance of zg and z; on the digit location task (i.e., all other
regularization ablations in Table 6 have about 99% accuracy
using z or its subembeddings as classification input).

A.4.5. DEGENERATE SOLUTIONS

We found the DC-DL dataset variant is more prone to ex-
treme degenerate solutions, as illustrated in Table 7. This
may in part be due to a task difficulty imbalance: digit loca-
tion information may be significantly more easily learned
and encoded than digit class. Table 7 includes experiment
results from using Royho With A = 0.1, which only provides
a whole representation constraint instead of an element-wise
constraint such as the Hessian. The digit location informa-
tion may be repeated multiple times within the full repre-
sentation; this can be seen in the Task Difficulty columns of
Table 7, in which DL accuracy is constant across z, 2q, 21-

Another example of a trivial solution is shown in the first two
columns of Table 7, in which performance on both down-
stream tasks is near random. The orthogonality constraint
is too strong and prevents optimization during training, re-
sulting in random representations. The DC-DL dataset may
be more prone to such optimization issues because of task
difficulty imbalance, too.

A.5. Reproducibility

We include five additional DC-BC experiments for both the
orthogonality and Hessian constraints to see how perfor-

mance varies over different random initializations. Experi-
ments are rerun under the best settings for each regularizer:
Rp(ortho) and Rpess, both with a weight of A = 0.1 in the
final training objective.

A.5.1. ORTHOGONALITY CONSTRAINT

The first run in Table 8, run 0, is the original experiment
included in the results of Table 3. The diagonal trend of
one subembedding performing better on DC and one sube-
mbedding performing better on BC only occurs once in
the additional five runs, with a barely nonzero difference
|C(20) — C(z1)] for the background classification task (0.3).

In the four experiments with no diagonal performance trend,
the subembeddings 2z and z; either perform nearly the same
on background classification (e.g., run 2), or one subembed-
dings performs better on both tasks (e.g., run 3, 4, 5).

The mean difference in subembedding performance for the
digit classification task, e.g., %|Cpc(z0) — Cbc(21)] over
R runs, is 4.4, and the differences |Cpc(z0) — Cpe(z1)]
have a variance of 3.4. For background classification the
mean difference is 3.1, with a higher variance of 7.4. This
demonstrates that the digit classification task is prioritized
during optimization as it has larger performance gaps with
lower variance.

A.5.2. HESSIAN REGULARIZATION

The first run in Table 9, run 0, is the original experiment
included in the results of Table 3. Among the additional five
experiments, four satisfied the desired diagonal performance
trend, with one subembedding performing best on the DC
task, and the other performing best on the BC task.

The mean difference in subembedding performance for the
digit classification task, e.g., |Cpc(z0) — Cpc(z1)] over
R runs, is 7.6, which is larger than the 4.4 mean difference
obtained using the orthogonality constraint. However, the
variance of performance differences (|Cpc(2z0) — Cpe(21)])
is significantly larger using the Hessian (22.8 variance of
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Table 6. Accuracy for digit class (DC) and digit location (DL) classification tasks with orthogonality and Hessian regularization, varying
the weight . For orthogonality regularization, ablations with the permutation matrix (P) are also included.

. . Orthogonality w/o P Orthogonality w/P Hessian
Classification Input ™\ 551" \— 01 A=0.001 A=01 A=0001 A=01
DC DL DC DL DC DL DC DL DC DL DC DL

z 826 99.6 978 996 966 99.8 680 998 86.6 99.1 912 99.1
20 443 994 465 839 455 99.6 413 99.7 46.7 415 399 48.1
z1 33.6 995 384 867 445 99.7 345 98.6 417 679 348 64.7

IC(20) = C(z)] 107 01 81 28 10 01 68 11 50 264 51 166

Table 7. Degenerate solutions on digit class (DC) and digit location
(DL) classification tasks using the orthogonality term without the
permutation matrix P and a weight of A = 0.1.

Random Task Difficulty
DL DC DL

Classification Input

z 11.7 12,6 76.7 99.8
20 11.7 12.6 42.0 99.7
z1 11.7 12.6 321 99.7

subembedding performance differences on the DC task vs.
3.4 variance when Rporno) 1s used).

On the other hand, the mean subembedding performance
difference increases and the variance of these differences
decreases on the background classification task, showing
different performance trends for each downstream task. The
mean BC difference over all experiments, +|Cgc(20) —
Cgc(z1)], is 3.2 and variance of |Cpc(29) — Cpe(21)| is 7.4
This is negligibly better than the mean of 3.1 and variance
of 7.4 obtained from the orthogonality results.
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Table 8. Reproducibility results on downstream digit (DC) and background (BC) classification tasks using the orthogonality regularizer
with the permutation matrix P and a weight of A = 0.1. Run O is the original result reported in Table 3, runs 1-5 are reruns that have
different random initialization.

. . Run 0 Run 1 Run 2 Run 3 Run 4 Run 5
Classification Input
BC DC BC DC BC DC BC DC BC DC BC
z 972 61.6 970 623 970 613 972 61.6 972 614 97.0 583
20 88.0 569 868 593 854 578 83.0 59.7 808 577 7T1.6 565
z1 822 60.0 808 59.6 79.6 576 812 562 756 547 69.7 48.1

IC(20) —C(z1)] 58 31 60 03 58 02 18 35 52 30 19 84

Table 9. Reproducibility results on downstream digit (DC) and background (BC) classification tasks using the Hessian regularizer and a
weight of A\ = 0.1. Run 0 is the original result reported in Table 3, runs 1-5 are reruns that have different random initialization.

. . Run 0 Run 1 Run 2 Run 3 Run 4 Run 5
Classification Input
BC DC BC DC BC DC BC DC BC DC BC
z 93.6 563 730 560 962 566 939 566 73.1 581 922 569
20 7477 424 679 479 737 404 584 36.6 422 348 61.1 364
z1 57,5 509 642 494 665 432 510 375 400 302 535 372

IC(z) —C(z1)] 172 85 37 15 72 28 74 09 22 46 76 08



