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Abstract The local nonglobal minimizer of trust-region subproblem, if it ex-
ists, is shown to have the second smallest objective function value among all
KKT points. This new property is extended to p-regularized subproblem. As
a corollary, we show for the first time that finding the local nonglobal mini-
mizer of Nesterov-Polyak subproblem corresponds to a generalized eigenvalue
problem.

Keywords Trust-region subproblem · p-regularized subproblem · Nesterov-
Polyak subproblem · Local nonglobal minimizer · Monotonicity property

Mathematics Subject Classification (2000) 90C20, 90C26, 90C30

1 Introduction

The trust-region subproblem (TRS) is to minimize a (possibly nonconvex)
quadratic function over a Euclidean ball. It is an essential problem in each iter-
ation of the trust region method for solving nonlinear programming problems
[1]. (TRS) has other applications in convex quadratic integer programming
[2], bounded linear regression, best rank-1 tensor approximation, and image
deconvolution [3].

Nonconvex (TRS) has the property of zero Lagrangian-duality gap, see
the recent survey on hidden convexity [4]. There is a necessary and sufficient
optimality condition for the global minimizer, established in the early 1980s [5,
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6,7]. In 1994, Mart́ınez [8] proved that (TRS) has at most one local nonglobal
minimizer. In 2020, Wang and Xia [9] established the necessary and sufficient
optimality condition for the local nonglobal minimizer.

Besides the second-order optimality conditions for local and global min-
imizers, first-order optimality (KKT) conditions are deeply investigated for
(TRS), see for example [10]. Gander [11] showed that the objective function
values of KKT points of linear least squares problem with a quadratic equality
constraint are monotonic in terms of their Lagrangian multipliers. In order to
locate local solutions of the Celis-Dennis-Tapia (CDT) subproblem [12] which
minimizes a quadratic function over the intersection of two ellipsoids, Chen
and Yuan [13] studied the monotonicity property for KKT points of (CDT) in
a partial order relation of corresponding Lagrangian multipliers.

The p-regularized subproblem (p-RS) is an unconstrained optimization
problem of minimizing a (possibly nonconvex) quadratic function with an ad-
ditional p-th power regularization term of the norm of the variables [14,15].
In literature, if the regularization term is cubic, (p-RS) is known as Nesterov-
Polyak subproblem [16]. For more references, we refer to [17,18,19,20] and
references therein. If the regularization term is quartic, (p-RS) reduces to the
double-well potential optimization, which has particular applications in solid
mechanics and quantum mechanics [21,22].

In this paper, based on the monotonicity properties for first-order station-
ary points, we prove that the local nonglobal minimizer of (TRS), if it exists,
has the second smallest objective function value among all KKT points. We
then extend the new property to (p-RS) and show that the local nonglobal
minimizer of (TRS) has the smallest objective function value among all criti-
cal points. As a corollary, we show for the first time that the local nonglobal
minimizer of the Nesterov-Polyak subproblem could be founded by solving a
generalized eigenvalue problem.

The rest of this paper is organized as follows. In Section 2, we review some
properties for local minimizers of (TRS) and (p-RS). In Section 3 and 4, we
first show that monotonicity properties hold for first-order stationary points of
(TRS) and (p-RS), respectively. As the main result of this paper, we prove that
the local nonglobal minimums of (TRS) and (p-RS) are the second smallest
objective function value among all first-order stationary points, respectively.
Conclusion and discussions are made in Section 5.

2 Preliminaries

In this section, we review some characterizations for local minimizers of (TRS)
and (p-RS).
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2.1 Characterizations for local minimizers of (TRS)

In this subsection, we briefly review some properties of local minimizers of
nonconvex (TRS):

(TRS) min f(x) =
1

2
xTQx+ cTx

s.t. xTx− 1 ≤ 0,

where Q ∈ R
n×n is not positive semidefinite and c ∈ R

n. Up to an eigenvalue
decomposition, we can always assume that Q is a diagonal matrix with n

diagonal elements being (0 >) α1 ≤ α2 ≤ · · · ≤ αn.
(x;λ) ∈ R

n × R is a KKT point of (TRS) if and only if it satisfies the
following KKT system:

Qx+ c = −λx, (2.1)

λ(xTx− 1) = 0, (2.2)

xTx− 1 ≤ 0, λ ≥ 0. (2.3)

In case of λ > 0, (2.2)-(2.3) is equivalent to

xTx− 1 = 0. (2.4)

Suppose −λ 6∈ {α1, α2, · · · , αn}. Then by substituting the x-solution of (2.1)
into (2.4), we obtain that λ must be a zero point of the following so-called
secular function:

ϕ(λ) =

n
∑

i=1

c2i
(αi + λ)2

− 1. (2.5)

The first and second derivatives of ϕ(λ) can be written as follows:

ϕ′(λ) = −2

n
∑

i=1

c2i
(αi + λ)3

,

ϕ′′(λ) = 6

n
∑

i=1

c2i
(αi + λ)4

.

If ϕ(λ) has zero points, then c 6= 0 and hence ϕ′′(λ) > 0 on each nonempty
interval (−αi+1,−αi) for i ∈ {1, 2, · · · , n−1}. It follows that, on each interval,
ϕ(λ) is strongly convex and thus has at most two zero points.

In the early 1980s, necessary and sufficient conditions for global minimizers
of (TRS) are established by Gay [5], Sorensen [6], Moré and Sorensen [7].

Lemma 2.1 ([5], Theorem 2.1) x∗ is a global minimizer of (TRS) if and
only if x∗Tx∗ = 1 and there is a λ∗ ∈ R such that (2.1) holds and

λ∗ ≥ −α1(> 0).

In 1994, Mart́ınez [8] identified two cases where the local nonglobal minimizer
of (TRS) does not exist.
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Lemma 2.2 ([8], Lemmas 3.2, 3.3) Suppose either α1 = α2 or c1 = 0,
there is no local nonglobal minimizer of (TRS).

In the same paper, Mart́ınez [8] proved that (TRS) has at most one local
nonglobal minimizer based on the following detailed characterization.

Lemma 2.3 ([8], Theorem 3.1(i)) If x is a local nonglobal minimizer of
(TRS), then there is a nonnegative λ ∈ (−α2,−α1) such that (2.1) holds, and
λ is a zero point of ϕ(λ) and

ϕ′(λ) ≥ 0.

Recently, Lemma 2.3 has been updated by Wang and Xia [9].

Lemma 2.4 ([9], Theorem 3.1) x is a local nonglobal minimizer of (TRS),
if and only if there is a nonnegative λ ∈ (−α2,−α1) such that (2.1) holds, and
λ is a zero point of ϕ(λ) and

ϕ′(λ) > 0.

In 1998, Lucidi et al. [10] proved that the strict complementarity condition
holds at the local nonglobal minimizer of (TRS).

Lemma 2.5 ([10], Proposition 3.5) If x is a local nonglobal minimizer of
(TRS), the corresponding Lagrangian multiplier is λ, then (2.2) holds with

xTx− 1 = 0, λ > 0.

In 2017, Adachi et al. [23] observed the following result.

Lemma 2.6 ([23], Lemma 3.1) If (x;λ) is a KKT point of (TRS) satisfy-
ing (2.1) and (2.4), then we have

det M1(λ) = 0,

where

M1(λ) :=

[

−I Q

Q −ccT

]

− λ

[

0 −I

−I 0

]

.

That is, λ is a real generalized eigenvalue of M1(λ).

Let (x;λ) satisfying (2.1). We can rewrite M1(λ) as

M1(λ) =

[

I

Q+ λI

] [

−I I

I −xxT

] [

I

Q+ λI

]

,

Then,

det M1(λ) = (−1)n(det(Q+ λI))2(1− xTx). (2.6)

The following result follows from Lemma 2.6 and (2.6).

Corollary 2.1 ([24], Corollary 3) The set of real generalized eigenvalues
of M1(λ) is nonempty. Moreover, if det M1(λ) = 0, then either −λ is an
eigenvalue of Q or λ is a zero point of ϕ(λ).



On local nonglobal minimiums of (TRS) and (p-RS) 5

2.2 Characterizations for local minimizers of (p-RS)

In this subsection, we review some characterizations for local minimizers of
(p-RS):

(p− RS) min
x∈Rn

{

g(x) =
1

2
xTQx+ cTx+

σ

p
‖x‖p

}

,

where σ > 0, p > 2, ‖ · ‖ is the Euclidean norm, and Q, c have the same
definitions as in (TRS). The global minimum of (p-RS) is attainable, even if
Q is not positive semidefinite. Actually, g(x) is coercive, i.e.,

lim
‖x‖→+∞

g(x) = +∞,

since p > 2 and then

lim
‖x‖→+∞

1
2x

TQx+ cTx

‖x‖p
= 0.

We call x ∈ R
n a critical point of (p-RS) if and only if it satisfies the following

first order necessary condition for local minimizers of (p-RS):

∇g(x) = (Q+ σ‖x‖p−2I)x + c = 0, (2.7)

where ∇g denotes the gradient of g(·). Let

t = ‖x‖p−2, (2.8)

then (2.7) can be rewritten as

(Q + σtI)x+ c = 0. (2.9)

Suppose −σt 6∈ {α1, α2, · · · , αn}. Then by substituting the x-solution of (2.9)
into (2.8), we obtain that t must be a zero point of the following secular
function:

h(t) =

n
∑

i=1

c2i
(σt+ αi)2

− t
2

p−2 . (2.10)

In the following, we make an assumption that x 6= 0, then it holds that c 6= 0
from (2.7). Under this assumption, h(t) has the same zeros as

p(t) = log

(

n
∑

i=1

c2i
(σt+ αi)2

)

−
2

p− 2
log(t).

Hsia et al. [15] proved that p′′(t) > 0 on each nonempty interval
(

−αi+1

σ
,−αi

σ

)

for i ∈ {1, 2, · · · , n− 1}.
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The first derivatives of h(t) and p(t) can be written as follows:

h′(t) = −

n
∑

i=1

2σc2i
(σt+ αi)3

−
2

(p− 2)t
· t

2
p−2 , (2.11)

p′(t) = −

∑n

i=1
2σc2i

(σt+αi)3

∑n

i=1
c2
i

(σt+αi)2

−
2

(p− 2)t
. (2.12)

If t̂ is a zero point of h(t), according to (2.10), (2.11) and (2.12), we obtain

p′(t̂) = h′(t̂) · t̂
−2

p−2 . (2.13)

The following detailed characterizations of local minimizers of (p-RS) are all
due to Hsia et al. [15].

Lemma 2.7 ([15], Theorem 2.2) x∗ is a global minimizer of (p-RS) for
p > 2 if and only if it is a critical point satisfying (2.7) and

σ‖x∗‖p−2 + α1 ≥ 0.

Moreover, the ℓ2 norms of all the global minimizers are equal.

Lemma 2.8 ([15], Lemma 3.1) Suppose x is a local non-global minimizer
of (p-RS) for p > 2. It holds that x1 6= 0, α1 < α2, and

σ‖x‖p−2 + α2 > 0.

Lemma 2.9 ([15], Theorem 3.2) The point x is a local nonglobal mini-
mizer of (p-RS) for p > 2 if and only if x is a critical point satisfying (2.7)
and t (=‖x‖p−2) is a root of

h(t) = 0, t ∈
(

max
{

−
α2

σ
, 0
}

,−
α1

σ

)

such that h′(t) > 0.

Motivated by the observation that the Lagrange multiplier of each KKT point
of (TRS) satisfying (2.1) and (2.4) is a generalized eigenvalue of M1(λ) [23],
Lieder [20] pointed out the following result holds for the Nesterov-Polyak sub-
problem (i.e., (p-RS) for p = 3).

Lemma 2.10 ([20], Lemma 3.1) If x is a critical point of the cubic regu-
larization, then t (= ‖x‖) is a real generalized eigenvalue of

M2(t) =









0 0 0 cT

0 −σI 0 Q

0 0 −σ 0
c Q 0 0









− t









0 0 −σ 0
0 0 0 −σI

−σ 0 0 0
0 −σI 0 0









.

That is, t is a real root of det M2(t) = 0.
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Let (x; t) satisfying (2.9). We can reformulate M2(t) as

M2(t) =









I

I

1
Q+ σtI

















0 0 σt −xT

0 −σI 0 I

σt 0 −σ 0
−x I 0 0

















I

I

1
Q+ σtI









,

Then, by Schur complement,

det M2(t) = (−1)n+1σ2 · (det(Q+ σtI))2(t2 − xTx). (2.14)

The following result follows from Lemma 2.10 and (2.14).

Corollary 2.2 The set of real generalized eigenvalues of M2(t) is nonempty.
Moreover, if det M2(t) = 0, then one of the following cases happens: (1) t = 0;
(2) −σt is an eigenvalue of Q; (3) t is a zero point of p(t).

3 On local nonglobal minimum of (TRS)

We first prove a monotonicity property for KKT points of (TRS).

Lemma 3.1 Let (x1;λ1) and (x2;λ2) be two KKT points for (TRS). Then

λ2 ≥ (>)λ1 =⇒ f(x2) ≤ (<)f(x1).

Proof According to (2.1) and the definitions of (x1;λ1) and (x2;λ2), we have

Qx1 + c = −λ1x1, Qx2 + c = −λ2x2. (3.1)

By multiplying xT
1 and xT

2 to both sides of the two equalities in (3.1), respec-
tively, we have

xT
1 Qx1 + xT

1 c = −λ1x
T
1 x1, xT

1 Qx2 + xT
1 c = −λ2x

T
1 x2,

xT
2 Qx2 + xT

2 c = −λ2x
T
2 x2, xT

2 Qx1 + xT
2 c = −λ1x

T
2 x1.

Then, it holds that

2(f(x2)− f(x1)) = (xT
2 Qx2 + xT

2 c)− (xT
1 Qx1 + xT

1 c) + xT
2 c− xT

1 c

= (−λ2x
T
2 x2)− (−λ1x

T
1 x1) + (−λ1x

T
2 x1)− (−λ2x

T
1 x2)

= (λ2 − λ1)x
T
1 x2 + λ1x

T
1 x1 − λ2x

T
2 x2 (3.2)

≤ (λ2 − λ1) · 1 + λ1x
T
1 x1 − λ2x

T
2 x2 (3.3)

= λ1(x
T
1 x1 − 1)− λ2(x

T
2 x2 − 1) = 0, (3.4)

where (3.3) follows from Cauchy-Schwarz inequality and (2.3), more precisely,

xT
1 x2 ≤ ‖x1‖ · ‖x2‖ ≤ 1, (3.5)

the last equality in (3.4) holds due to the complementarity condition (2.2).
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The equality f(x2) = f(x1) holds true if and only if the inequality in (3.3)
holds as an equality, that is

(λ2 − λ1)(x
T
1 x2 − 1) = 0. (3.6)

In case of λ2 > λ1, (3.6) is equivalent to

xT
1 x2 = 1. (3.7)

It implies from (3.5) and (3.7) that

x1 = x2 6= 0. (3.8)

Combining the assumption λ2 > λ1 with (2.1) and (3.8) yields a contradiction.
Therefore, f(x2) = f(x1) if and only if λ2 = λ1. The proof is complete. �

Remark 3.1 Let (x1;λ1) and (x2;λ2) be two KKT points for (TRS) satisfying
‖x1‖ = ‖x2‖, since

xT
1 x1 − xT

1 x2 = xT
2 x2 − xT

1 x2 =
1

2
‖x1 − x2‖

2
,

it follows from (3.2) that

f(x2)− f(x1) =
λ1 − λ2

4
‖x1 − x2‖

2,

which is presented in [11] for the relaxed least square problem.

As a corollary of Lemma 3.1, the following result holds.

Corollary 3.1 If (x∗;λ∗) is KKT point of (TRS), x∗ is a global minimizer,
then λ∗ is the largest Lagrangian multiplier among all KKT points. Moreover,
all the global minimizers of (TRS) share the same Lagrangian multiplier λ∗.

Besides, according to Lemma 3.1, Lemma 2.1, Lemma 2.6 and Corollary
2.1, we can recover the following result for the global minimizer of (TRS).

Corollary 3.2 ([23], Theorem 3.2) If x∗ is a global minimizer of (TRS),
λ∗ is the corresponding Lagrangian multiplier, then λ∗ is equal to the largest
real generalized eigenvalue of M1(λ).

We now present the main result of this section.

Theorem 3.1 Let (x1;λ1) and (x2;λ2) be any two different KKT points for
(TRS). If x1 is a local nonglobal minimizer of (TRS) and x2 is not a global
minimizer of (TRS), then f(x1) < f(x2).
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Proof According to Lemma 3.1, it is sufficient to prove λ2 < λ1.
If xT

2 x2 < 1, then (2.2) implies that λ2 = 0. According to Lemma 2.5, it
holds that λ1 > 0. Then, we obtain

λ2 = 0 < λ1.

If xT
2 x2 = 1, then either −λ2 ∈ {α1, α2, · · · , αn} or λ2 is a zero point of

ϕ(λ) (2.5). Since x2 is not a global minimizer of (TRS), it follows from Lemma
2.1 that

λ2 < −α1.

According to Lemma 2.3, λ1 is the largest zero point of ϕ(λ) in (−α2,−α1).
Then we have

λ2 < λ1 < −α1.

The proof is complete. �

According to Lemma 2.2, if there is a local nonglobal minimizer of (TRS),
then we have α1 6= α2 and c1 6= 0. Then, det M1(−α1) 6= 0. Otherwise, it is
not difficult to verify that c1 = 0, which leads to a contradiction. Combining
det M1(−α1) 6= 0, the proof of Theorem 3.1, Lemma 2.1, Lemma 2.6 and
Corollary 2.1 together, we can recover the following result.

Corollary 3.3 ([24], Theorem 5) If x is a local nonglobal minimizer of
(TRS), λ is the corresponding Lagrangian multiplier, then λ is equal to the
second largest real generalized eigenvalue of M1(λ).

4 On local nonglobal minimum of (p-RS)

We first prove a monotonicity property for critical points of (p-RS).

Lemma 4.1 Let x1 and x2 be two critical points of (p-RS) for p > 2. Then

‖x2‖ ≥ (>)‖x1‖ =⇒ g(x2) ≤ (<)g(x1).

Proof According to (2.7) and the definitions of x1 and x2, we have

(Q+ σ‖x1‖
p−2I)x1 + c = 0, (Q+ σ‖x2‖

p−2I)x2 + c = 0. (4.1)

By multiplying xT
1 and xT

2 to both sides of the two equalities in (4.1), respec-
tively, we have

xT
1 Qx1 + xT

1 c+ σ‖x1‖
p = 0, xT

1 Qx2 + xT
1 c+ σ‖x2‖

p−2xT
1 x2 = 0,

xT
2 Qx2 + xT

2 c+ σ‖x2‖
p = 0, xT

2 Qx1 + xT
2 c+ σ‖x1‖

p−2xT
1 x2 = 0.

Then, g(x2)− g(x1) is equal to

1

2
((xT

2 Qx2 + xT
2 c)− (xT

1 Qx1 + xT
1 c)) +

1

2
(xT

2 c− xT
1 c) +

σ

p
(‖x2‖

p − ‖x1‖
p)

= (
σ

p
−

σ

2
)(‖x2‖

p − ‖x1‖
p) +

σ

2
(‖x2‖

p−2 − ‖x1‖
p−2)xT

1 x2. (4.2)
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Then by (4.2), we have

‖x2‖ = ‖x1‖ =⇒ g(x2) = g(x1). (4.3)

Next, we show that

‖x2‖ > ‖x1‖ =⇒ g(x2) < g(x1). (4.4)

If x1 = 0 and x2 6= 0, it follows from (4.2) and p > 2 that

g(x2)− g(x1) = (
σ

p
−

σ

2
)‖x2‖

p < 0. (4.5)

If x1 6= 0, let ‖x2‖ = α‖x1‖, where α ≥ 1. Substituting ‖x2‖ = α‖x1‖ to (4.2)
yields that

g(x2)− g(x1) = (
σ

p
−

σ

2
)(αp − 1)‖x1‖

p +
σ

2
(αp−2 − 1)‖x1‖

p−2 · xT
1 x2

≤
σ

2
‖x1‖

p ·

(

2− p

p
(αp − 1) + αp−1 − α

)

. (4.6)

where (4.6) follows from Cauchy-Schwarz inequality, i.e.,

xT
1 x2 ≤ ‖x1‖ · ‖x2‖ = α‖x1‖

2.

Define

φ(α) =
2− p

p
(αp − 1) + αp−1 − α.

The first and second derivatives of φ(α) can be written as follows:

φ′(α) = (p− 1)αp−2 − (p− 2)αp−1 − 1,

φ′′(α) = (p− 1)(p− 2)(1− α)αp−3. (4.7)

If α = 1, we can verify that

φ(1) = φ′(1) = φ′′(1) = 0. (4.8)

If α > 1, according to (4.7) and (4.8), we have

φ′′(α) < φ′′(1) = 0 =⇒ φ′(α) < φ′(1) = 0 =⇒ φ(α) < φ(1) = 0. (4.9)

Then (4.4) holds due to (4.5) and (4.9). Combining (4.3) with (4.4), the proof
is complete. �

If p = 3, according to Lemma 4.1, Lemma 2.7, Lemma 2.10 and Corollary
2.2, we recover the following result.

Corollary 4.1 ([20], Corollary 3.2) If x∗ is a global minimizer of (p-RS)
for p = 3, then t∗ = ‖x∗‖ is equal to the largest real generalized eigenvalue of
M2(t).

Now we present the main result of this section.
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Theorem 4.1 Let x1 and x2 be any two different critical points of (p-RS) for
p > 2. If x1 is a local nonglobal minimizer of (p-RS) and x2 is not a global
minimizer, then g(x1) < g(x2).

Proof Let ti = ‖xi‖
p−2 for i = 1, 2. According to Lemma 4.1, it is sufficient to

prove ‖x2‖ < ‖x1‖ or equivalently, t2 < t1.
We first prove that c 6= 0. As x1 is a local nonglobal minimizer of (p-RS),

according to Lemma 2.7, we have

σ‖x1‖
p−2 + α1 < 0. (4.10)

Then, it follows from (4.10), (2.7) and Lemma 2.8 that c1 6= 0, and hence
c 6= 0.

Next, as c 6= 0, (2.7) implies that x1, x2 6= 0. Then, p(t) is well defined. We
can conclude that either −σt2 ∈ {α1, α2, · · · , αn} or t2 is a zero point of p(t).
Since x2 is not a global minimizer of (p-RS), it follows from Lemma 2.7 that

t2 < −
α1

σ
.

Since p(t) is strongly convex for t ∈
(

max
{

−α2

σ
, 0
}

,−α1

σ

)

, it has at most two
zero points in this interval. According to Lemma 2.9 and (2.13), we have

p′(t1) > 0.

Thus t1 is the largest zero point of p(t) in the interval
(

max
{

−α2

σ
, 0
}

,−α1

σ

)

.
Then we have

t2 < t1 < −
α1

σ
.

The proof is complete. �

In Section 3, we have shown that if there is a local nonglobal minimizer of
(TRS), then det M1(−α1) 6= 0. Similarly, we can show that if there is a local
nonglobal minimizer of (p-RS) for p = 3, then det M2

(

−α1

σ

)

6= 0. Combing
this result with the proof of Theorem 4.1, Lemmas 2.7, 2.10 and Corollary 2.2,
we give the following result.

Corollary 4.2 If x is the local nonglobal minimizer of the Nesterov-Polyak
subproblem (i.e., (p-RS) for p = 3), then t = ‖x‖ is equal to the second largest
real generalized eigenvalue of M2(t).

5 Conclusion and discussions

This paper shows that there are monotonicity properties for first-order station-
ary points of trust-region subproblem (TRS) and p-regularized subproblem
(p-RS). Based on these properties, we point out that all the global minimizers
of (TRS) share the same Lagrangian multiplier and recover the result that
finding a global minimizer of (TRS) (or (p-RS)) corresponds to a general-
ized eigenvalue problem. As the main contribution, we prove that the local



12 Jiulin Wang et al.

nonglobal minimizer of (TRS) (or (p-RS)), if it exists, has the second small-
est objective function value among all KKT points (critical points). For the
Nesterov-Polyak subproblem (i.e., (p-RS) with p = 3), we show for the first
time that the local nonglobal minimizer, if it exists, could also be founded by
solving a generalized eigenvalue problem.

Our main results for (p-RS) or (TRS) may fail to hold for more general
optimization problems. Consider the problem of minimizing a univariate sextic
function:

s(x) =
1

6
x6 −

21

10
x5 +

57

8
x4 −

1

12
x3 −

435

32
x2 −

297

32
x.

There are four critical points, denoted by xi, i = 1, 2, 3, 4. As demonstrated
in Fig. 1, x1 = −0.5 is neither a local minimizer nor a local maximizer, x2 =
1.5 is a global minimizer, x3 = 4.5 is a local maximizer, and x4 = 5.5 is a
local nonglobal minimizer. It is observed from Fig. 1 that, the unique local
nonglobal minimum is not the second smallest objective function value among
all critical points. Moreover, the above unconstrained minimization problem
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Fig. 1 Variation of s(x) with four critical points satisfying s(x2) < s(x1) < s(x4) < s(x3).

can be reformulated as the following nonconvex quadratic optimization with
a quintic constraint:

min
x,y∈R

xy

s.t. y =
1

6
x5 −

21

10
x4 +

57

8
x3 −

1

12
x2 −

435

32
x−

297

32
.

One can verify that the constrained problem has four KKT points, correspond-
ing the four critical points of s(x).

It seems that there is still a little room for possible extension. We conclude
this paper with the following conjecture:

Conjecture 5.1 For (CDT) subproblem or nonconvex quadratic optimization
with a quartic constraint, the smallest local nonglobal minimum has the second
smallest objective function value among all KKT points.
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