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Abstract We extend Polyak’s theorem on the convexity of joint numerical
range from three to any number of quadratic forms on condition that they can
be generated by three quadratic forms with a positive definite linear combina-
tion. Our new result covers the fundamental Dines’s theorem. As applications,
we further extend Yuan’s lemma and S-lemma, respectively. Our extended
Yuan’s lemma is used to build a more generalized assumption than that of
Haeser (J. Optim. Theory Appl. 174(3): 641-649, 2017), under which the stan-
dard second-order necessary optimality condition holds at local minimizer.
The extended S-lemma reveals strong duality of homogeneous quadratic opti-
mization problem with two bilateral quadratic constraints.
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1 Introduction

The convexity result on the joint numerical range of two quadratic forms in
R

n dates back to Dines [1] in 1941. As a next milepost, Brickman [2] proves
in 1961 that the joint numerical range of two quadratic forms over the unit
sphere of Rn (n ≥ 3) is convex. In 1998, based on Brickman’s result, Polyak
[3] proves the convexity and closeness of the joint numerical range of three
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quadratic forms in R
n (n ≥ 3), provided that there exists a positive definite

linear combination of the three quadratic forms. Generally, the convexity of
the joint numerical range of m (m > 3) quadratic forms remains unknown.
As is observed in [3], the existence of a linear positive definite combination of
quadratic forms no longer guarantees the convexity for arbitrary m > 3. To
our knowledge, the only known convexity result is that the Hessian matices of
the m quadratic forms can be simultaneously diagonalized in R

n [4].

Convexity of the joint numerical range of quadratic forms has many appli-
cations, especially in establishing classical alternative results on two quadratic
forms including Yuan’s lemma [5] and S-lemma [6,7]. Both lemmas can be
regarded as nonconvex extensions of the celebrated Farkas lemma and then
proved by Dines’s theorem [1]. Yuan’s lemma provides an equivalent charac-
terization on the nonnegativity of the maximum of two quadratic forms. It has
applications in characterizing optimality conditions [8] and minimax optimiza-
tion [9]. As an extension, Chen and Yuan [10] analyze the nonnegativity of the
maximum of three quadratic forms and establish a necessary condition. Haeser
[9] extends Yuan’s lemma to more than two quadratic forms, provided that
the rank of the involved Hessian matrices is at most 2. The motivation inherits
from the extended S-lemma under the same assumption, see [6, Proposition
3.5]. S-lemma has essential applications in control theory and robust optimiza-
tion [6]. As an application of Polyak’s convexity theorem [3], Polyak himself
generalizes in the same paper a novel S-lemma on three quadratic forms with
a positive definite linear combination, see [3, Theorem 4.1].

Our motivation in this paper dates back to Lao Tzu, an ancient Chinese
philosopher, who said

the three begets all things of the world.

We first extend Polyak’s convexity theorem to arbitrarym (≥ 1) quadratic
forms, provided that they can be generated by three quadratic forms with
a positive definite linear combination. It covers not only Polyak’s convexity
theorem but also the fundamental Dines’s theorem.

One application is to further extend Yuan’s lemma to m (≥ 1) quadratic
forms. It generalizes the classical Yuan’s lemma and the extended Yuan’s
lemma due to Haeser [9] as special cases. Yuan’s lemma plays a great role in
characterizing optimality conditions in nonlinear programming. As Mangasarian-
Fromovitz constraint qualification (MFCQ) [11] cannot guarantee that the
standard second-order necessary optimality condition holds at the local min-
imizer [12], more assumptions have to be introduced. Based on the classical
Yuan’s lemma, Baccari and Trad [8] give such an assumption that the set
of Lagrange multiplier is a bounded line segment. Haeser [9] uses an exten-
sion of Yuan’s lemma to generalize Baccari and Trad’s assumption to the case
that the Hessian matrices of the Lagrangian, evaluated at the vertices of the
Lagrange multiplier set, form a matrix set with rank at most two. Based on
our further extended Yuan’s lemma, we can relax the rank assumption on the
Hessian matrices set from two to three, provided the matrices have a positive
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definite linear combination. Our result generalizes not only Baccari and Trad’s
assumption [8] but also Haeser’s assumption [9].

The second application of the extended Polyak’s convexity theorem is to
further extend the homogeneous S-lemma and its extension [6, Proposition
3.5], and Polyak’s S-lemma [3, Theorem 4.1]. As an application, we establish
the strong duality of the homogeneous quadratic optimization with two homo-
geneous quadratic bilateral constraints, which includes the generalized trust
region subproblem with interval bounds and the two-side regularized total
least squares problem as special cases.

The remainder of this paper is arranged as follows. Section 2 extends
Polyak’s convexity theorem to m (≥ 1) quadratic forms on condition that
their Hessian matrices can be generated by three matrices with a positive def-
inite linear combination. In Section 3, Yuan’s lemma and its extension are
further extended. We then establish a more generalized assumption so that
the standard second-order necessary optimality condition holds at local min-
imizer. In Section 4, we further extend the homogeneous S-lemma and its
extension. As an application, we establish strong duality of the homogeneous
quadratic programming with two quadratic bilateral constraints, which in-
cludes the generalized trust region subproblem with interval bounds and the
two-side regularized total least squares problem as special cases. We make a
conclusion in Section 5.

Notations. Let Rm
+ (Rm

−
) and Sn be the nonnegative (nonpositive) orthant

in R
m and the set of symmetric matrices in R

n×n, respectively. Let ∆m = {t ∈
R

m
+ :

∑m

i=1
ti = 1} be the (m−1)-dimensional simplex. Denote by I the identity

matrix of proper dimension. Let A ≻ (�) denotes that A is positive (semi-)
definite. For any set K ⊂ R

n, let span(K) be the subspace spanned by K and
dim(K) be the dimension of span(K). Denote by intK and riK the interior
and relative interior of K, respectively. K ⊂ R

n is a cone, if for any x ∈ K,
λx ∈ K holds for all λ ≥ 0. The cone K ⊂ R

n is acute if there is no x 6= 0 such
that x,−x ∈ K. For any twice continuously differentiable function g : Rn → R

and x ∈ R
n, let ∇g(x) and ∇2g(x) be the gradient and the Hessian matrix of

g at x, respectively. Denote by v(·) the optimal value of the problem (·).

2 Extended Polyak’s theorem

The following Polyak’s theorem [3, Theorem 2.1] reveals the convexity of the
joint numerical range of three quadratic forms with a positive definite linear
combination.

Theorem 1 (Polyak’s theorem) Let n ≥ 3 and A1, A2, A3 ∈ Sn. Suppose
that there exists s ∈ R

3 such that s1A1 + s2A2 + s3A3 ≻ 0. Then, the joint
numerical range {(xTA1x, x

TA2x, x
TA3x) : x ∈ R

n} is an acute closed convex
cone.

In this section, we study the joint numerical range of m (m ≥ 1) matrices.
We notice that Polyak’s theorem fails to extend to the case m ≥ 4 even when
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the m matrices have a positive definite linear combination, see the counterex-
ample [3, Example 3.7].

We begin with the definition of matrices generation.

Definition 1 The set of matrices B = {Bi : i = 1, · · · ,m} is generated by
A = {Aj : j = 1, · · · , k}, if there exist rij ∈ R (i = 1, · · · ,m, j = 1, · · · , k)
such that Bi =

∑k

j=1
rijAj for i = 1, · · · ,m.

Definition 1 coincides with “linear expression” in linear algebra, if we regard
Sn as a linear space of dimension n(n+ 1)/2. We define the rank of B as

rank(B) = min{k : B can be generated by {Bi1 , · · · , Bik}},

which is equal to the dimension of the subspace generated by B. Moreover,
not only the rank of B but also the corresponding index set {i1, · · · , ik} can
be efficiently obtained by Gaussian elimination. A is called a basis of B, if B
can be generated by A, and A is a set of rank(B) matrices.

Our main result is to show that the joint numerical range of m quadratic
forms is convex on condition that the m Hessian matrices can be generated
by three matrices with a positive definite linear combination.

Theorem 2 Suppose that n ≥ 3, m ≥ 1, {Bi : i = 1, · · · ,m} ⊂ Sn can be
generated by {A1, A2, A3} ⊂ Sn, and there exists a vector s ∈ R

3 such that
s1A1 + s2A2 + s3A3 ≻ 0. Then,

{(xTB1x, x
TB2x, · · · , xTBmx) : x ∈ R

n} (1)

is a convex cone.

Proof Let

Ω0 = {(xTA1x, x
TA2x, x

TA3x) : x ∈ R
n},

Ω = {(xTB1x, x
TB2x, · · · , xTBmx) : x ∈ R

n}.

Since {Bi : i = 1, · · · ,m} can be generated by {A1, A2, A3}, there exist rij (i =
1, · · · ,m, j = 1, 2, 3) such that

Bi = ri1A1 + ri2A2 + ri3A3, i = 1, · · · ,m.

Let Q = (rij) ∈ R
m×3. Then, we have

Ω = Ω0Q
T . (2)

According to Theorem 1, Ω0 is a convex cone. Under linear transformation
(2), Ω remains a convex cone. ⊓⊔
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Remark 1 The basis of B = {Bi : i = 1, · · · ,m} is not unique. However, if
the positive definite linear combination assumption is satisfied for one basis,
it holds for any other basis.

Suppose the rank of B is k. Let A = {Aj : j = 1, · · · , k} and Ā =

{Āj : j = 1, · · · , k} be two bases of B. Suppose that
∑k

j=1
sjAj ≻ 0 holds

for some s ∈ R
k, we show in the following that there exists s′ ∈ R

k such that∑k

j=1
s′jĀj ≻ 0 holds.

Since span(A) = span(Ā) = span(B), A can be generated by Ā. That is,
there exist ai,j (i, j = 1, · · · , k) such that

Ai =

k∑

j=1

ai,jĀj for i = 1, · · · , k.

Then, it holds that

0 ≺
k∑

i=1

siAi =
k∑

i=1

si

k∑

j=1

ai,jĀj =
k∑

j=1

(
k∑

i=1

siai,j

)
Āj .

Letting s′j =
∑k

i=1
siai,j yields that

∑k

j=1
s′jĀj ≻ 0.

Remark 2 Theorem 2 covers Dines’s theorem [1], which establishes the con-
vexity of

{(xTA1x, x
TA2x) : x ∈ R

n}
for any A1, A2 ∈ Sn and n ≥ 1. As a comparison, Theorem 1 cannot com-
pletely cover Dines’s theorem.

Actually, let B3 = I ∈ Sn+2,

B1 =



A1 0 0
0 0 0
0 0 0


 ∈ Sn+2, B2 =



A2 0 0
0 0 0
0 0 0


 ∈ Sn+2.

We have 0 · B1 + 0 · B2 + 1 · I ≻ 0. As {B1, B2} ⊂ Sn can be generated by
{B1, B2, B3}, according to Theorem 2, we have

{(yTB1y, y
TB2y) : y ∈ R

n+2} = {(xTA1x, x
TA2x) : x ∈ R

n}

is a convex cone.

The convexity in Theorem 2 is inherited from Lemma 1, but the closeness
and acuteness cannot be retained.

Remark 3 Different from Theorem 1, the set (1) may be not acute under
the condition of Theorem 2. The following counterexample is motivated by [1,
Example 3]. Let

B1 =



1 1 0
1 0 0
0 0 0


 , B2 =



0 1 0
1 1 0
0 0 0


 ,
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then the set

{(xTB1x, x
TB2x) : x ∈ R

3} = {(x2
1 + 2x1x2, x

2
2 + 2x1x2) : x1, x2 ∈ R} = R

2

is certainly not acute.

Remark 4 Different from Theorem 1, the set (1) may be not closed under the
condition of Theorem 2. The following counterexample is motivated by [13].
Let

B1 =



1 0 0
0 −1 0
0 0 0


 , B2 =




2 −1 0
−1 0 0
0 0 0


 ,

and M = {(xTB1x, x
TB2x) : x ∈ R

3}. We claim that (1, 1) ∈ cl(M) and
(1, 1) /∈ M . It can be first verified that

xTB2x− xTB1x = 2x2
1 − 2x1x2 − (x2

1 − x2
2) = (x1 − x2)

2 ≥ 0.

Therefore, if xTB2x = xTB1x, then we have x1 = x2 and hence xTB2x =
xTB1x = 0. That is, (1, 1) /∈ M . Define the sequence

x(k) =

(
1√
2
(k +

1

k
),

1√
2
k, 0

)T

, k = 1, 2, · · · ,

we have

lim
k→+∞

x(k)TBix(k) = 1, i = 1, 2.

Thus, (1, 1) ∈ cl(M) and M is not closed.

3 Further extended Yuan’s lemma and its application

Based on Theorem 2, we further extend Yuan’s lemma. As an application, we
establish a more generalized assumption to guarantee the standard second-
order necessary condition for local minimizer.

We start from the classical Yuan’s lemma [5, Lemma 2.3].

Theorem 3 (Yuan’s lemma) For any A1, A2 ∈ Sn, the following two as-
sertions are equivalent:

(a) ∀x ∈ R
n : max{xTA1x, x

TA2x} ≥ 0.
(b) There exists t ∈ ∆2 such that t1A1 + t2A2 � 0.

Yuan’s lemma has been extended from R
n to the first-order cones by Baccari

and Trad [8], and then to the regular cones introduced by Jeyakumar et al.
[14]. For completeness, we present their definitions.

Definition 2 The cone K ⊂ R
n is a first-order cone, if there exists a subspace

S and a vector d ∈ R
n such that K = S + R+d holds. K is a regular cone, if

K ∪ −K is a subspace of Rn.
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According to the above definitions, any first-order cone (including R
n) is a

regular cone.
Recently, Haeser extended Yuan’s lemma to m (≥ 2) quadratic forms that

can be generated by two quadratic forms, see [9, Lemma 2.2].

Theorem 4 (Extended Yuan’s lemma [9]) Let Ai ∈ Sn (i = 1, · · · ,m) be
such that Ai = αiA1+βiA2 for some (αi, βi) ∈ R

2, i = 3, · · · ,m, and K ⊆ R
n

be a first-order cone. Then, the following are equivalent to each other:

(c) ∀x ∈ K : maxi=1,··· ,m{xTAix} ≥ 0.
(d) ∃ t ∈ ∆m such that ∀x ∈ K :

∑m

i=1
tix

TAix ≥ 0.

As a main result in this section, we further extend Theorem 4 to m (≥ 1)
quadratic forms, provided that they can be generated by three quadratic forms
with a positive definite linear combination.

Theorem 5 Let K be a regular cone with dim(K) ≥ 3, and {Bi : i =
1, · · · ,m} (m ≥ 1) can be generated by {A1, A2, A3} satisfying

∀0 6= x ∈ K : s1x
TA1x+ s2x

TA2x+ s3x
TA3x > 0 (3)

for some s1, s2, s3 ∈ R. Then, the following are equivalent to each other:

(e) ∀x ∈ K : max{xTB1x, · · · , xTBmx} ≥ 0.
(f) ∃ t ∈ ∆m such that ∀x ∈ K :

∑m

i=1
tix

TBix ≥ 0.

Proof Proof of (e) → (f). We first assume that K = R
n. Let

Ω = {(xTB1x, x
TB2x, · · · , xTBmx) : x ∈ R

n}.

It holds from (e) that intRm
−
∩Ω = ∅. According to Theorem 2, Ω is a convex

cone. Then, according to the well-known convex set separation theorem, there
exists t ∈ R

m \ {0} such that

tT y ≤ 0, ∀y ∈ R
m
−
, (4)

tT y ≥ 0, ∀y ∈ Ω. (5)

It follows from the definition of the set R
m
−

and (4) that t ∈ R
m
+ . Then∑m

i=1
ti > 0. Without loss of generality, we assume t ∈ ∆m in (4) and (5),

since otherwise, we can divide both sides by
∑m

i=1
ti. Then (5) implies that

∀x ∈ R
n :

m∑

i=1

tix
TBix ≥ 0,

or equivalently,
∑m

i=1
tiBi � 0.

Now let K be a regular cone. Then (3) is equivalent to

∀0 6= x ∈ K ∪ (−K) : s1x
TA1x+ s2x

TA2x+ s3x
TA3x > 0, (6)

and (e) can be rewritten as

∀x ∈ K ∪ (−K) : max{xTB1x, x
TB2x, · · · , xTBmx} ≥ 0. (7)
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Let k = dim(K) (≥ 3). There exists Q ∈ R
n×k such that

K ∪ (−K) = {Qy : y ∈ R
k}. (8)

By substituting (8) into (6) and (7), respectively, we obtain

∀0 6= y ∈ R
k : s1y

TQTA1Qy + s2y
TQTA2Qy + s3y

TQTA3Qy > 0, (9)

∀y ∈ R
k : max{yTQTB1Qy, yTQTB2Qy, · · · , yTQTBmQy} ≥ 0. (10)

According to the above first part of this proof, there exists t ∈ ∆m such that

∀y ∈ R
k :

m∑

i=1

tiy
TQTBiQy ≥ 0,

which is equivalent to

∀x ∈ K :

m∑

i=1

tix
TBix ≥ 0.

Proof of (f) → (e). Suppose, on the contrary, there exists x̃ ∈ K such that
x̃TBix̃ < 0 holds for i = 1, · · · ,m. Then there is no t satisfying

t ≥ 0, t 6= 0, x̃T (t1B1 + · · ·+ tmBm)x̃ ≥ 0,

which is a contradiction to (f). ⊓⊔

Remark 5 Based on an analysis similar to that in Remark 2, we can show
that Theorem 5 covers not only the original Yuan’s lemma (Theorem 3), but
also the extended Yuan’s lemma (Theorem 4).

We apply our further extended Yuan’s lemma to the second-order necessary
optimality condition in nonlinear programming.

Consider the following general nonlinear programming in R
n:

min f(x)
s.t. gi(x) ≤ 0, i = 1, · · · , p,

hj(x) = 0, j = 1, · · · , q,
(NLP)

where all involved functions are twice continuously differentiable.

Firstly, we review some definitions and classical results on the second-order
necessary optimality condition, which can be found in [15].

(1) Denote by I(x) the set of inequality constraints active at x, i.e.,

I(x) := {i ∈ {1, · · · , p} : gi(x) = 0}.
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(2) The Lagrangian and the generalized Lagrangian associated with (NLP) are
defined as

L(x, λ, µ) := f(x) +

p∑

i=1

λigi(x) +

q∑

j=1

µjhj(x),

Lg(x, λ0, λ, µ) := λ0f(x) +

p∑

i=1

λigi(x) +

q∑

j=1

µjhj(x),

respectively.
(3) The set Λ(x̄) of Lagrange multipliers at a feasible point x̄ of (NLP) is

defined as the set of nonzero vectors (λ, µ) satisfying the following first-
order necessary optimality conditions:

∇xL(x̄, λ, µ) = 0; λi ≥ 0, λigi(x̄) = 0, i = 1, · · · , p.

(4) The set Λg(x̄) of generalized Lagrangian multiplier at the feasible point x̄
of (NLP) is defined as the set of nonzero vectors (λ0, λ, µ) satisfying the
following necessary optimality conditions:

∇xL
g(x̄, λ0, λ, µ) = 0; λ0 ≥ 0; λi ≥ 0, λigi(x̄) = 0, i = 1, · · · , p.

For a generalized Lagrange multiplier (λ0, λ, µ) with λ0 = 0, we call (λ, µ)
a singular Lagrange multiplier.

(5) The critical cone associated with a feasible point x̄ of (NLP) is

C(x̄) := {v : ∇f(x̄)T v ≤ 0, ∇gi(x̄)
T v ≤ 0, i ∈ I(x̄);

∇hj(x̄)
T v = 0, j = 1, · · · , q}. (11)

By the definition of the Lagrange multiplier, Λ(x̄) is a closed polyhedral convex
set, since it can be expressed as the intersection of finite collection of closed
half-spaces. And by the definition of the generalized Lagrange multiplier, Λg(x̄)
is a convex cone. If a generalized Lagrange multiplier (λ0, λ, µ) satisfies λ0 = 1,
then (λ, µ) ∈ Λ(x̄) is a Lagrange multiplier.

The first lemma could help to characterize the relation between the singular
Lagrange multiplier and the Lagrange multiplier.

Lemma 1 (Proposition 3.14 in [15]) If the set of Lagrange multiplier Λ(x̄)
is nonempty, then the set of singular Lagrange multiplier, together with 0,
forms the recession cone of Λ(x̄).

According to Lemma 1, we have the following result.

Corollary 1 The set of Lagrange multiplier Λ(x̄) is bounded if and only if the
set of singular Lagrange multiplier is empty.

The following Fritz-John second-order necessary optimality condition holds
without any constraint qualification (CQ).
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Lemma 2 (Proposition 5.48 in [15]) If x̄ is a locally optimal solution of
(NLP), then for every v ∈ C(x̄), there exists a generalized Lagrange multiplier
(λ0, λ, µ) ∈ Λg(x̄) such that

vT∇2Lg(x̄, λ0, λ, µ)v ≥ 0. (12)

As shown in Lemma 2, the generalized Lagrange multiplier satisfying (12)
may depend on the choice of v ∈ C(x̄). Based on the inconsistency of the
generalized Lagrange multiplier in terms of v ∈ C(x̄), we are interested in
when the second-order necessary optimality condition can be verified by a
single Lagrange multiplier.

Definition 3 Let x̄ be a local minimizer of (NLP). The standard second-order
necessary optimality condition holds at x̄, if there exists a Lagrange multiplier
(λ, µ) ∈ Λ(x̄) such that

∀v ∈ C(x̄) : vT∇2L(x̄, λ, µ)v ≥ 0.

The usual approach to avoid the inconsistency of the generalized Lagrange
multiplier and hence strengthen Lemma 2, is to add qualification constraints,
for example, the following well-known linear independence constraint qualifi-
cation (LICQ).

Definition 4 LICQ holds at x̄, a feasible point of (NLP), if the vectors
∇gi(x̄) (i ∈ I), ∇hj(x̄) (j = 1, · · · , q) are linearly independent, that is, the
linear system

∑

i∈I

λi∇gi(x̄) +

p∑

j=1

µj∇hj(x̄) = 0 (13)

in terms of (λ, µ) has no nonzero solution.

LICQ ensures not only that the singular Lagrangian multiplier does not exist,
but also that the set of Lagrangian multiplier is a single-point set. Therefore,
it follows from Lemma 2 that the standard second-order necessary optimality
condition holds true under LICQ.

However, LICQ could fail to hold at local minimizer of (NLP). Mangasarian-
Fromovitz constraint qualification (MFCQ), a more relaxed well-known CQ,
is first proposed in [11].

Definition 5 MFCQ holds at x̄, if the following conditions are satisfied:

(i) The vectors ∇hj(x̄), j = 1, · · · , q are linearly independent.
(ii) ∃u ∈ R

n: ∇gi(x̄)
Tu < 0, i ∈ I(x̄); ∇hj(x̄)

Tu = 0, j = 1, · · · , q.
The following equivalent characterization of MFCQ is due to Gauvin [16].

Theorem 6 [16] Let x̄ be a local minimizer of (NLP). Then MFCQ holds at
x̄ if and only if the set of Lagrange multipliers Λ(x̄) is nonempty and bounded.

According to Theorem 6, we can strengthen Lemma 2 under MFCQ.
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Lemma 3 Assume that MFCQ holds at the feasible point x̄ of (NLP). If x̄ is
a local minimizer, then for every v ∈ C(x̄), there exists a Lagrange multiplier
(λ, µ) ∈ Λ(x̄) such that

vT∇2L(x̄, λ, µ)v ≥ 0.

However, MFCQ itself cannot ensure the standard second-order necessary op-
timality condition, see a counterexample in [12]. So additional assumptions are
required as in [8,9]. In the following, we propose a new assumption together
with MFCQ to guarantee the standard second-order necessary optimality con-
dition. It generalizes the assumptions presented in [8,9].

Theorem 7 Let x∗ be a local minimzer of (NLP) and MFCQ holds at x∗. Let
(λ1, µ1), (λ2, µ2), · · · , (λm, µm) be the vertices of the Lagrange multiplier set
Λ(x∗). If there exist A1, A2, A3 ∈ Sn such that {∇2L(x∗, λi, µi) : i = 1, · · · ,m}
can be generated by {A1, A2, A3} and s1A1 + s2A2 + s3A3 ≻ 0 holds for some
s1, s2, s3 ∈ R. Then, for every regular cone K ⊆ C(x∗) with dimK ≥ 3, there
exists (λ, µ) ∈ Λ(x∗) such that

∀v ∈ K : vT∇2L(x∗, λ, µ)v ≥ 0. (14)

Proof According to Lemma 3, it holds that

∀v ∈ K : max{vT∇2L(x∗, λ, µ)v : (λ, µ) ∈ Λ(x∗)} ≥ 0. (15)

Since the set Λ(x∗) has m vertices and vT∇2L(x∗, λ, µ)v is linear with respect
to (λ, µ), (15) is equivalent to

∀v ∈ K : max{vT∇2L(x∗, λi, µi)v : i = 1, · · · ,m} ≥ 0.

According to Theorem 5, there exists t ∈ ∆m such that (14) holds with (λ, µ) =∑m

i=1
ti(λ

i, µi) ∈ Λ(x∗). ⊓⊔

Remark 6 If C(x∗) itself is a regular cone, the standard second-order neces-
sary optimality condition holds at x∗. One sufficient condition to ensure C(x∗)
to be a regular cone is the generalized strict complementarity slackness, see [8]
for more details.

Remark 7 Theorem 7 covers the main result in [9, Theorem 3.2], which as-
sumes that the rank of {∇2L(x∗, λi, µi) : i = 1, · · · ,m} is at most 2. Suppose
{∇2L(x∗, λi, µi) : i = 1, 2, · · · ,m} is generated by two matrices {A1, A2}.
Then it can also be generated by {A1, A2, I}. Moreover, letting s1 = s2 =
0, s3 = 1 implies that the positive definite linear combination assumption in
Theorem 7 holds.
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4 A further extended S-lemma and its application

The celebrated S-Lemma is due to [7], see [6] for a survey. In this section, based
on Theorem 2, we further extend S-lemma. It covers the homogeneous S-lemma
and its several extensions. Then we present its applications in revealing hidden
convexity of quadratic optimization.

Theorem 8 (Homogeneous S-lemma) For A0, A1 ∈ Sn, β0, β1 ∈ R, sup-
pose that there exists x̄ ∈ R

n such that x̄TA1x̄ < β1. The following two asser-
tions are equivalent:

(a) xTA1x ≤ β1 =⇒ xTA0x ≥ β0.
(b) ∃ t ≥ 0 such that A0 + tA1 � 0, β0 + tβ1 ≤ 0.

As presented in [6, Proposition 3.5], Theorem 8 is extended to m (≥ 1)
quadratic forms generated by at most two quadratic forms. We remark that the
original version [6, Proposition 3.5] missed assuming Slater condition, which
is necessary.

Theorem 9 (Extended S-lemma) For m ≥ 1 and B0, B1, · · · , Bm ∈ Sn,
suppose that rank(B0, B1, · · · , Bm) ≤ 2. Under Slater condition, i.e., there
exists x̄ ∈ R

n such that x̄TBix̄ < 0, i = 1, · · · ,m, the following two assertions
are equivalent:

(c) xTBix ≤ 0, i = 1, 2, · · · ,m =⇒ xTB0x ≥ 0.
(d) ∃ t ≥ 0 such that B0 +

∑m

i=1
tiBi � 0.

We extend Theorems 8 and 9 tom (≥ 1) quadratic forms that can be generated
by three quadratic forms with a positive definite linear combination.

Theorem 10 Suppose that n ≥ 3,m ≥ 1 and {Bi : i = 0, 1, · · · ,m} can be
generated by {A1, A2, A3} with s1A1+s2A2+s3A3 ≻ 0 for some s1, s2, s3 ∈ R.
Under Slater condition, i.e., there exists x̄ ∈ R

n such that x̄TBix̄ < βi, i =
1, · · · ,m, the following are equivalent:

(e) xTBix ≤ βi, i = 1, · · · ,m =⇒ xTB0x ≥ β0.
(f) ∃ 0 ≤ t ∈ R

m such that B0 +
∑m

i=1
tiBi � 0, β0 +

∑m

i=1
tiβi ≤ 0.

Proof Proof of (e) → (f). Denote

Ω = {(xTB0x− β0, x
TB1x− β1, x

TB2x− β2, · · · , xTBmx− βm) : x ∈ R
n},

Ω0 = {(y0, y1, y2, · · · , ym) : yi ≤ 0, i = 0, 1, · · · ,m}.
It follows from (e) that intΩ0 ∩Ω = ∅. According to Theorem 2, Ω is convex.
Then, according to the well-known convex set separation theorem, there exists
(t0, t1, · · · , tm) ∈ R

m+1 \ {0} such that

∀x ∈ R
n : t0(x

TB0x− β0) +

m∑

i=1

ti(x
TBix− βi) ≥ 0, (16)

∀y ∈ Ω0 : t0y0 +
m∑

i=1

tiyi ≤ 0. (17)
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By (17), it holds that ti ≥ 0 for i = 0, 1, · · · ,m. If t0 = 0, taking x = x̄ in
(16) yields that ti = 0, i = 1, · · · ,m, which contradicts the assumption t 6= 0.
Thus, we have t0 > 0. Dividing both sides of (16) by t0 yields that

∀x ∈ R
n : xTB0x+

m∑

i=1

ti
t0
xTBix ≥ β0 +

m∑

i=1

ti
t0
βi,

which completes the proof of (f).
Proof of (f) → (e). Suppose, on the contrary, (e) does not hold. Then there

exists x̃ ∈ R
n such that

x̃TB0x̃ < β0, x̃TBix̃ ≤ βi, i = 1, · · · ,m. (18)

On the other hand, it follows from (f) that there exists t ≥ 0 such that

x̃TB0x̃+

m∑

i=1

tix̃
TBix̃ ≥ 0 ≥ β0 +

m∑

i=1

tiβi. (19)

Combining (18) and (19) gives a contradiction. ⊓⊔
Remark 8 Based on the similar analysis of Remark 2, Theorem 10 covers
Theorems 8 and 9. Moreover, with the setting m = 2, Theorem 10 reduces to
Polyak’s extension of S-lemma, see [3, Theorem 4.1].

We present the following equality version of Theorem 10 and omit the proof
as it is similar to that of Theorem 10.

Theorem 11 Suppose that n ≥ 3, m ≥ 1 and {Bi : i = 0, 1, · · · ,m} can be
generated by {A1, A2, A3} with s1A1+s2A2+s3A3 ≻ 0 for some s1, s2, s3 ∈ R.
Assume that there exist x̄, x̄′ ∈ R

n such that x̄TBix̄ < βi, i = 1, · · · ,m and
x̄′TB1x̄

′ > β1, x̄
′TBix̄

′ < βi, i = 2, · · · ,m. Then, the following are equivalent:

(g) xTB1x = β1, xTBix ≤ βi, i = 2, · · · ,m =⇒ xTB0x ≥ β0.
(h) ∃ t1 ∈ R, t2, · · · , tm ≥ 0 such that B0+

∑m

i=1
tiBi � 0, β0+

∑m

i=1
tiβi ≤ 0.

S-lemma and its variants play a great role in revealing the hidden con-
vexity of quadratic optimization problems, see [17] and references therein. As
applications of Theorems 10 and 11, we study the homogeneous quadratic
optimization in R

n (n ≥ 3) with two bilateral quadratic form constraints:

min xTA0x
s.t. m1 ≤ xTA1x ≤ M1,

m2 ≤ xTA2x ≤ M2,
(HQPB)

where Ai ∈ Sn, i = 0, 1, 2, and either there exist s0, s1, s2 ∈ R such that
s0A0+s1A1+s2A2 ≻ 0 or rank ({A0, A1, A2}) < 3. We assume m1 < M1 and
Slater condition holds, i.e., if m2 < M2, there exists x̃ ∈ R

n such that

m1 < x̃TA1x̃ < M1, m2 < x̃TA2x̃ < M2,

and otherwise m2 = M2, then there exists x̄, x̄′ ∈ R
n such that

m1 < x̄TA1x̄ < M1, x̄TA2x̄ < m2; m1 < x̄′TA1x̄
′ < M1, x̄′TA2x̄

′ > m2.

Problem (HQPB) contains the following two special cases.
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Example 1 Consider the generalized trust region subproblem with interval
bounds [18,19]

min{f0(x) : m ≤ f1(x) ≤ M}, (20)

where fi(x) = xTAix + 2aTi x, i = 0, 1, Ai ∈ Sn, ai ∈ R
n, i = 0, 1, n ≥ 2 and

m < M . We assume that there exists s0, s1 ∈ R such that s0A0 + s1A1 ≻ 0
and there exists x̄ ∈ R

n such that m < f1(x̄) < M . This problem generalizes
from the case f1(x) = ‖x‖2 which dates back to Stern and Wolkowicz [20].

Problem (20) can be homogenized as the following problem with respect to
(x, t) ∈ R

n+1:
min xTA0x+ 2aT0 xt
s.t. m ≤ xTA1x+ 2aT1 xt ≤ M,

t2 = 1.
(21)

It is not difficult to verify that the optimal values of problems (20) and (21)
are equal, and t∗x∗ globally solves problem (20) if and only if (x∗, t∗) is a global
minimizer of problem (21). One can also verify that problem (21) satisfies all
the assumptions we made in (HQPB).

Example 2 Consider the two-sided identital regularized total least squares
problem [21]

min

{
‖Ax− b‖2

‖x‖2 + 1
: m ≤ ‖x‖2 ≤ M

}
, (TRTLS)

where A ∈ Sn, b ∈ R
n, m < M, n ≥ 2, and ‖ · ‖ is the Euclidean norm. The

standard Lagrangian duality may admit a positive gap (TRTLS). Necessary
and sufficient condition for the strong Lagrangian duality for (TRTLS) is pre-
sented in [22]. By introducing the generalized Charnes-Cooper transformation

y =
x√

xTx+ 1
, z =

1√
xTx+ 1

,

(TRTLS) is reformulated as

min yTATAy − 2bTAyz + bT bz2

s.t. mz2 ≤ yT y ≤ Mz2 (⇐⇒ 1

M+1
≤ z2 ≤ 1

m+1
),

yT y + z2 = 1,

which is a special case of (HQPB) satisfying all assumptions we have made.

Suppose m2 < M2. Problem (HQPB) is equivalent to

sup{ t : {x ∈ R
n : xTA0x < t,−xTA1x ≤ −m1, x

TA1x ≤ M1,

− xTA2x ≤ − m2, x
TA2x ≤ M2} = ∅}

= sup{ t : (λ1, µ1, λ2, µ2) ≥ 0, A0 + (µ1 − λ1)A1 + (µ2 − λ2)A2 � 0,

t− λ1m1 + µ1M1 − λ2m2 + µ2M2 ≤ 0}
= sup{ λ1m1 − µ1M1 + λ2m2 − µ2M2 : (λ1, µ1, λ2, µ2) ≥ 0,

A0 + (µ1 − λ1)A1 + (µ2 − λ2)A2 � 0}, (22)



On Polyak’s theorem, Yuan’s lemma and S-lemma 15

where the first equation follows from Theorem 10. One can verify that (22) is
the Lagrange dual problem of (HQPB). The other case m2 = M2 is similarly
analyzed based on Theorem 11. Thus, we have proved the following result.

Theorem 12 Strong duality holds for (HQPB) under suitable assumptions.

5 Conclusion

We extend Polyak’s theorem on the convexity of the joint numerical range
from three to arbitrary number of quadratic forms, provided that their Hes-
sian matrices can be generated by three matrices with a positive definite linear
combination. It also covers the classical Dines’s theorem. As applications, we
further extend Yuan’s lemma and S-lemma to the system with more than three
quadratic forms. With the help of our extended Yuan’s lemma, we establish
a more general assumption under which the standard second-order necessary
condition holds at local minimizer. It is unknown whether our assumption
can be further relaxed. The further extended S-lemma helps to reveal strong
duality of homogeneous quadratic optimization problem with two bilateral
constraints, which includes the generalized trust region subproblem with in-
terval bounds and the two-sided regularized total least squares problem as
special cases. Future works include more applications of our new results and
further extensions to nonhomogeneous alternative theorems.
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