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Abstract

We consider a controlled reaction-diffusion equation, motivated by a pest eradication
problem. Our goal is to derive a simpler model, describing the controlled evolution of
a contaminated set. In this direction, the first part of the paper studies the optimal
control of 1-dimensional traveling wave profiles. Using Stokes’ formula, explicit solutions
are obtained, which in some cases require measure-valued optimal controls. In the last
section we introduce a family of optimization problems for a moving set. We show how
these can be derived from the original parabolic problems, by taking a sharp interface
limit.

1 Introduction

The control of parabolic equations is by now a classical subject [18, 19, 22, 26]. More specif-
ically, several studies have been devoted to the optimal harvesting of spatially distributed
populations [13, 14, 23]. Our present interest in the control of reaction-diffusion equations is
primarily motivated by models of pest eradication [2, 3, 17, 27]. The controlled spreading of
a population, in a simplest form, can be described by a semilinear parabolic equation

ut = f(u) + ∆u− g(u, α). (1.1)

Here u = u(t, x) denotes the population density at time t, at a location x ∈ R
2. The function

f describes the reproduction rate, while α = α(t, x) is a distributed control. In a harvesting
problem, the control function α accounts for the harvesting effort, while g(u, α) is the local
amount of harvested biomass. In the case of pest control, one may think of α(t, x) as the
quantity of pesticides sprayed at time t at location x, while g(u, α) describes the amount of
population which is eliminated by this strategy. We shall focus on the optimization problem

(OP1) Given an initial profile u(0, x) = u0(x) and a time interval [0, T ], determine a control

1

http://arxiv.org/abs/2108.09321v1


α = α(t, x) ≥ 0 so that, calling u(t, x) the corresponding solution to (7.2), the total cost

J .
=

∫ T

0
φ

(∫
α(t, x) dx

)
dt+ κ1

∫ T

0

∫
u(t, x) dx dt + κ2

∫
u(T, x) dx (1.2)

is minimized.

Here we think of
∫
α(t, x)dx as the global control effort at time t.

Several results are known on the existence of an optimal control, together with necessary
conditions. However, one rarely finds explicit formulas, and optimal solutions can only be
numerically computed. Aim the present paper is to derive a simplified model, for which
optimal strategies can be more easily found. By taking a sharp interface limit, our goal is to
approximate the problem (OP1) with an optimal control problem for a moving set Ω(t) ⊂ R

2.
Assuming that f(1) = 0, f ′(1) < 0, so that u = 1 is a stable equilibrium, we take

Ω(t) =
{
x ∈ R

2 ; u(t, x) ≈ 1
}
. (1.3)

In connection with the cost functional (1.2), in Section 7 we will introduce a corresponding
functional for the moving set Ω(t), and study its relation with (OP1).

Throughout the following, on the source function f in (1.1) we shall assume either one of the
following conditions (see Fig. 1):

(A1) f ∈ C2, and moreover

f(0) = f(1) = 0, f ′′(u) < 0 for all u ∈ [0, 1]. (1.4)

(A2) f ∈ C2, and moreover

f(0) = f(1) = 0, f ′(0) < 0, f ′(1) < 0. (1.5)

In addition, f vanishes at only one intermediate point u∗ ∈ ]0, 1[ , where f ′(u∗) > 0.

In addition, on the function φ we shall assume

(A3) φ ∈ C2, and moreover

φ(0) = 0, φ′(0) ≥ 0, φ′′(s) > 0 for all s > 0. (1.6)

Finally, we shall consider two simple choices of the function g in (1.1). Either

g(u, α) = α, (1.7)

or else
g(u, α) = αu. (1.8)

In (1.7) the decrease of the pest population is proportional to the control effort. On the other
hand, (1.8) follows the more realistic harvesting model studied in [8, 13, 14], where the local
catch is proportional to the product of the harvesting effort times the population density.

2



*00

f(u)

1 u

f(u)

u1u

Figure 1: Two possible shapes of the function f , satisfying the assumptions (A1) (monostable case),
and (A2) (bistable case), respectively.

Remark 1.1 As in [8, 13, 14], the cost (1.2) has only linear growth w.r.t. the local control
effort α = α(t, x). Because of this, the optimal control may well be a measure, not necessarily
absolutely continuous w.r.t. Lebesgue measure [24, 25].

In order to derive a cost functional for the motion of the set Ω(t) in (1.3), the key step lies in
the analysis of traveling profiles for (1.1). Indeed, the minimum cost associated to a traveling
profile with speed c will determine the local cost for moving the boundary ∂Ω(t) with speed
c in the normal direction.

The remainder of the paper is organized as follows. Section 2 contains a brief review of the
classical theory of traveling profiles for 1-dimensional reaction diffusion equations [20]. In
Section 3 we consider traveling profiles having a prescribed speed c and requiring a minimal
control effort, i.e., minimizing the norm ‖α‖

L
1 of the control function in (1.1). We show that

the above cost, associated with the traveling profile u(t, x) = U(x − ct), is computed by a
line integral along the path x 7→ (U(x), U ′(x)) ⊂ R

2. Implementing a technique introduced in
[21] (see also [5]), one can thus use Stokes’ formula to estimate the difference in cost between
any two controlled traveling profiles. In some cases, this allows us to explicitly determine
the unique optimal profile. In the remaining cases, in Section 4 we prove the existence of a
(possibly not unique) optimal profile. Again, the optimal control α(·) here can be a measure.

In Section 5 we study how the minimum cost E(c)
.
= minα ‖α‖L1 varies, depending on the

wave speed c. As c → +∞, this cost always has linear growth. Indeed, an explicit formula
(5.2) for the asymptotic behavior of the function E can be given. In the monostable case
(1.4), we also show that this cost is a convex function. A partial extension of these results, to
traveling profiles in a 2-dimensional space, is given in Section 6.

Section 7 is the core of the paper. Based on the cost function E(c) for optimal traveling
profiles, we introduce an optimization problem (OP2) for moving sets t 7→ Ω(t). Our main
result shows that this new cost (7.7) can be attained as a limit of the costs corresponding to
a sequence of solutions of suitably rescaled parabolic problems.

We remark that, in order to fully justify (OP2) as a sharp interface limit of (OP1), one should
perform a detailed study of a corresponding Γ-limit. In the present paper, the problem of
characterizing the Γ-limit of the functionals in (7.8) is left largely open. Under the assumptions
(A1), two (small) steps in this direction are worked out here. Proposition 5.3 proves the
convexity of the function E(c). Moreover, Proposition 6.1 shows that the optimal traveling
profiles found in the 1-dimensional case are still optimal in two (or more) space dimensions.
Namely, more general traveling profiles of the form u(x1, x2) = U(x1 − ct, x2) do not achieve
a lower cost, compared with profiles of the form u(x1, x2) = U(x1 − ct) which depend on the
single variable x1. For the definition and basic properties of Γ-limits we refer to [4].
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Optimal control problems for moving sets, as in (OP2), are studied in [7], deriving necessary
conditions for optimality and providing some explicit formulas for the solutions. Several other
types of optimization problems for moving sets have been considered in [6, 9, 11, 15, 16],
motivated by different applications.

2 Traveling wave solutions

As a preliminary, we review some basic facts on traveling waves for reaction-diffusion equations
of the form

ut = f(u) + uxx . (2.1)

By definition, a traveling profile for (2.1) with speed c is a solution of the form

u(t, x) = U(x− ct). (2.2)

This can be found by solving
U ′′ + cU ′ + f(U) = 0. (2.3)

Assuming that f(0) = f(1) = 0, we seek a solution U : R 7→ [0, 1] of (2.3) with asymptotic
conditions

U(−∞) = 0, U(+∞) = 1. (2.4)

Setting P = U ′, we thus need to find a heteroclinic orbit of the system
{
U ′ = P,

P ′ = − cP − f(U).
(2.5)

connecting the equilibrium points (0, 0) with (0, 1). A phase plane analysis of the system (2.5)
yields

Theorem 2.1 Consider the problem (2.3)-(2.4).

(i) If f satisfies (A1), then, for some number c∗ < 0, there exists a traveling profile U for
every speed c ≤ c∗.

(ii) If f satisfies (A2), then there exists a unique c∗ ∈ R and a unique (up to a translation)
traveling profile U with speed c = c∗.

For a detailed proof, see Theorem 4.15 in [20]. In all cases, it can be shown that the traveling
profile U is monotone increasing. A phase portrait of the system (2.5) in the bistable case
(1.5) is sketched in Fig. 2.

The Jacobian matrix at a point (U,P ) is

J(U,P ) =

(
0 1

−f ′(U) −c

)
. (2.6)

We observe that the assumption (1.4) implies that (0, 0) and (1, 0) are both saddle points in
(U,P ) plane. The Jacobian matrix has real eigenvalues of opposite signs. Indeed, solving

λ2 + cλ+ f ′(U) = 0
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one obtains

λ =
−c±

√
c2 − 4f ′(U)

2
. (2.7)

We observe that, from (2.5), it follows

dP

dU
= − c− f(U)

P
, P (0) = P (1) = 0. (2.8)

Multiplying by P and integrating over the interval [0, 1] one obtains

∫ 1

0
P
dP

dU
dU +

∫ 1

0
cP (U) dU = −

∫ 1

0
f(U) dU. (2.9)

Therefore, the wave speed satisfies

c

∫ 1

0
P (U) dU = −

∫ 1

0
f(U) dU. (2.10)

Since U ′ = P > 0, this implies

sign c = − sign

∫ 1

0
f(U) dU. (2.11)

c > c
U1

P P P

U U
0

c < c c = c
_ _ _

Figure 2: A traveling profile for (2.1) corresponds to a heteroclinic orbit for the system (2.5), con-
necting the points (0, 0) and (1, 0). Under the assumptions (A2), such an orbit exists for one specific
value c = c∗.

3 Optimal control of the wave speed

In the setting of Theorem 2.1, consider a speed c > c∗, so that the equation (2.1) does not
admit any traveling profile with speed c. Given the function g at (1.7) or (1.8), we then
consider the controlled equation

ut = f(u) + uxx − g(u, α). (3.1)

Two questions now arise.

• Does there exists a control α = α(x − ct) ≥ 0 such that (3.1) admits a traveling wave
solution with the prescribed speed c ?

5



• In the positive case, can this be achieved by an optimal control α(·), minimizing the cost
‖α‖L1 ?

Since the above cost has linear growth, to ensure the existence of an optimal solution we must
reformulate the problem in a measure-valued setting. Traveling profiles (2.2) thus correspond
to solutions of

U ′′ + cU ′ + f(U) = µ, (3.2)

with asymptotic conditions
U(−∞) = 0, U(+∞) = 1. (3.3)

Definition 3.1 By Mc we denote the set of all positive, bounded Radon measures on the real
line, such that the problem (3.2)-(3.3) has a monotonically increasing solution.

More specifically, two optimization problems will be considered.

(P1) Assuming that f satisfies either (A1) or (A2), given a speed c > c∗, find a measure
µ ∈ Mc which minimizes

J0(µ)
.
= µ(R). (3.4)

(P2) In the bi-stable case where f satisfies (A2), given a speed c > c∗, find a measure µ ∈ Mc

which minimizes

J1(µ)
.
=

∫

R

1

u
dµ. (3.5)

3.1 The optimal solution for problem (P1).

Setting P = U ′, a solution to (3.2)-(3.3) corresponds to a solution of

{
U ′ = P,

P ′ = − cP − f(U) + µ,
(3.6)

starting at (0, 0) and reaching (1, 0). Since f is bounded and the measure µ has finite total
mass, any such solution will have bounded total variation.

We observe that, at a point x̄ where µ concentrates a positive mass, the derivative P has an
upward jump:

U ′(x̄+)− U ′(x̄−) = µ({x̄}) > 0.

Following [10, 25], to the graph

{
(U,P ) = (U(x), U ′(x)) ; x ∈ R

}

we add a (finite or countable) set of vertical segments, at places where P = U ′ has an upward
jump. By a suitable parameterization, this yields a Lipschitz curve

s 7→ γ(s) =
(
U(s), P (s)

)
, s ∈ [0, s̄], (3.7)

containing the graph of the solution of (3.6).

6



The cost J0 in (3.4) can now be expressed as

J0(γ) =

∫ s̄

0

[(f(U)

P
+ c
)
U ′(s) + P ′(s)

]
ds =

∫

γ

[(f(U)

P
+ c
)
dU + dP

]
. (3.8)

This is to be minimized over a family Ac of admissible curves, defined as follows.

Definition 3.2 Given a wave speed c, we call Ac the set of all 1-Lipschitz curves of the form
s 7→ γ(s) = (U(s), P (s) ∈ R

2 such that, for some interval [0, s̄], one has

γ(0) = (0, 0), γ(s̄) = (1, 0), P (s) ≥ 0 for all s ∈ [0, s̄], (3.9)

∣∣γ(s1)− γ(s2)
∣∣ ≤ |s1 − s2| for all s1, s2 ∈ [0, s̄], (3.10)

U ′(s) ≥ 0, P ′(s) ≥
(
−f(U(s))− c

)
U ′(s) for a.e. s ∈ [0, s̄]. (3.11)

Following an idea introduced in [21], we use Stokes’ theorem to compute the difference in cost
between any two paths γ1, γ2 ∈ Ac. Defining the vector field

v =

(
f(U)

P
+ c , 1

)
,

by (3.8) we obtain

J0(γ1)− J0(γ2) =

(∫

γ1

−
∫

γ2

)
v =

(∫∫

Ω+

−
∫∫

Ω−

)
ω. (3.12)

Here

ω = curl v =
f(U)

P 2
, (3.13)

while Ω = Ω+ ∪ Ω− is the region enclosed between the two curves. As shown in Fig. 3, we
call Ω+ the portion of this region whose boundary is traversed counterclockwise, and Ω− the
portion whose boundary is traversed clockwise, when traveling first along γ1, then along γ2.

U

P

0 1

γ
1

2γ

Ω+
Ω

_

Figure 3: Estimating the difference in cost (3.12) between two paths γ1 and γ2.

The formula (3.12) allows to immediately determine the optimal traveling wave profile, for
the cost functional J0.
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(i) In the monostable case, where f satisfies (1.4), we have ω ≥ 0 throughout the domain.
As shown in Fig. 4, left, consider the solution of (2.5) through the saddle point (1, 0).
Since we are assuming c > c∗, this solution will cross the P -axis at some point b > 0.
We then take γ1 ∈ Ac to be the path consisting of a vertical segment from (0, 0) to (0, b),
together with the trajectory of (2.5) from (0, b) to (1, 0). We claim that γ1 is optimal.

Indeed, let γ2 ∈ Ac be any other admissible path. Our definition of γ1 implies that,
by moving first along γ1 then along γ2, the boundary of the region enclosed by the two
curves is traversed clockwise. Hence (3.12) implies

J0(γ1)− J0(γ2) = −
∫∫

Ω−

ω = −
∫∫

Ω−

f(U)

P 2
dPdU ≤ 0. (3.14)

Hence γ1 is optimal.

(ii) In the bistable case, where f satisfies (1.5), the function ω is negative for u < u∗ and
positive for u > u∗. As shown in Fig. 4, right, let (u∗, a) be the point reached by the
trajectory of (2.5) through (0, 0), when it crosses the vertical line {U = u∗}. Similarly,
let (u∗, b) be the point reached by the trajectory of (2.5) through (1, 0), when it crosses
the vertical line {U = u∗}. Since we are assuming c > c∗, it follows that a < b.

Define γ1 ∈ Ac to be the path obtained by concatenating these two trajectories, together
with a vertical segment joining (u∗, a) with (u∗, b). We claim that γ1 is optimal.

Indeed, let γ2 be any other admissible path, connecting (0, 0) with (1, 0). Our definition
of γ1 implies that, by moving first along γ1 then along γ2, the boundary of the region
enclosed by the two curves is traversed counterclockwise for u < u∗ and clockwise for
u > u∗. Hence (3.12) implies

J0(γ1)− J0(γ2) =

(∫∫

Ω+

−
∫∫

Ω−

)
ω =

(∫∫

Ω+

−
∫∫

Ω−

)
f(U)

P 2
dPdU ≤ 0, (3.15)

because the ratio f(U)/P is negative on Ω+ and positive on Ω−. Hence γ1 is optimal.

1

P P

U0 0 1 U*

_

ω > 0

Ω
Ω

ω > 0ω < 0b

a

b

Ω +

_

u

1

γ

γ γ
1

2

Figure 4: Left: if f is always positive, then the curve γ1 yields a lower cost, compared with any other
admissible curve γ2. Right: if f is negative for u < u∗ and positive for u > u∗, then the curve γ1 is the
optimal one.

We summarize the above analysis, stating the results in the original coordinates u = u(t, x).
Consider the problem of minimizing the total mass µ(R) among all positive measures for which
the equations (3.2)-(3.3) have a solution.

Theorem 3.1 For every c > c∗, the problem (P1) has a unique solution (up to translations).
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(i) In the monostable case, where f satisfies (1.4), the optimal traveling profile can be
uniquely determined by the equations





U(x) = 0 if x ≤ 0,

U ′′ + cU ′ + f(U) = 0 if x ≤ 0,

lim
x→+∞

U(x) = 1.

(3.16)

(ii) In the bistable case, where f satisfies (1.5), the optimal traveling profile can be uniquely
determined by the equations





U ′′ + cU ′ + f(U) = 0 separately for x < 0 and for x > 0,

U(0) = u∗,

limx→−∞U(x) = 0, limx→+∞U(x) = 1 .

(3.17)

In both cases one has f(u(0)) = 0, and the optimal measure µ is a point mass located at the
origin. The minimum cost is

Cmin = µ
(
{0}
)

= U ′(0+)− U ′(0−). (3.18)

0

1 1
U

u*

x

U

0 x

Figure 5: The optimal traveling profiles described in Theorem 3.1. Left: the profile (3.16). Right: the
profile (3.17).

3.2 The optimal solution for problem (P2).

Next, consider the bistable case, but with cost functional (3.5). Integrating along paths in the
U -P plane, instead of (3.8) we now find

J1(γ) =

∫ s̄

0

1

U

[(f(U)

P
+ c
)
U ′(s) + P ′(s)

]
ds =

∫

γ

[(f(U)

UP
+
c

U

)
dU +

1

U
dP

]
. (3.19)

Again, this is to be minimized among all admissible curves γ ∈ Ac. Defining the vector field

v =

(
f(U)

UP
+ c ,

1

U

)
,

9



and recalling (3.19) we now obtain

J1(γ1)− J1(γ2) =

(∫

γ1

−
∫

γ2

)
v =

(∫∫

Ω+

−
∫∫

Ω−

)
ω, (3.20)

where now

ω = curl v =
f(U)

UP 2
− 1

U2
. (3.21)

The region where ω > 0 is found to be

D+ .
=
{
(U,P ) ; ω(U,P ) > 0

}
=
{
(U,P ) ; 0 < P < P ∗(U)

}
. (3.22)

where
P ∗(U)

.
=
√
U f(U). (3.23)

P

U0 1

ω < 0
P (U)*

+_
u (c) u (c)

ω > 0

* ^

γ
1

2γ

B

uu

A

Figure 6: By Stokes’ theorem, the path γ1 going from (0, 0) to A, then from A to B, then from B to
(1, 0) has a lower cost than any other admissible path γ2 ∈ Ac.

Consider the situation shown in Fig. 6. Let γ1 be the path obtained by concatenating:

• The trajectory of (2.5) exiting from (0, 0), until it reaches a point A on the curve where
P = P ∗(U).

• The trajectory of (2.5) starting from (1, 0), and moving backwards until it reaches a
point B on the curve where P = P ∗(U).

• The arc of the curve where P = P ∗(U), between A and B.

Assume that the abode two trajectories of (2.5), passing through the points A and B respec-
tively, do not have further intersections with the curve P = P ∗(U), for u∗ < U < 1. Then γ1
is optimal.

We give here a sufficient condition that guarantees that every trajectory of (2.5) can cross the
curve P = P ∗(U) only twice, thus ruling out the configuration in Fig. 7.

Along this curve we have
d

dU
P ∗(U) =

f(U) + Uf ′(U)

2
√
Uf(U)

. (3.24)

10



Writing the equation (3.6) in the form

P ′ = − c− f(U)

P
+ z∗(U), (3.25)

a direct computation shows that, in the region where P = P ∗ we must have

z∗(U) =
3f(U) + Uf ′(U)

2
√
Uf(U)

+ c . (3.26)

This leads us to consider the function

2g(u)
.
=
[
3f(u) + uf ′(u)

]
·
[
uf(u)

]−1/2
, (3.27)

and seek a condition that will ensure that this function is monotonically decreasing. A straight-
forward differentiation yields

2g′(u) =
[
3f ′(u) + f ′(u) + uf ′′(u)

]
·
[
uf(u)

]−1/2

−1

2

(
3f(u) + uf ′(u)

)(
f(u) + uf ′(u)

)
·
[
uf(u)

]−3/2

=

[(
4uf(u)f ′(u) + u2f(u)f ′′(u)

)
− 1

2

(
3f2(u) + 4uf(u)f ′(u) + u2(f ′(u))2

)]
·
[
uf(u)

]−3/2

=

[
2uf(u)f ′(u) + u2f(u)f ′′(u)− 3

2
f2(u)− 1

2
u2(f ′(u))2

]
·
[
uf(u)

]−3/2
.

Hence the inequality we need is

− 3f2(u)− u2(f ′(u))2 + 4uf(u)f ′(u) + 2u2f(u)f ′′(u) ≤ 0. (3.28)

By the inequality 2
√
3uf(u)f ′(u) ≤ 3f2(u) + u2(f ′(u))2, it follows that (3.28) holds if, in

addition to (A2), the function f satisfies:

(A4) For all u ∈ [u∗, 1], one has (4− 2
√
3)f ′(u) + 2uf ′′(u) ≤ 0.

Theorem 3.2 Let f be a function satisfying the assumptions (A2) and (A4) Then the in-
equality (3.28) holds for every u ∈ [0, 1].

Moreover, for every wave speed c > c∗, the optimization problem (P2) admits a unique solu-
tion. The optimal measure is absolutely continuous w.r.t. Lebesgue measure. There exists two
points u∗ < u−(c) < u+(c) < 1 such that the optimal solution in (3.25) has the form

z∗(u) =





3f(U) + Uf ′(U)

2
√
Uf(U)

+ c if u ∈ [u−(c), u+(c)],

0 otherwise.

(3.29)

Proof. As shown in Fig. 6, in the region

J+ .
=
{
u ∈ [u∗, 1] ; z∗(u) > 0

}

11



where the control is strictly positive, the graph of the function P ∗ intersects transversally all
trajectories of the system (2.5). Therefore, if we can prove that the set J+ is an interval, say
J+ = ]u∗, û[ as shown in Fig. 6, we are done. We start observing that, under the assumptions
(A2) on f , the function z∗ defined at (3.26) satisfies

z∗(u∗) > 0 and z∗(1) < 0,

hence by continuity of z∗ there exists at least one point ū ∈ [u∗, 1] such that z∗(ū) = 0. We
claim that for any c > c∗ this point is unique. Indeed, consider the function

h(u)
.
= − 3 f(u) + u f ′(u)

2
√
u f(u)

, u ∈ [u∗, 1]. (3.30)

Since
lim

u→u∗+
h(u) = −∞, lim

u→1−
h(u) = +∞ , (3.31)

our claim will be proved by showing that h is strictly increasing. Indeed, this is true because
h = −g, with g defined in (3.27).

Remark 3.1 There is a large set of functions satisfying (A2) and (A4). For example, the
cubic f(u) = −x(x − 1)(x − 2/3) satisfies (A4) with a strict inequality. Therefore the same
is true for any small perturbation in C2

0

(
[0, 1]

)
.

4 Existence of optimal traveling profiles

For more general source functions f , satisfying (A2) but not (A4) we still prove existence
of an optimal measure µ yielding the traveling profile. However, in the situation shown in
Fig. 7 the structure of this measure can be more complicated than in the case covered by
Theorem 3.1.

Theorem 4.1 Let f satisfy the assumptions (A2), and let c∗ be the speed of a traveling
wave for (2.1). Then, for every c ≥ c∗ the minimization problem (P2) has a measure valued
solution.

Proof. 1. As shown in Fig. 7, let γ∗ be the trajectory of (2.5) originating from (0, 0), and
let γ♯ the trajectory of (2.5) reaching (1, 0). Notice that every admissible path γ ∈ Ac is
contained in the region bounded by γ∗, γ♯, and the U -axis.

Under the assumption c ≥ c∗, a path with finite cost does exist. Indeed, let A = (u∗, a)
and B = (u∗, b) be the points where the trajectories γ∗, γ♯ cross the vertical line {U = u∗},
respectively. Then the path γ obtained by concatenating

• the portion of γ∗ from (0, 0) to A,

• the vertical segment from A to B, and

• the portion of γ♯ from B to (1, 0)
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Figure 7: The construction in step 2 of the proof of Theorem 3.2. An admissible path γn is replaced
by a path having smaller cost, and having the additional properties (i)–(iii). Notice that this is a
case where the trajectory γ♯ of (2.5) through the point (1, 0) has multiple intersections with the curve
P = P ∗(U). When this happens, Theorem 3.2 cannot be applied.

is an admissible path with cost J1(γ) =
b−a
u∗

< +∞. Notice that this is the path that minimizes
the cost functional J0, but of course it may not be optimal for J1.

2. We can now consider a minimizing sequence of paths γn ∈ Ac, say

s 7→ γn(s) =
(
Un(s), Pn(s)

)
, s ∈ [0, sn], n ≥ 1,

such that
lim
n→∞

J1(γn) = inf
γ∈Ac

J1(γ).

Adapting the arguments used in the previous section, based on Stokes’ theorem, we now
replace each path γn with a modified path γ̃n having some additional properties. As shown
in Fig. 7, let (u∗, an) be the first point where the path γn intersects the vertical line U = u∗.
We can then replace the portion of γn between (0, 0) and (u∗, a) with the portion of γ∗ from
(0, 0) to the point A = (u∗, a), together with a vertical segment joining (u∗, a) with (u∗, an).

Next, consider the portion of γn in a neighborhood of the terminal point (1, 0). Since the
measure µ is positive, that this portion must lie below the trajectory γ♯ of (2.5) through
(1, 0). Moreover, in a neighborhood of (1, 0) the path γ♯ lies below the curve P = P ∗(U).
Indeed, in view of (3.24),

lim
U→1−

d

dU
P ∗(U) = lim

U→1−

(√
f(U)

2U
+

√
U f ′(U)

2f(U)

)
= −∞,

while, along γ♯, by (2.6)-(2.7) we have

lim
U→1−

dP

dU
=

−c−
√
c2 − 4f ′(1)

2
.

We now choose δ > 0 small enough so that, calling C,D the points where the horizontal line
{P = δ} intersects the trajectories γ∗ and γ♯ respectively, one has

−f(U)− cP ≤ 0

13



along the horizontal segment with endpoints C,D. In other words, all trajectories of (2.5)
cross this segment downward.

Call (cn, δ) the last point where the path γn crosses the horizontal line {P = δ}. We then
replace the last portion of γn with a horizontal segment joining (cn, δ) with D, together with
the portion of trajectory γ♯ joining D with (1, 0). Furthermore, we replace any additional
portions of the path γn lying below the line {P = δ} with horizontal segments.

After these modifications, we obtain a new path γ̃n. Since the function ω at (3.21) is negative
on the strip where U < u∗, by (3.15) we have

J1(γ̃n) ≤ J1(γn).

In view of the above construction we can now assume that every path γn in our minimizing
sequence has the following properties:

(i) The initial portion of γn coincides with the path γ∗, from (0, 0) to the point A = (u∗, a).

(ii) The final portion of γn coincides with the path γ♯, from the point D to (1, 0).

(iii) The intermediate portion of γn, between A and D, remains inside the domain where
U ∈ [u∗, 1] and P ≥ δ.

3. By parameterizing each path γn by arc-length, we can assume that all maps γn are 1-
Lipschitz and that the intervals [0, sn] are uniformly bounded. By possibly taking a subse-
quence, and using Ascoli’s theorem, we achieve the convergence

sn → s̄, γn(s) → γ(s) for all s ∈ [0, s̄[ .

Moreover, for any fixed ε > 0 the convergence is uniform on the subinterval where s ∈ [0, s̄−ε].

4. We claim that the limit path is admissible, namely γ ∈ Ac. Indeed, the identities (3.9) are
clear. Moreover, the limit of 1-Lipschitz curves is still 1-Lipschitz, hence (3.10) holds as well.
Finally, we observe that the differential constraint (3.11) can be formulated in terms of the
differential inclusion

γ′(s) ∈ F (γ(s)), (4.1)

where
F (U,P ) =

{
(u̇, ṗ) ∈ R

2 ; u̇2 + ṗ2 ≤ 1 , u̇ ≥ 0, ṗ ≥ (−f(U)− c)u̇
}
.

Since the multifunction F is continuous, with compact, convex values, the set of solutions
to the differential inclusion (4.1) is closed under uniform convergence [1]. This shows that
γ ∈ Ac.

4. It now remains to show that the limit path γ is optimal. Namely

J1(γ) =

∫

γ

[(f(U)

UP
+
c

U

)
dU +

1

U
dP

]
= lim

n→∞
J1(γn). (4.2)
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Using (3.15)-(3.21) we obtain

lim
n→∞

(
J1(γ)− J1(γn)

)
= lim

n→∞

(∫∫

Ω+
n

−
∫∫

Ω−

n

)(
f(U)

UP 2
− 1

U2

)
= 0. (4.3)

Indeed, by construction, for every n ≥ 1 the region Ωn = Ω+
n ∪ Ω−

n enclosed between the
two curves is contained within the region where U ≥ u∗ and P ≥ δ. On this region, the
integrand in (4.3) is continuous and uniformly bounded. Since the area of Ωn shrinks to zero,
we conclude that the above limit vanishes, proving the optimality of γ.

The above theorem provides the existence of an optimal profile, but it does not guarantee its
uniqueness (up to translation). From step 2 of the proof, we can obtain some information
about the optimal measure µ. Namely µ is supported on a region where U ∈ [u∗, 1 − ε], for
some ε > 0. In particular, the optimal profile coincides with a solution of (2.3) for U ∈ ]0, u∗]
and for U ∈ [1− ε, 1[ .

5 The minimum cost, depending on the wave speed

In setting considered in Theorem 3.2, the optimal control has the form (3.29). Calling
[u−(c), u+(c)] the interval where the control is nonzero (see Fig. 6), the minimum cost is
thus

E(c) =

∫ u+(c)

u−(c)

z∗(u)
u

du =

∫ u+(c)

u−(c)

3f(u) + uf ′(u) + 2c
√
uf(u)

2u
√
uf(u)

du

=
3

2

∫ u+(c)

u−(c)

√
f(u)

u
√
u

du+
1

2

∫ u+(c)

u−(c)

f ′(u)√
uf(u)

du+ c ln

(
u+(c)

u−(c)

)
.

(5.1)

The first two terms on the right hand side of (5.1) are uniformly bounded. The last term is
the only one that grows without bound, as c→ +∞. The next proposition yields more precise
information on the asymptotic behavior of E(c).

Proposition 5.1 Let f be a function satisfying the assumptions (A2) and (A4). As in
Theorem 3.2, let z∗ in (3.29) be the optimal control for the problem (P2). Then, as c→ +∞,
one has u−(c) → u∗, u+(c) → 1. Moreover, the function E(c) in (5.1) has the asymptotic
behavior

E(c) = c | ln u∗|+
∫ 1

u∗

(
3
√
f(u)

2u
√
u

+
f ′(u)

2
√
uf(u)

)
du+ e(c), (5.2)

where the additional term has size e(c) = O(1) · 1
c .

Proof. All of the above conclusions will be proved by showing that there exists a constant
α > 0 such that

u−(c)− u∗ ≤ α

c2
, 1− u−(c) ≤ α

c2
. (5.3)

1. Consider the equation
dP

dU
= − c− f(U)

P
, (5.4)
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associated with the system (2.5). One can observe that for c > 0,

dP

dU
≤ − c on [u∗, 1]. (5.5)

Therefore P attains its maximum at some point in the interval [0, u∗], where the right hand
side of (5.4) vanishes. For u ∈ [0, u∗] one has fmin ≤ f(u) ≤ 0. Therefore

0 ≤ P (U) ≤ − fmin

c
for all U ∈ [0, 1]. (5.6)

In turn, (5.6) implies

− fmin

c
≥
√
u−(c)f(u−(c)). (5.7)

As c→ +∞, both sides of (5.7) approach zero, hence f(u−(c)) → 0 and u−(c) → u∗. Moreover,
performing a Taylor approximation at u = u∗, for a suitable constant α > 0 we find

√
u−(c)− u∗ ≤

√
α

c
. (5.8)

proving the first inequality in (5.3).

2. To achieve an estimate on u+(c) we observe that, for every c > 0, the function

Z(U) = c(1 − U) U ∈ [u∗, 1] ,

is a subsolution of
d

dU
P (U) = − c− f(U)

P
, P (1) = 0.

Indeed,

Z ′ = − c ≥ − c− f(U)

Z
U ∈ [u∗, 1] .

In turn, this implies

P ∗(u+(c)) =
√
u+(c))f(u+(c)) ≥ Z(u+(c)) = c

(
1− u+(c)

)
.

Once again, for a suitable constant α > 0 this implies

√
α(1 − u+(c)) ≥ c

(
1− u+(c)

)
,

proving the second inequality in (5.3).

3. The asymptotic expansion (5.2) is now a consequence of (5.1), together with the inequalities
in (5.3).
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Figure 8: When c = c∗ there exists a heteroclinic orbit P = P (U) of (2.5) through (0, 0) and (1, 0).
When c = c∗ + ε with ε > 0, one obtains an unstable manifold P = P−

ε (U) through (0, 0), and a stable
manifold P = P+

ε (U) through (1, 0).

Next, we analyze the behavior of E(c) as c ↓ c∗. Going back to the system (2.5), we ob-
serve that the unstable manifold through (0, 0) and the stable manifold through (1, 0) depend
continuously on the parameter c. This impliies

lim
c→c∗

u−(c) = lim
c→c∗

u+(c) = ū. (5.9)

As shown in Fig. 8, here ū is the point where the heteroclicic orbit P = P (U) connecting (0, 0)
with (1, 0) intersects the graph of the function P = P ∗(U)

.
=
√
Uf(U), in the case c = c∗.

Setting c = c∗+ ε, we now denote by P = P−
ε (U) and P = P+

ε (U) the corresponding unstable
and stable manifolds through (0, 0) and (1, 0), respectively (see Fig. 8). By definition, the
functions P−

ε , P
+
ε thus provide the solutions to

dP

dU
= − f(U)

P
− (c∗ + ε), (5.10)

respectively with boundary conditions

P−
ε (0) = 0, P+

ε (1) = 0.

Differentiating (5.10) w.r.t. the parameter ε, we obtain the asymptotic expansions

P−
ε (U) = P (U) + εY −(U) + o(ε), P+

ε (U) = P (U) + εY +(U) + o(ε), (5.11)

where o(ε) denotes a higher order term, as ε→ 0. Here the functions Y −, Y + are determined
by solving the linearized equations

dY

dU
=

f(U)

[P (U)]2
Y − 1, (5.12)

with boundary conditions

lim
U→0+

Y −(U) = 0, lim
U→1−

Y +(U) = 0,

respectively. In view of the formula (5.1), we now obtain
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Proposition 5.2 In the same setting as Proposition 5.1, we have the asymptotic expansion

E(c∗ + ε) = ε · Y
+(ū)− Y −(ū)

ū
+ o(ε). (5.13)

where o(e) denotes a higher order infinitesimal as ε ↓ 0.

Proof. For notational convenience, set

v−
.
=

d

dε
u−(c∗ + ε)

∣∣∣∣
ε=0

, v+
.
=

d

dε
u+(c∗ + ε)

∣∣∣∣
ε=0

.

Differentiating w.r.t. ε the identities

P−
ε

(
u−(c∗ + ε)

)
= P ∗(u−(c∗ + ε)

)
, P+

ε

(
u−(c∗ + ε)

)
= P ∗(u+(c∗ + ε)

)
,

and using (5.11), we obtain

Y ±(ū) +

(
−c∗ − f(ū)

ū

)
v± = (P ∗)′(ū) · v±. (5.14)

It is now convenient to write the minimum cost (5.1) in the form

E(c) =

∫ u+(c)

u−(c)

z∗(u)
u

du =

∫ u+(c)

u−(c)

1

u

(
c+

f(u)

P ∗(u)
+ (P ∗)′(u)

)
du . (5.15)

Differentiating (5.15) w.r.t. c, when c = c∗ and u−(c∗) = u+(c∗) = ū we obtain

E′(c∗) =
1

ū

(
c∗ +

f(ū)

P ∗(ū)
+ (P ∗)′(ū)

)
· (v+ − v−) =

Y +(ū)− Y −(ū)
ū

,

where the second identity follows from (5.14). This yields (5.13).

The last result in this section is concerned with minimum cost J0 in (3.4), as a function of
the wave speed c, but now in the mono-stable case (1.4). In this case, we can prove that the
function E(c) is convex.

Proposition 5.3 Consider the minimization problem (P1), assuming that f satisfies (A1).
Then the minimum cost E(c) is an increasing, convex function of the speed c ∈ [c∗,+∞[ .

Proof. As shown by Theorem 3.1, in this case the optimal control consists of a point mass
at the origin. The minimum cost is thus simply P (0), where P = P (U) is the solution to

dP

dU
= − cP − f(U)

P
, P (1) = 0. (5.16)

We shall write P = P (U, c) to emphasize the dependence of the solution on the additional
parameter c. Our main concern is the convexity of the map c 7→ P (0, c). To understand this
issue, we set w = ∂P

∂c . This function satisfies the linear ODE

dw

dU
= − 1 +

f(U)

P 2(U)
w, w(1) = 0. (5.17)

18



If now c1 < c2, then P (U, c1) < P (U, c2). Therefore

−1 +
f(U)

P 2(U, c1)
> − 1 +

f(U)

P 2(U, c2)
.

In view of (5.17), this yields

w(U, c1) < w(U, c2) for all U ∈ [0, 1[ . (5.18)

showing that the map c 7→ P (U, c) is convex, for every U ∈ [0, 1].

6 Traveling profiles in two space dimensions

In Theorem 3.1 we proved that, for any speed c > c∗, the optimization problem (P1) admits
a unique optimal solution. The optimal measure is a point mass located at a point where
f(u) = 0.

Aim of this section is to prove a similar result for traveling waves in two space dimensions.
We thus consider the corresponding parabolic equation on the 2-dimensional strip

{
(x1, x2) ∈

R× ]0, 1[
}
, namely

ut = f(u) + ∆u− z(x), (6.1)

with Neumann boundary conditions:

ux2
(x1, 0) = ux2

(x1, 1) = 0 for all x1 ∈ R. (6.2)

Given a speed c > c∗, we consider a traveling wave profile u = u(x1, x2) which satisfies

f(u) + cux1
+∆u− z = 0, (6.3)

together with (6.2) and with limits

lim
x1→−∞

u(x1, x2) = 0, lim
x1→+∞

u(x1, x2) = 1. (6.4)

Among all such profiles, obtained by different choices of the function z = z(x1, x2) ≥ 0, we
seek to minimize the total effort

‖z‖L1

.
=

∫

R×[0,1]

∣∣z(x)
∣∣ dx. (6.5)

We claim that, even by choosing control functions z which depend on both variables x1, x2,
one cannot achieve a smaller cost compared with the 1-dimensional case, where z is a function
of the variable x1 alone.

Proposition 6.1 Let f satisfy the assumptions (A1). Given c > c∗, let u = u(x1, x2) be a
solution to (6.2)–(6.4), for some nonnegative smooth function z = z(x1, x2). Calling Cmin the
minimum cost for the 1-dimensional problem at (3.18), one has

‖z‖L1 ≥ Cmin . (6.6)
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Proof. 1. By (6.3) and the boundary conditions (6.2), (6.4), one has

‖z‖L1 =

∫

R×[0,1]
f(u) dx+ c. (6.7)

Introducing the level sets

Σ(s)
.
=
{
x ∈ R× [0, 1] ; u(x) = s

}
,

the integral on the right hand side of (6.7) can be written as

∫ 1

0

(∫

Σ(s)

1

|∇u(x)| dℓ
)
f(s) ds. (6.8)

Here dℓ denotes the arc-length along the level curve Σ(s).

2. Assuming that f satisfies (1.4), let U : R+ 7→ [0, 1] be the optimal traveling profile
constructed at (3.16). For every s ∈ [0, 1], define

ψ(s)
.
=

∫

{u(x)>s}
f(u(x)) dx, Ψ(s)

.
=

∫

{U(x)>s}
f(U(x)) dx . (6.9)

We claim that, for every s ∈ [0, 1],
ψ(s) ≥ Ψ(s). (6.10)

Toward a proof of (6.10) we shall use the divergence theorem on the set {u(x) > s}. Choosing
n = ∇u/|∇u| as inner unit normal vector, by (6.1) we have
∫

Σ(s)
|∇u| dℓ =

∫

Σ(s)
∇u·n dℓ = −

∫

{u(x)>s}
∆u dx =

∫

{u(x)>s}

(
f(u)+cux1

−z
)
dx (6.11)

The inequality (6.10) trivially holds when s = 1, because in this case both sides vanish. Let
us decrease s and check at what rate the two integrals increase. Taking the average values,
and applying Jensen’s inequality for the convex function y 7→ 1/y, for any c ∈ R we obtain

− d

ds
ψ(s) = f(s) ·

∫

Σ(s)

1

|∇u(x)| dℓ(s)

= f(s) ·meas
(
Σ(s)

)
· −
∫

Σ(s)

1

|∇u(x)| dℓ(s)

≥ f(s) ·meas
(
Σ(s)

)
·
(
−
∫

Σ(s)
|∇u(x)| dℓ(s)

)−1

= f(s) ·
[
meas

(
Σ(s)

)]2
·
(∫

{u(x)>s}
(f(u) + cux1

− z) dx

)−1

≥ f(s) ·
[
meas

(
Σ(s)

)]2
·
[
ψ(s) + c(1− s)

]−1
,

(6.12)

− d

ds
Ψ(s) =

f(s)

U ′(x(s))
= f(s) ·

[∫ +∞

x(s)
f(U(x)) dx + c(1 − s)

]−1

= f(s) ·
[
Ψ(s) + c(1− s)

]−1
.

(6.13)

Comparing (6.12) with (6.13), we see that
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• either ψ(s) ≥ Ψ(s),

• or else − d

ds
ψ(s) ≥ − d

ds
Ψ(s).

Since ψ(1) = Ψ(1) = 0, letting s decrease from 1 to 0 by a comparison argument we conclude
that (6.10) holds.

2x

1

0 x
1

x
2

1

0 x
1

u > s u > s
(s)Σ

∆

u

∆

u

Figure 9: Left: the regions where u(x1, x2) = U(x1) is > s. Right: the region where a general solution
u of (6.3) is > s.

7 The two-dimensional sharp interface limit

We now return to the optimization problem introduced in Section 1, but with a possibly
measure-valued dissipative source:

ut = f(u) + ∆u− µ . (7.1)

We are interested in the sharp interface limit, obtained by letting ε→ 0 in the equation

ut =
1

ε
f(u) + ε∆u− µ . (7.2)

Notice that (7.2) can be derived from (7.1) simply by a rescaling of the independent variables
t 7→ εt, x 7→ εx. Here µ as a (possibly measure-valued) non-negative control. For ε ≈ 0 we
expect that the solution to (7.2) will be a function taking values close to either 0 or 1 over
most of its domain. We thus seek to replace the controlled parabolic equation (7.2) with a
control problem for a moving set.

The following notation will be used. On the unit circumference S = {ξ ∈ R
2 ; |ξ| = 1} we use

the arc-length measure, normalized so that
∫
S dξ = 1. For any vector v = (v1, v2) ∈ R

2, the
perpendicular vector (rotated by 90o) is v⊥ = (−v2, v1). By 1V we denote the characteristic
function of a set V ⊂ R

2, while m2(V ) denotes its 2-dimensional Lebesgue measure.

Consider a set valued map t 7→ Ω(t) ⊂ R
2. For t ∈ [0, T ], let

∂Ω(t) = {x(t, ξ) ; ξ ∈ S} (7.3)

be a C1 parameterization of the boundary of Ω(t), oriented counterclockwise (see Fig. 10). We
shall always assume that xξ(t, x) 6= 0 for all t, ξ, so that the unit inward normal vector to Ω(t)
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Figure 10: At time t, the boundary ∂Ω(t) of the moving set is parameterized by the variable ξ ∈ S1.
An annulus of radius ε1/2 around this boundary is parameterized by (ξ, s) 7→ x(t, ξ) + sn(t, ξ).

at x(t, ξ) is well defined by the formula

n(t, ξ)
.
=

x⊥ξ (t, ξ)

|xξ(t, ξ)|
. (7.4)

The normal velocity of the set boundary is given by the inner product

β(t, ξ)
.
=
〈
n(t, ξ) , xt(t, ξ)

〉
. (7.5)

Throughout this section, we assume that the source function f satisfies (A2) and (A4), so
that Theorem 3.2 applies. In connection with the optimization problem (P2) for a traveling
wave, for every speed c ≥ c∗ let E(c) in (5.1) be the minimum cost (3.5), among all measure-
valued controls yielding a traveling profile with speed c. One can extend E to all values c ∈ R

by setting
E(c) = 0 for c ≤ c∗.

Integrating this cost along the boundary of a moving set, this leads to

Definition 7.1 Consider a moving set Ω(t), with boundary parameterized as in (7.3). At
each time t ∈ [0, T ], the instantaneous effort to achieve this motion is defined as

E(t) .
=

∫

S
E(β(t, ξ))

∣∣xξ(t, ξ)
∣∣ dξ . (7.6)

Given a convex function φ : R+ 7→ R+ and two constants κ1, κ2 ≥ 0, together with the
optimization problem (OP1) introduced in Section 1, we now consider a problem of optimal
control for the moving set Ω(t), t ∈ [0, T ].

(OP2) Given an initial set Ω(0) = Ω0, determine a controlled evolution t 7→ Ω(t) so that the
total cost

J
.
=

∫ T

0
φ
(
E(t)

)
dt+ κ1

∫ T

0
m2

(
Ω(t)

)
dt+ κ2m2

(
Ω(T )

)
(7.7)

is minimized.

A rigorous derivation of (OP2) would require a study of the Γ-limit of the functionals

Fε(u)
.
=

∫ T

0

∫
[ε∆u+ ε−1f(u)− ut]+

u
dx dt (7.8)
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as ε → 0. Here [s]+ = max{s, 0}. However, this analysis is outside the scope of the present
paper. Here we only take some partial steps in this direction. The main result of this section
shows that the cost J at (7.7) can be achieved as the limit of the cost (1.2), for a family of
solutions to the rescaled parabolic equations

uεt =
1

ε
f(uε) + ε∆uε − uεαε , t ∈ [0, T ], x ∈ R

2. (7.9)

Theorem 7.1 Let f satisfy the assumptions (A2)-(A3). For t ∈ [0, T ], let t 7→ Ω(t) ⊂ R
2

denote a moving set, whose boundary admits a C1 parameterization as in (7.3). Moreover,
assume that the normal velocity in (7.5) satisfies β(t, ξ) ≥ c∗ for all t, ξ. Then there exists
a family of control functions αε and solutions uε to (7.9) such that the following two limits
hold, uniformly for t ∈ [0, T ].

lim
ε→0

∥∥∥uε(t, ·) − 1Ω(t)

∥∥∥
L1

= 0, (7.10)

lim
ε→0

∫

R2

αε(t, x) dx =

∫

S1

E
(
β(t, ξ)

) ∣∣xξ(t, ξ)
∣∣ dξ. (7.11)

Proof. 1. By an approximation argument, we can assume that the function x = x(t, ξ) is
smooth, and that the normal speeds satisfy the strict inequality β(t, ξ) > c∗. More precisely,
we can choose constants c1, c2, c3 such that

c∗ < c1 < c2 < c3, β(t, ξ) ∈ [c2, c3] for all t ∈ [0, T ], ξ ∈ S. (7.12)

The solutions uε will be obtained by constructing suitable lower and upper solutions uε− ≤ uε+.

n

P

0 U
1− _1n

p

1*u

1

1− _1n

u*

0a
n bn

y

nU

Figure 11: The construction of lower solutions. Left: the trajectory of (7.13) through the point
(1−n−1, 0) crosses the P -axis at some point (0, pn). Right: the corresponding traveling profile at (7.15)-
(7.16) is uniquely determined by requiring that Un(0) = u∗. By construction we have U ′

n(an) = pn > 0,
while U ′

n(bn) = 0.

2. Toward the construction of lower solutions (see Fig. 11), let c1 > c∗ be given. For every
n ≥ 1 large enough, the trajectory of the system

{
U ′ = P,

P ′ = − f(U)− c1P,
(7.13)
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that goes through the point (1− n−1, 0) will cross the P -axis at a point (0, pn), with

pn > 0, lim
n→∞

pn = p̄ > 0. (7.14)

This yields a traveling profile Un = Un(y) which satisfies

Un(0) = u∗, U ′′
n + c3U

′
n + f(Un) = 0 for y ∈ [an, bn], (7.15)





Un(an) = 0,

U ′
n(an) = pn > 0,





Un(bn) = 1− 1
n ,

U ′
n(bn) = 0,

(7.16)

for some values an < 0 < bn. We can extend it outside the interval [an, bn] by setting

Un(y) =





0 if y ≤ an ,

1− 1
n if y ≥ bn .

(7.17)

n
y

1_
n

u*1_
n

_1

n

n

n

n n

P

0 U1

1

u*

0

*
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b

V
B

a ##

P (U)

Figure 12: The construction of upper solutions. Left: a concatenation of a trajectory of (2.5) through
(n−1, 0), followed by an arc along the curve where P = P ∗(U), followed by a trajectory of (2.5) through
(1, n−1). Right: the corresponding traveling profile in (7.20)-(7.21), shifted so that Vn(0) = u∗. By
construction we have V ′

n(a
′

n) = 0, while V ′

n(b
′

n) > 0.

3. Toward the construction of upper solutions, consider again the 1-dimensional equation

ut = f(u) + uxx − uα , (7.18)

where α = α(t, x) ≥ 0 is the control function. For a given wave speed c > c∗, a traveling
profile u(t, x) = U(x− ct) is an upper solution provided that

U ′′ + cU ′ + f(U)− αU ≤ 0. (7.19)

Assuming that f satisfies (A2)-(A3), we consider the path γn obtained by concatenating the
following three curves (see Fig. 12, left)

• The trajectory of (2.5) starting at (n−1, 0), up to the point An where it intersects the
curve P = P ∗(U)

.
=
√
Uf(U).

• The trajectory of (2.5) ending at (1, n−1), continued backward up to a point Bn along
the curve where P = P ∗(U).
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• The portion of the curve P = P ∗(U) between An and Bn.

As shown in Fig. 12, right, this yields a traveling profile for (7.18), say u(t, x) = Vn(x − ct),
which satisfies

Vn(0) = u∗, V ′′
n + cV ′

n + f(Vn) + Vnαn = 0 for y ∈ [a♯n, b
♯
n], (7.20)





Vn(a
♯
n) = 1

n ,

V ′
n(a

♯
n) = 0,





Vn(b
♯
n) = 1,

V ′
n(b

♯
n) > 0,

(7.21)

for some values a♯n < 0 < b♯n and a suitable control αn ≥ 0. We can extend Vn outside the
interval [a♯n, b

♯
n] by setting

Vn(y) =





1
n if y ≤ a♯n ,

1 if y ≥ b♯n .
(7.22)

We remark that the above profiles Vn, as well as the interval [a♯n, b
♯
n], all depend on the wave

speed c. To be reminded of this fact, we shall use the notations V c
n , a

♯
n(c), b

♯
n(c).

In connection with (7.12) we observe that, as long as the speed c ∈ [c2, c3] remains in a

bounded interval, also the intervals
[
a♯n(c), b

♯
n(c)

]
remain uniformly bounded

4. Using the above traveling profiles Un, Vn, we are now ready to construct sequences of upper
and lower solutions.

Choose a sequence εn ↓ 0 such that, for every n ≥ 1,

1√
εn

≥ (bn − an) +
(
b♯n(c)− a♯n(c)

)
for all c ∈ [c2, c3]. (7.23)

Define the rescaled profiles

Ũn(y) = Un

(
y −√

εn
εn

)
, Ṽ c

n (y)
.
= V c

n

(
y +

√
εn

εn

)
. (7.24)

Notice that, by the definitions of Un and V
(c)
n , this implies

Ũn(y) =

{
0 if y ≤ 0,

1− n−1 if y ≥ 2
√
εn ,

Ṽ c
n (y) =

{
n−1 if y ≤ −2

√
εn,

1 if y ≥ 0 .

(7.25)

Recalling the parameterization (7.3) of the boundary ∂Ω(t), consider the annular domain

Dn(t)
.
=
{
x(t, ξ) + y n(t, ξ) ; ξ ∈ S, |y| ≤ 2

√
εn

}
. (7.26)

Thanks to our earlier assumptions on the map (t, ξ) 7→ x(t, ξ), for all εn > 0 small enough the
map

(ξ, y) 7→ x(t, ξ) + y n(t, ξ) x(t, ξ) + y n(t, ξ)

has a smooth inverse, for every t ∈ [0, T ].
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Figure 13: The traveling profile V c
n , providing an upper solution, and its rescaled version Ṽ c

n at (7.25).

We now define a lower solution u−n by setting

u−n
(
x(t, ξ) + y n(t, ξ)

)
.
= Ũn(y) for all |y| ≤ 2

√
εn, (7.27)

and extending u−n outside the annulus Dn(t) as a constant function. Namely: u−n (t, x) = 0 in
the interior of Ω(t), while u−n (t, x) = 1− n−1 outside Ω(t). This is possible because of (7.25).

Similarly, we define an upper solution u+n by setting

u+n

(
x(t, ξ) + y n(t, ξ)

)
.
= Ṽ β(t,ξ)

n (y), (7.28)

and extending u−n outside the annulus Dn(t) as a constant function. Namely: u+n (t, x) = n−1

in the interior of Ω(t), while u−n (t, x) = 1 outside Ω(t). Again, this is possible because of
(7.25).

By construction, it is clear that 0 ≤ u−n (t, x) ≤ u+n (t, x) ≤ 1. Moreover,

u−n (t, ·) → 1Ω(t) in L1(R2).

However, we only have
u+n (t, ·) → 1Ω(t) in L1

loc(R
2),

because u+n (t, x) ≥ n−1 and hence this upper solution is not integrable on R
2.

To cope with this problem, observing that the minimum between two upper solutions is an
upper solution, we can proceed as follows. Let R > 0 be a radius large enough so that all sets
Ω(t) remain inside the disc B(0, R) ⊂ R

2. Consider the radially symmetric function

φ(x)
.
=

{
1 |x| ≤ R,

e−|x|+R |x| ≥ R
(7.29)

Notice that, for ε small enough, this is a time-independent upper solution of

ut = ε∆u+
1

ε
f(u),

integrable over the entire plane R
2.

Replacing the functions u+n with

vn(t, x) = min
{
u+n (t, x), φ(x)

}
,
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we obtain a new sequence of upper solutions. We claim that this sequence converges to 1Ω(t)

in L1(R2), for every t ∈ [0, T ]. Indeed, for every n ≥ 1 sufficiently large one has

∫

R2

|vn(t, x) − 1Ω(t)| dx =

∫

B(0,R+lnn)\Ω(t)
u+n (t, x) dx +

∫

|x|>R+lnn
φ(x) dx

≤ meas(Dn(t) \Ω(t)) +
π(R+ lnn)2

n
+

∫

|x|>R+lnn
e−|x|+R dx,

(7.30)

and each term on the right hand side of (7.30) goes to zero as n→ ∞.

5. For each n ≥ 1, we now consider the cost of a control which renders vn an upper solution.
The smallest control function α that fulfils this requirement is

αn
.
=

[
εn∆vn + ε−1

n f(vn)− (vn)t
]
+

vn
(7.31)

By construction, we already know that vn satisfies

εn∆vn + ε−1
n f(vn) ≤ 0 = (vn)t for x /∈ Dn(t).

It thus remains to estimate the integral
∫

Dn(t)
αn(t, x) dx, (7.32)

and show that it converges to the right hand side of (7.11).

6. Over the set Dn(t), we shall use the coordinates (ξ, y) ∈ S×[−2
√
εn, 2+

√
εn] corresponding

to the point
x = x(t, ξ) + y n(t, ξ) . (7.33)

Computing the Laplacian of vn in terms of the coordinates ξ, y, and calling r = r(t, ξ, y) is
the local radius of curvature (which is uniformly positive throughout the domain), we find

∆xvn = (vn)yy +
1

r
(vn)y +

(vn)ξξ − xξξ · (vn)ξ
|xξ|2

=
1

ε2n

(
V β(t,ξ)
n

)′′
(
y +

√
εn

εn

)
+O(1) · 1

εn
+O(1) .

(7.34)

On the other hand,

∂tvn = − β(t, ξ)

εn

(
V β(t,ξ)
n

)′
(
y +

√
εn

εn

)
+O(1). (7.35)

Using (7.20), with the speed c = β(t, ξ), one obtains

(
V β(t,ξ)
n

)′′
+ β(t, ξ)

(
V β(t,ξ)
n

)′
+ f

(
V β(t,ξ)
n

)
+ V β(t,ξ)

n · αn = 0.

Combining the above estimates, we obtain

εn∆xvn +
1

ε
f(vn)− ∂tvn =

1

εn
V β(t,ξ)
n · αn +O(1), (7.36)
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where αn is the optimal control on the portion of curve from An to Bn in Fig. 12.

7. We now integrate (7.36) over the entire domain Dn. Computing the Jacobian determinant
of the transformation (7.33), we obtain

dx1dx2 =
∣∣xξ(ξ, y)

∣∣ · εn dξdy.

Therefore, at any given time t ∈ [0, T ], there holds

∫

R2

αn dx =

∫

Dn

[
εn∆vn + ε−1

n f(vn)− (vn)t
]
+

vn
dx

=

∫

S×[−2
√
εn, 2

√
εn]

[
αn(ξ, y)

εn
+O(1)

] ∣∣xξ(ξ, y)
∣∣εn dξdy

=

∫

S
E
(
β(t, ξ)

)
|xξ(t, ξ)

∣∣ dξ +O(1) · εn .

(7.37)

Taking the limit as εn → 0, this yields (7.11).

8. Having constructed a sequence of lower solutions u−n and of upper solutions vn which both
converge to the characteristic function 1Ω(t), by a comparison argument we obtain a sequence
of solutions to

un,t =
1

εn
f(un) + εn∆un − unαn , t ∈ [0, T ], x ∈ R

2, (7.38)

with u−n ≤ un ≤ vn. By (7.37), these solutions satisfy

lim
n→∞

∥∥∥un(t, ·)− 1Ω(t)

∥∥∥
L1

= 0, lim
n→∞

∫

R2

αn(t, x) dx =

∫

S
E(β(t, ξ))

∣∣xξ(t, ξ)
∣∣ dξ.
(7.39)

This achieves the proof.

Remark 7.1 We expect that an entirely similar result could be proved in the case where
g(u, α) = α, and f satisfies either (1.4) or (1.5). In this case, the optimal traveling profiles
are the ones described in Theorem 3.1, while the formulas (7.9) and (7.8) should be replaced
respectively by

uεt =
1

ε
f(uε) + ε∆uε − αε , Fε(u)

.
=

∫ T

0

∫
[ε∆u+ ε−1f(u)− ut]+ dx dt .
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