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Abstract

Unmanned aerial vehicle (UAV)-enabled positioning that uses UAVs as aerial anchor nodes is a

promising solution for providing positioning services in harsh environments. In previous research, the

state sensing and control of UAVs were either ignored or simply set to be performed continuously,

resulting in system instability or waste of wireless resources. Therefore, in this article, we propose a

quality-of-service (QoS)-oriented UAV-enabled positioning system based on the concept of sensing-

communication-control (SCC) co-design. We first establish the mathematical models of UAV state

sensing and control. Then, the influence of sensing scheduling and transmission failure on UAV stability,

as well as the performance of positioning services in the presence of UAV control error, are analyzed.

Based on these models and analysis results, we further study the problem of minimizing the amount of

data transmitted by optimizing the sensing scheduling and blocklength allocation under the condition

of satisfying each user’s demand. Finally, an efficient scheme is developed to solve this mixed-integer

nonlinear problem. Numerical results show that the proposed system could work efficiently and meet

users’ requirements. In addition, compared with two benchmark schemes, our scheme reduces the failure

rate or resource consumption of positioning services by more than 76.2% or 82.7%.

Index Terms

Unmanned aerial vehicle (UAV), UAV-enabled positioning, Sensing-communication-control (SCC)

co-design, Quality-of-service (QoS).

This work was supported by the Beijing Municipal Science and Technology Project (Z181100003218008).

Z. Wang, R. Liu, Q. Liu and L. Han are with the School of Electronic and Information Engineering, Beihang University,

Beijing 100191, China (e-mail: wangmajie@buaa.edu.cn; rongke liu@buaa.edu.cn).

ar
X

iv
:2

10
8.

09
72

5v
1 

 [
ee

ss
.S

Y
] 

 2
2 

A
ug

 2
02

1



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2

I. INTRODUCTION

A. Motivation

As the efficiency and intelligence of industrial manufacturing and people’s daily lives has

been improved continuously by location-based services (LBS) like logistic tracking and mobile

marketing, positioning technology is playing an increasingly important role in this mobile in-

formation era [1]. Therefore, ubiquitous positioning has been recognized as an essential service

and an enabling technology by both the current fifth generation (5G) wireless networks and

the future six generation (6G) communications [2], [3]. Unfortunately, conventional wireless

positioning technologies represented by global navigation satellite system (GNSS) and cellular-

based positioning may suffer severe performance degradation in some harsh environments like

dense urban and fail to meet application requirements. For the widely used GNSS systems, their

signals are easily blocked or reflected by buildings or rugged terrain, resulting in multipath or

none-line-of-sight (NLoS) propagation that cause large position errors [4]. Moreover, due to

frequent signal blockages, the geometry of satellites available to users is often unsuitable for

positioning [5]. Similarly, the above problems, including NLoS propagation, insufficient number

and unsatisfactory geometry of base stations (BS) can also be found in cellular-based positioning,

which severely affect the positioning accuracy [6]–[8]. Thus, we need a better platform to provide

wireless positioning services in harsh environments.

Due to their high operational flexibility and fully controllable mobility, unmanned aerial

vehicles (UAV) have recently received considerable attention from the research community

and may help create a whole new paradigm for wireless networks [9]. In the past few years,

researchers have studied the potential of UAVs as aerial BSs, relays and data collectors to

provide services for ground users or assist terrestrial networks [10]–[12]. It is noteworthy that in

addition to their use for communication, UAV could also be a promising platform for positioning

[13]. Unlike satellites operating in fixed orbits or BSs that cannot be moved, UAVs with high

maneuverability can fly close to users, making the number of available anchor nodes sufficient

for positioning [14]. Moreover, UAVs are more likely to establish line-of-sight (LoS) links with

ground users than terrestrial BSs due to their relatively high flying altitudes [9]. In addition,

by considering UAV-user geometry in the deployment of UAVs, the problem of poor geometry

common in conventional positioning technologies can also be largely avoided [15]. Therefore,

UAV-enabled positioning that uses UAVs as aerial anchor nodes could be a good choice for
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positioning in challenging environments.

As typical automatic systems, the operation of UAVs or UAV swarms requires appropriate

design and coordination of sensing, communication and control functionalities [16]. In existing

systems, these three functionalities were commonly designed and implemented separately, which

was previously thought to be conducive to ensuring compatibility among different functionalities

[17]. Recently, many studies pointed out that considering the co-existence and cooperation of

multiple functionalities at the beginning of system design can help improve system performance

or resource efficiency [17], [18]. Thus, sensing-communication co-design (also called integrated

sensing and communication) that enables the network and users to sense their dynamic states

or the surrounding environment has been widely viewed as a key driver in future 6G networks

[19]. The capability of state sensing helps to reduce the energy or resource consumption in

wireless networks, and location-aided resource scheduling is a good application example [20].

Similarly, control and communication functionalities can also be considered jointly to provide

extra design freedom for future automatic systems. Recent research indicated that control-

communication co-design could address problems existing in a single functionality, or even create

new applications by taking advantage of the imperfections of each functionality [17]. Moreover,

if the communication functionality is designed based on system’s actual needs for control, the

current stringent requirements on communication latency and reliability can be greatly relaxed,

thereby reducing unnecessary resource consumption [21]. Therefore, it is very promising to

develop sensing-communication-control (SCC) co-design solutions for UAV-related applications

[20], [22].

B. Related Work

As society’s demand for ubiquitous positioning services increases continuously, UAV-enabled

positioning has recently become a hot topic for research due to its high flexibility and adaptability

in harsh environments. Sallouha et al. [23] proposed a UAV-enabled positioning system that

utilizes the received-signal-strength (RSS) technique to locate ground users in urban areas and

derived the corresponding theoretical performance limits. In [24], the UAV trajectory in the

same system was optimized to find a good balance between the accuracy of RSS-based two-

dimensional (2-D) positioning and UAVs’ propulsion energy consumption. Wang et al. [14]

introduced the time-difference-of-arrival (TDoA) approach into UAV-enabled positioning and

realized high-accuracy 3-D localization by exploiting the vertical diversity of UAV platforms.
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Moreover, in [15], the reliability of UAV-enabled positioning services in mountainous areas was

modeled and enhanced. In these studies, UAVs were treated as anchor nodes with perfect knowl-

edge of their own positions. In practice, UAVs’ positions are commonly obtained through state

sensing, and the inevitable sensing errors will cause uncertainty in anchor position information

[25], [26]. Thus, the authors in [25] studied the problem of UAV self-localization and evaluated

the impact of UAV position uncertainty on positioning performance. Furthermore, Liu et al. [26]

proposed a deployment optimization method considering UAV position uncertainty to improve

the accuracy of UAV-enabled positioning. These two studies assume that UAVs can hover stably

at fixed positions, which is not true in practical applications due to unintentional movements

caused by environmental factors like wind. Hence, the authors in [27] quantitatively analyzed the

influence of the instability and mobility of UAV platforms on UAV relative localization. However,

in this study, the anchor position uncertainty in different directions caused by UAV instability was

simply modeled as independent Gaussian random variables with the same variance, which may

be too optimistic for practice. Therefore, in order to ensure the practicability of UAV-enabled

positioning, both the state sensing error and control error should be taken into consideration in

system design, and they should be modeled objectively according to the system dynamics model

and control policy.

In terms of the co-design of different functionalities, several successful attempts have been

made in recent years. In [28], the authors achieved the co-existence between radar and com-

munication systems through cooperative spectrum sharing, and studied the problem of cross

interference management. The two systems studied in this research still work separately on

different platforms for different users. No other interactions between the sensing and commu-

nication functionalities were considered in this study except for the cross interference. Liu et

al. [29] integrated radar sensing and millimeter wave (mmWave) communication functionalities

on a multiple-input multiple-output (MIMO) system, and designed the corresponding frame

structure. Nevertheless, in this study, the users or targets of the two functionalities are different,

which means that a single user cannot benefit from both functionalities. In [30], the vehicle

motion predicted through radar sensing was used to assist the reception of downlink commu-

nication signals. Unfortunately, controls issues are not considered in this study, making the

vehicle dynamics model used less practical. Mei et al. [31] and González et al. [32] introduced

the communication-control co-design into vehicle-to-vehicle (V2V) networks, and developed

resource scheduling algorithms to ensure the string stability of vehicle platoons. In these two
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studies, the sensing of each vehicle’s kinematic status was assumed to be performed perfectly

without failures or errors, which is not true in practical applications. In [33] and [34], control-

aware communication was used to improve the resource efficiency of wireless control systems.

These two studies focused on the stability and resource consumption of a control system, rather

than the system’s ability to perform the required tasks. In fact, a system may not need to be very

stable to provide services that satisfy users’ demands, and stringent requirements on stability

may lead to a waste of resources. From the above analysis, it can be concluded that if we want

to improve the performance or efficiency of an automatic system through the joint design of

multiple functionalities, the following requirements need to be met in system design.

• Essential functionalities including sate sensing, communication and control should be com-

prehensively considered.

• The imperfections of each functionality should be modeled objectively.

• The main consideration should be the performance of the services provided for users.

C. Main Contributions

In this article, a quality-of-service (QoS)-oriented UAV-enabled positioning system is proposed

based on the idea of SCC co-design to improve the resource efficiency of positioning services

while ensuring that users’ requirements on positioning accuracy are met. To evaluate objectively

the performance of our system in practical applications, we consider the impact of UAV position

uncertainty caused by the state sensing error and control error on positioning. Specifically, the

mathematical models of UAV state sensing and control in two operation modes, “open-loop”

and “closed-loop”, are first established. Based on these models, we further derive the covariance

matrices of UAV control errors in different operation modes, as well as the mean-square error

(MSE) of positioning services in the presence of UAV position uncertainty. It is found that the

quality of positioning services is mainly determined by UAVs’ operation modes, while the latter

depends on the scheduling of UAV state sensing and successful transmissions of sensing data

with finite blocklength, resulting in the coupling among sensing, communication and control

functionalities. Then, we try to reduce the resource consumption for positioning services by

reducing the frequency of state sensing and the blocklength for data transmission, while ensuring

that users’ QoS demands are satisfied. This work is formulated as a mixed-integer nonlinear

optimization problem, and an efficient scheme is developed to solve it.

In a nutshell, the major contributions of this article are listed as follows:
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• Different from previous studies that treated UAVs as perfect anchor nodes, we consider UAV

position uncertainty caused by the state sensing error and control error in system design

and analysis. In particular, the imperfections of each functionality are modeled objectively,

making our system more practical than existing ones.

• We derive the covariance matrices of UAV position uncertainty and the MSE of positioning

services in different operation modes. These derivations can be used as a general framework

for the design and analysis of UAV-enabled positioning systems, and provide guidance for

future research on SCC co-design like resource allocation.

• When solving the problem of sensing scheduling and blocklength allocation, we develop a

scheme that converts the constraint on the positioning MSE of each user into the constraint

on each UAV’s control error. This scheme decouples the control of each UAV, and is

therefore suitable for large-scale UAV-enabled positioning systems.

Numerical results demonstrate that our proposed system and scheme achieve the desired results

in terms of QoS and resource efficiency. Moreover, compared with two benchmark schemes, the

proposed scheme achieves significantly lower failure rate or better resource efficiency. To the

best of our knowledge, this work is the first to introduce the concept of sensing-communication-

control co-design into UAV-enabled positioning.

Notations: In this article, scalars are denoted by italic letters (x). Lowercase and uppercase

boldface letters (x and X) are used to denote column vectors and matrices, respectively. RN×1

represents the space of N -dimensional real-valued vectors. The superscript T indicates the trans-

pose operation (XT ) and superscript −1 indicates matrix inverse (X−1). ‖·‖2 and tr (·) denote

the Euclidean norm and matrix trace, respectively. E {·} represents the statistical expectation

operator and P (·) indicates the probability. diag (·) and blkdiag (·) denote the diagonal and

block diagonal matrices, respectively. IN is the N × N identity matrix and 0N×M represents

the N ×M all-zero matrix. N (0N×1,Q) denotes the N -dimensional Gaussian distribution with

zero mean and covariance matrix Q. v̇ indicates the first-order derivative of the time-dependent

function v with respect to time.

II. SYSTEM DESIGN

In this article, as shown in Fig. 1, we consider a scenario where multiple ground users

requiring positioning services are located in a challenging environment. In such an environment,

conventional technologies such as GNSS and terrestrial cellular-based positioning fail to meet



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7

UE Beacon-UAV (UAVB)BS
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Agent-UAV (UAVA)

Control center (CC)

Positioning services

Fig. 1. Proposed UAV-enabled positioning system.

users’ requirements due to their drawbacks discussed in the previous section. Therefore, multiple

low-altitude UAV platforms are employed as aerial anchor nodes to undertake the task of locating

ground users. These UAVs can be classified into two groups according to their functions in the

proposed system, namely the “agent UAV (UAVA)” and “beacon UAV (UAVB)”. Among them,

UAVA are responsible for providing positioning services to users. Since UAVA are deployed

close to ground users, the air-to-ground (A2G) links between UAVA and user equipment (UE)

are dominated by LoS components. However, due to their long distance from terrestrial BSs,

UAVA are unable to determine their own locations through cellular-based positioning. Thus,

UAVB whose locations have been accurately estimated and remain unchanged are used to provide

UAVA with relative range measurements required for state sensing.

The proposed system shown in Fig. 1 consists of NA UAVA, NB UAVB and M UE. UAVA

and UAVB are denoted by sets NA = {1, · · · , NA} and NB = {1, · · · , NB}, respectively. The

j-th UAVA (j ∈ NA) is deployed at a carefully selected “hovering point (HP)”, which can be

denoted by the horizontal coordinates q◦j ∈ R2×1 and height hv. The 3-D coordinates of j-th

UAVA’s HP are denoted by q◦,3Dj =
[(

q◦j
)T
, hv

]T
∈ R3×1. As mentioned in the previous section,

in practice, UAVA are unable to hover stably at fixed positions, and can only maintain themselves

in close vicinity of the selected HPs through sensing and control functionalities. Moreover, it

is assumed that UAVA can maintain the preset altitude (hv) utilizing their onboard sensors like
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Fig. 2. Structure and operation strategy of the proposed system.

barometric altimeter. Then, we represent the true location of the j-th UAVA in time slot t as

qj,t ∈ R2×1 (q3D
j,t =

[
(qj,t)

T , hv

]T
∈ R3×1). UAVB fly at the same altitude (hv) as UAVA, and the

location of the i-th UAVB (i ∈ NB) is denoted by bi ∈ R2×1 (b3D
i =

[
(bi)

T , hv

]T
∈ R3×1). UEs

on the ground are represented by the set M = {1, · · · ,M}, and the true location of the m-th

UE (m ∈M) is denoted as pm ∈ R2×1 (p3D
m =

[
(pm)T , 0

]T
∈ R3×1).

Fig. 2 shows the structure and operation strategy of the proposed system. At the beginning

of each time slot, the control center (CC) sends scheduling commands to all UAVA through

terrestrial BSs and ground-to-air (G2A) communication links. The scheduling commands contain

the index of the UAVA that need to perform state sensing in this time slot and the blocklength for

the transmission of sensing data. Since terrestrial BSs commonly have large transmit power, the

dispatch of scheduling commands is assumed to be perfect without any failure. After receiving the

scheduling commands, the scheduled UAVA cooperate with UAVB to measure the corresponding

inter-UAV distances, and send the velocity and acceleration measurements obtained by onboard

sensors to UAVB. Subsequently, UAVA provide positioning services to UEs utilizing the two-

way ranging (TWR) technique, while UAVB transmit the sensing data obtained in the previous

step to the terrestrial BSs and CC. The A2G channels between UAVB and terrestrial BSs are

modeled as Rayleigh fading channels. Due to the time-varying nature of fading channel and

UAVs’ limited transmit power, failures may occur in the transmission of sensing data, which

affect the state estimation and control of UAVA. If the data required for the state sensing of

a UAVA is successfully received by BSs, CC will estimate its current state and generate the

control input command based on closed-loop (CL) operation mode. Otherwise, the UAVA will
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be controlled in open-loop (OP) mode based on its previously estimated states. At the end of

this time slot, CC sends control commands to UAVA, and each UAVA adjusts its state according

to the received command. Similar to scheduling commands, the dispatch of control commands

is also assumed to be perfect.

With the structure and operation strategy introduced above, the proposed system is expected to

work efficiently and provide positioning services that meet users’ requirements. In the following

subsections, we provide the key mathematical models used in our system.

A. Model of UAV State Sensing

In the proposed system, the true state of the j-th UAVA in time slot t can be represented by

the following vector:

xj,t =
[
∆qTj,t,v

T
j,t, a

T
j,t

]T ∈ R6×1, (1)

where ∆qj,t =
[
∆q

(x)
j,t ,∆q

(y)
j,t

]T
= qj,t−q◦j denotes the deviation between the j-th UAVA’s true

location and its corresponding HP; vj,t =
[
v

(x)
j,t , v

(y)
j,t

]T
∈R2×1 and aj,t =

[
a

(x)
j,t , a

(y)
j,t

]T
∈R2×1 are

the true values of the UAVA’s velocity and acceleration, respectively. Under ideal conditions

without sensing and control errors, the UAVA should hover stably at the specified HP, i.e.,

xj,t = 06×1.

In order to estimate the UAVA’s location, the well-known TWR technique is used to measure

the inter-UAV distances between UAVA and UAVB. As derived in Appendix A, the relative range

measurement corresponding to the j-th UAVA and i-th UAVB can be expressed as

d̂ij,t = dij,t + nid,j,t =
∥∥q3D

j,t − b3D
i

∥∥
2

+ nid,j,t, (2)

where dij,t =
∥∥q3D

j,t − b3D
i

∥∥
2

denotes the true distance between the j-th UAVA and i-th UAVB;

nid,j,t ∼ N (0, σ2
d) is the distance measurement error caused by the clock drifts of UAVs’ local

clocks, and σ2
d is its variance. As mentioned in [15], the value of σ2

d is mainly determined by the

crystal tolerance of UAV’s oscillator and response delay of TWR. Since UAVs in the proposed

system use the same type of oscillators and the same TWR protocol, all inter-UAV distance

measurements have the same variance (σ2
d).

For each UAVA j, three UAVB are assigned to sense its state, denoted by the set NAj

B (NAj

B ∈

NB). Then, the three inter-UAV distance measurements corresponding to the j-th UAVA can be

represented by the following vector:

d̂j,t =
[
· · · , d̂ij,t, · · ·

]T
= dj,t + nd,j,t, i ∈ NAj

B , (3)
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where dj,t =
[
· · · , dij,t, · · ·

]T (i ∈ NAj

B ); nd,j,t =
[
· · · , nid,j,t, · · ·

]T is the noise vector consisting

of mutually independent measurement errors with same variance. Thus, the covariance matrix

of nd,j,t can be expressed as Rd = σ2
d · I3.

With the above measurement equations, the j-th UAVA’s location in time slot t can be

estimated by CC through the maximum-likelihood (ML) method. Then, the Cramér-Rao lower

bound (CRLB) that can be approached by the ML method is used to indicate the accuracy of

the estimation of UAVA’s locations, which can be expressed as

CRLB (qj,t) =
(
HT
j R−1

d Hj

)−1
= σ2

d ·
(
HT
j Hj

)−1
, (4)

where Hj is the Jacobian matrix of equation (3) at qj,t, and

Hj = ∂dj,t/∂qj,t =
[
· · ·,hij (qj,t) ,· · ·

]T
=
[
· · ·, (qj,t−bi)

/∥∥q3D
j,t − b3D

i

∥∥
2
,· · ·
]T
, i ∈ NAj

B . (5)

It is noteworthy that with appropriate control strategy, the deviation between UAVA’s true

location (qj,t) and the corresponding HP (q◦j ) is acceptable, and its influence on the geometry

of UAVs is negligible [25], [35]. Thus, by replacing qj,t in equation (5) with q◦j , Hj can be

approximated as

Hj ≈
[
· · ·,hij

(
q◦j
)
,· · ·
]T

=
[
· · ·,

(
q◦j − bi

)/∥∥∥q◦,3Dj −b3D
i

∥∥∥
2
,· · ·
]T
. (6)

We assume that the estimation of UAVA’s location performed at CC could approach the

CRLB. Then, the covariance matrix of UAVA location estimate (q̂j,t) can be expressed as Rq,j ≈

CRLB (qj,t). Moreover, utilizing the relationship ∆qj,t = qj,t − q◦j , the estimate of ∆qj,t can

be written as

∆q̂j,t = q̂j,t − q◦j = ∆qj,t + n∆q,j,t, (7)

where n∆q,j,t ∼ N (02×1,R∆q,j) is the location estimation error, and R∆q,j = Rq,j is its

covariance matrix.

In addition, while measuring the inter-UAV distances, UAVA also send their velocity and

acceleration measurements to UAVB by embedding them into the response message of TWR.

The velocity and acceleration of the j-th UAVA measured in time slot t can be expressed as

v̂j,t = vj,t + nv,j,t, âj,t = aj,t + na,j,t, (8)

where nv,j,t ∼ N (02×1,Rv) and na,j,t ∼ N (02×1,Ra) represent measurement errors. Since

we assume that all UAVA are equipped with the same sensors, the velocity (acceleration)

measurements in the proposed system have the same covariance matrix Rv (Ra).
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Then, the sensing results of the j-th UAVA’s state in time slot t can be represented by the

following vector:

x̂j,t =
[
∆q̂Tj,t, v̂

T
j,t, â

T
j,t

]T
= xj,t + ηj,t, (9)

where ηj,t = [n∆q,j,t,nv,j,t,na,j,t]
T ∼ N (06×1,Rη,j) is the noise vector consisting of three kinds

of mutually independent measurement errors, and its covariance matrix can be written as

Rη,j = blkdiag (R∆q,j,Rv,Ra) . (10)

B. Model of UAV Control

For simplicity and without loss of generality, we model each UAVA in the proposed system

as a linear time-invariant discrete-time system, whose dynamics model is given by

xj,t+1 = Ajxj,t + Bjuj,t + wj,t, (11)

where Aj ∈ R6×6 and Bj ∈ R6×2 are the state matrix and input matrix of the j-th UAVA,

respectively; uj,t =
[
u

(x)
j , u

(y)
j

]T
∈ R2×1 is the control input, i.e., the commanded acceleration;

wj,t ∼ N (06×1,Qw) is independent identically distributed (i.i.d.) process noise that characterizes

the unintentional movements of UAVA. The expressions for matrices Aj , Bj and Qw are derived

in Appendix B.

As a linear system, UAVA’s control input vector can be determined using the state feedback

law uj,t = Kjxj,t, where Kj ∈ R2×6 is the gain matrix. Then, equation (11) can be rewritten as

xj,t+1 = (Aj + BjKj) xj,t + wj,t. (12)

Please note that the true state (xj,t) in the above equation is unavailable in practice. Therefore,

CC can only generate the control input (uj,t) based on state sensing or prediction results. If the

sensing data is successfully received by CC, the control input will be generated in CL mode

based on the estimated state (x̂j,t), i.e., u
(c)
j,t = Kjx̂j,t = Kj (xj,t + ηj,t). Otherwise, the UAVA

will be controlled in OL mode and the control input is generated based on the predicted state.

According to equation (12), if the last successful state sensing was performed in time slot t−∆tcj ,

the prediction of UAVA’s state in time slot t can be expressed as

x̄
(∆tcj)
j,t = (Aj + BjKj)

∆tcj x̂j,t−∆tcj
= (Aj+BjKj)

∆tcj

(
xj,t−∆tcj

+ηj,t−∆tcj

)
. (13)
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Then, the control input generated in OL mode can be written as u
(o)
j,t = Kjx̄

(∆tcj)
j,t , and the

UAVA’s dynamics model in two operation modes can be expressed as

x
(c)
j,t+1 = (Aj + BjKj) xj,t + (BjKjηj,t + wj,t) , closed-loop,

x
(o)
j,t+1 = Ajxj,t + BjKjx̄

(∆tcj)
j,t + wj,t, open-loop,

(14)

where superscripts (c) and (o) indicate the CL and OL modes, respectively.

Furthermore, the update rule for parameter ∆tcj in two operation modes is given by

∆tcj ←

 1, closed-loop,

∆tcj + 1, open-loop.
(15)

C. Model of Positioning Services for UE

As mentioned at the beginning of this section, in the proposed system, UAVA are employed

as aerial anchor nodes to provide TWR-based positioning services for UEs. Similar to the

measurement of inter-UAV distances, the distance measurement between the m-th UE and j-th

UAVA obtained through the TWR technique in time slot t can be expressed as

r̂jm,t = rjm,t + njr,m,t =
∥∥p3D

m − q3D
j,t

∥∥
2

+ njr,m,t, (16)

where rjm,t =
∥∥p3D

m − q3D
j,t

∥∥
2

denotes the true distance; njr,m,t ∼ N (0, σ2
r) is the i.i.d. measure-

ment error, and σ2
r is its variance.

Denote the NU
A UAVA (NU

A ≥ 3) serving the m-th UE as the set N Um
A (N Um

A ∈ NA), then the

distance measurements available to the UE form the following vector:

r̂m,t =
[
· · · , r̂jm,t, · · ·

]T
= rm,t + nr,m,t, j ∈ N Um

A , (17)

where rm,t =
[
· · · , rjm,t, · · ·

]T
(j ∈ N Um

A ); nr,m,t =
[
· · · , njr,m,t, · · ·

]T
is the noise vector consist-

ing of NU
A i.i.d. measurement errors, and its covariance matrix can be written as Rr = σ2

r · INU
A

.

Due to unknown sensing and control errors, the true locations of UAVA are time-varying

and unavailable to UEs. Thus, UEs can only use UAVA’s HPs and the following measurement

equations for position estimation:

r̄m (pm) =
[
· · · , r̄jm (pm) , · · ·

]T
=
[
· · · ,

∥∥∥p3D
m − q◦,3Dj

∥∥∥
2
, · · ·

]T
. (18)

In this article, the iterative least-squares (ILS) method that estimates unknown parameters in

an iterative manner through Taylor-series linearization is used to determine UEs’ locations [36].

Denote the m-th UE’s location estimate obtained in the l-th iteration of ILS as p̂
(l)
m,t ∈ R2×1
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(p̂(l),3D
m,t =

[(
p̂

(l)
m,t

)T
, 0

]T
), then the first-order Taylor-series expansion of r̄m (pm) at p̂

(l)
m,t can

be written as

r̄m (pm) ' r̄m

(
p̂

(l)
m,t

)
+ Hm

(
p̂

(l)
m,t

)(
pm − p̂

(l)
m,t

)
, (19)

where

Hm

(̂
p

(l)
m,t

)
=
∂r̄m (pm)

∂pm

∣∣∣∣
p̂
(l)
m,t

=
[
· · · ,hjm

(̂
p

(l)
m,t

)
, · · ·

]T
=

· · · ,
(
p̂

(l)
m,t−q◦j

)
∥∥∥p̂(l),3D

m,t −q◦,3Dj

∥∥∥
2

, · · ·

T (20)

is the Jacobian matrix of equation (18) at p̂
(l)
m,t.

The LS estimate of the m-th UE’s location obtained in the (l + 1)-th iteration is given by

p̂
(l+1)
m,t = p̂

(l)
m,t + S

(
p̂

(l)
m,t

) [
r̂m,t − r̄m

(
p̂

(l)
m,t

)]
, (21)

where

S
(
p̂

(l)
m,t

)
= P

(
p̂

(l)
m,t

)
H
(
p̂

(l)
m,t

)T
, (22)

P
(
p̂

(l)
m,t

)
=

[
H
(
p̂

(l)
m,t

)T
H
(
p̂

(l)
m,t

)]−1

. (23)

The estimation result of the m-th UE’s location in time slot t can be obtained after the above

iteration converges.

III. PERFORMANCE ANALYSIS AND PROBLEM FORMULATION

In this article, the UAV position uncertainty caused by sensing and control errors is taken into

account in the design of our UAV-enabled positioning system, which has often been overlooked

in existing research. Due to this additional consideration, the analysis methods and performance

metrics used in previous research are unsuitable for evaluating the performance of the proposed

system. Therefore, in the first two subsections of this section, we first analysis the stability of

UAVA in two operation modes, and then derive the MSE of UE positioning in the presence

of UAV position uncertainty. It is found that the scheduling of UAVA state sensing and the

blocklength for the transmission of sensing data are two main factors affecting the quality of

positioning services. Thus, at the end of this section, we formulate the sensing scheduling and

blocklength allocation in the proposed system as a QoS-constrained optimization problem, which

will be solved using the scheme introduced in the next section.
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A. UAV Stability Prediction in Different Operation Modes

The aim of this subsection is to predict the stability of each UAVA in the next time slot (t+1)

before CC generates the scheduling commands for the current time slot (t). The UAVA’s dynamics

model in two operation modes has been derived in Section II.B. However, it is noteworthy that

the dynamics model shown in equation (14) uses the true state of UAVA (xj,t) when calculating

its future state, which is unknown in practice. Therefore, in order to predict UAVA’s state in

time slot t + 1, we need to replace xj,t in equation (14) with other variables whose values or

distributions are available to CC. We assume that the last successful state sensing was performed

t+ 1 time slots ago. Then, according to equations (13) and (14), the expression for xj,t can be

written as

xj,t=(Aj+BjKj)
∆tcjxj,t−∆tcj

+

∆tcj−1∑
k=0

Ak
jBjKj(Aj+BjKj)

∆tcj−k−1

ηj,t−∆tcj
+

∆tcj−1∑
k=0

Ak
jwj,t−k−1. (24)

Moreover, utilizing the relationship xj,t−∆tcj
= x̂j,t−∆tcj

− ηj,t−∆tcj
and equation (13), the above

equation can be further rewritten as

xj,t= x̄
(∆tcj)
j,t +

∆tcj−1∑
k=0

Ak
jBjKj(Aj+BjKj)

∆tcj−k−1

−(Aj+BjKj)
∆tcj

ηj,t−∆tcj
+

∆tcj−1∑
k=0

Ak
jwj,t−k−1. (25)

The value of x̄
(∆tcj)
j,t in the above equation can be calculated using equation (13), and the

distributions of noise vectors ηj,t−∆tcj
and wj,t−k−1 are known. Then, by substituting this equation

into equation (14), the UAVA’s dynamics model in two operation modes can be rewritten as

x
(c)
j,t+1 =A

(c)
j x̄

(∆tcj)
j,t +

(
A

(c)
j C

(∆tcj)
j ηj,t−∆tcj

+BjKjηj,t

)
+

∆tcj−1∑
k=0

A
(c)
j A

k
jwj,t−k−1+wj,t

, closed-loop,

x
(o)
j,t+1 =A

(c)
j x̄

(∆tcj)
j,t +AjC

(∆tcj)
j ηj,t−∆tcj

+

∆tcj∑
k=0

Ak
jwj,t−k, open-loop,

(26)

where

A
(c)
j = Aj + BjKj (27)

is the closed loop state matrix, and

C
(∆tcj)
j =

∆tcj−1∑
k=0

Ak
jBjKj

(
A

(c)
j

)∆tcj−k−1

−
(
A

(c)
j

)∆tcj

 . (28)

Please note that the values of vectors ηj,t−∆tcj
and wj,t−k−1 in equation (26) are unavailable.

Therefore, we choose to predict the covariance matrix of UAVA’s state in time slot t instead
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of its true value. According to equation (26), the predicted covariance matrix in two operation

modes can be expressed as

Q
(c)
x,j,t+1 =E

{(
x

(c)
j,t+1

)(
x

(c)
j,t+1

)T}
=

(
A

(c)
j x̄

(∆tcj)
j,t

)(
A

(c)
j x̄

(∆tcj)
j,t

)T
+

(
A

(c)
j C

(∆tcj)
j

)
Rη,j

(
A

(c)
j C

(∆tcj)
j

)T
+ (BjKj)Rη,j(BjKj)

T +

∆tcj−1∑
k=0

(
A

(c)
j Ak

j

)
Qw

(
A

(c)
j Ak

j

)T
+Qw,

Q
(o)
x,j,t+1 =E

{(
x

(o)
j,t+1

)(
x

(o)
j,t+1

)T}
=

(
A

(c)
j x̄

(∆tcj)
j,t

)(
A

(c)
j x̄

(∆tcj)
j,t

)T
+

(
AjC

(∆tcj)
j

)
Rη,j

(
AjC

(∆tcj)
j

)T
+

∆tcj∑
k=0

(
Ak
j

)
Qw

(
Ak
j

)T
.

(29)

In this article, we mainly focus on the UAV position uncertainty (∆qj,t+1 = (xj,t+1)1:2), whose

covariance matrix can be written as

Q
(c)
∆q,j,t+1 =

(
Q

(c)
x,j,t+1

)
2×2

, closed-loop,

Q
(o)
∆q,j,t+1 =

(
Q

(o)
x,j,t+1

)
2×2

, open-loop.
(30)

B. UE Positioning Performance with UAV Control Error

The covariance matrix of UAV position uncertainty has been derived in the previous subsection.

Then, in this subsection, we further analyze the performance of positioning services in the

presence of UAV control error. According to the model described in Section II.C, the estimation

error of the m-th UE’s location in the (l + 1)-th iteration of ILS can be expressed as

∆p
(l+1)
m,t+1 = p̂

(l+1)
m,t+1 − pm =

(
p̂

(l)
m,t+1 − pm

)
+ S

(
p̂

(l)
m,t+1

) [
r̂m,t+1 − r̄m

(
p̂

(l)
m,t+1

)]
. (31)

With appropriate UAV control strategy and good initial guesses for ILS, the location estimate

will be close to the true location after several iterations [25]. Thus, by replacing p̂
(l)
m,t+1 in

the above equation with the true location (pm), the estimation error of the ILS method after

convergence can be written as

∆pm,t+1 = p̂m,t+1 − pm = S (pm) [̂rm,t+1 − r̄m (pm)] . (32)

The matrix S (pm) in the above equation can be easily calculated using equations (22) and

(23). We then derive the expression for term [̂rm,t+1 − r̄m (pm)]. Applying the first-order Taylor-

series expansion to equation (16) based on the relationship qj,t+1 = q◦j + ∆qj,t+1 (q3D
j,t+1 =

q◦,3Dj +
[
∆qTj,t+1, 0

]T ), r̂jm,t+1 can be approximated as

r̂jm,t+1'
∥∥∥p3D

m −q◦,3Dj

∥∥∥
2
−hjm(pm)T∆qj,t+1+njr,m,t+1 = r̄jm (pm)−hjm(pm)T∆qj,t+1+njr,m,t+1. (33)
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Fig. 3. Explanation of UAV control errors’ impact on UE positioning.

Then, term [̂rm,t+1 − r̄m (pm)] can be rewritten as

r̂m,t+1− r̄m (pm) = −
[
· · ·,hjm(pm)T∆qj,t+1,· · ·

]T
+
[
· · ·, njr,m,t+1,· · ·

]T
=−βm,t+1 +nr,m,t+1. (34)

where βm,t+1 =
[
· · · ,hjm(pm)T∆qj,t+1, · · ·

]T
.

Substituting the above equation into equation (32), the covariance matrix of the m-th UE’s

position error in time slot t+ 1 can be expressed as

Q
(ξm,t)
∆p,m,t+1 =E

{
∆pm,t+1∆pTm,t+1

}
=E

{
S(pm) (−βm,t+1+nr,m,t+1)(−βm,t+1+nr,m,t+1)

TS(pm)T
}

=S(pm)
[
E
{
βm,t+1β

T
m,t+1

}
+ E

{
nr,m,t+1n

T
r,m,t+1

}]
S(pm)T

=σ2
rP(pm) + S(pm) diag

(
. . . ,hjm(pm)TQ

(ξm,j,t)
∆q,j,t+1h

j
m (pm) , . . .

)
S(pm)T ,

(35)

where vector ξm,t = [· · · , ξm,j,t, · · ·]T (j ∈ N Um
A ) represents the operation modes of the NU

A

UAVA serving the m-th UE; ξm,j,t could be either c or o, indicating the operation mode of the

j-th UAVA in time slot t; Covariance matrix Q
(ξm,j,t)
∆q,j,t+1 can be calculated using equations (29)

and (30).

As can be seen from equation (35), the covariance matrix of UE position error can be written

as the sum of two terms. The first term σ2
rP (pm) denotes the position error caused by distance

measurement errors, reflecting the positioning accuracy in the absence of UAV position uncer-

tainty. The second term S (pm) diag
(
. . . ,hjm(pm)TQ

(ξm,j,t)
∆q,j,t+1h

j
m (pm) , . . .

)
S(pm)T indicates the

performance degradation of positioning services caused by UAV control errors. Fig. 3 gives an

intuitive explanation of UAV control errors’ impact on UE positioning. According to equation

(26), UAV control error can be represented as a linear combination of a set of independent

Gaussian random variables. Thus, the control error also follows a Gaussian distribution and its

covariance matrix (Q(ξm,j,t)
∆q,j,t+1) can be visually represented by the gray ellipse in Fig. 3. Then, the
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term hjm(pm)TQ
(ξm,j,t)
∆q,j,t+1h

j
m (pm) in equation (35) can be intuitively understood as the square of

the projected length of the j-th UAVA’s covariance ellipse in the UAVA-UE direction. Finally,

matrix S (pm) is used to convert term hjm(pm)TQ
(ξm,j,t)
∆q,j,t+1h

j
m (pm) into its contribution to the

covariance matrix of UE position error through linear transformation.

According to equation (35), the MSE of UE position estimation in the presence of UAV control

error can be calculated as follows:

MSE
(ξm,t)
m,t+1 = tr

(
Q

(ξm,t)
∆p,m,t+1

)
. (36)

C. QoS-Constrained Scheduling Problem

According to the analysis results described in the previous two subsections, the quality of

positioning services in the proposed system is affected mainly by the UAV control error in the

next time slot (t+ 1), while the latter depends on UAVA’s operation modes in the current time

slot (t). Obviously, the schedule of UAVA state sensing is one of the determinant factors of

operation modes. In this article, we use a binary vector ϕt = [· · · , ϕj,t, · · ·] ∈ Z1×NA to indicate

the sensing schedule. ϕj,t = 1 means that the j-th UAVA is required to perform state sensing in

time slot t, while ϕj,t = 0 means the opposite. If a UAVA is not scheduled in the current time

slot, it will of course be controlled in OL mode. However, it is noteworthy that ϕj,t = 1 is just a

necessary condition for CL mode. The implementation of CL mode also requires the successful

transmission of sensing data.

As mentioned at the beginning of Section II, the A2G channel between the i-th UAVB and the

corresponding terrestrial BS is modeled as a Rayleigh fading channel, whose channel power gain

(|hi,t|2) in time slot t can be obtained by CC through channel estimation. We use variable θij,t (i ∈

NAj

B ) to represent the blocklength allocated for the transmission of sensing data corresponding to

the j-th UAVA and i-th UAVB; Vector θj,t =
[
· · · , θij,t, · · ·

]
∈ R1×3 denotes the blocklength for

the transmission of the j-th UAVA’s sensing data. Then, the success rate of the data transmission

corresponding to the j-th UAVA and i-th UAVB can be calculated with equations introduced in

Appendix C and denoted as P i,(s)
j,t

(
θij,t
)
. In the proposed system, each UAVA is assigned three

UAVB for state sensing, which is the minimum number of anchor nodes required for location

estimation. Thus, the probabilities of the two operation modes can be, respectively, expressed as

P
(c)
j,t (ϕj,t,θj,t) = ϕj,t ·

∏
i∈N

Aj
B

P
i,(s)
j,t

(
θij,t
)
, closed-loop,

P
(o)
j,t (ϕj,t,θj,t) = 1− P (c)

j,t (ϕj,t, θj,t) , open-loop.

(37)
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Since each UAVA has two operation modes (CL or OL), the vector ξm,t introduced in sub-

section B has G = 2N
U
A possible values, indicating different “sensing events”. The G possible

events are represented by the set G = {1, · · · , G}, and the value of ξm,t in the g-th event (g ∈ G)

is denoted as ξgm,t. Sets Cgm,t and Ogm,t denote the UAVA operating in CL and OL modes in the

g-th event, respectively. Then, the expectation of the MSE of the m-th UE’s position estimate

in time slot t can be written as

MSEm,t+1 (ϕt,θt) =
∑
g∈G

(
MSE

(ξgm,t)
m,t+1 · P

(ξgm,t)
m,t (ϕt,θt)

)
, (38)

where

P
(ξgm,t)
m,t (ϕt,θt) =

∏
j∈Cgm,t

P
(c)
j,t (ϕj,t,θj,t)

∏
j∈Og

m,t

P
(o)
j,t (ϕj,t,θj,t) (39)

is the probability of the g-th sensing event. In the following, MSEm,t+1 (ϕt,θt) calculated by

the above equations will be used as the performance metric for positioning services.

In this article, we hope to reduce the resource consumption of UAVA state sensing and control

by jointly optimizing the sensing scheduling and blocklength allocation, while ensuring that the

quality of positioning services meets UEs’ requirements. This goal could be approached by

minimizing the total number of symbols used in each time slot, which can be formulated as the

following QoS-constrained optimization problem:

(P1) : min
ϕt,θt

∑
j∈NA

∑
i∈N

Aj
B

θij,t (40)

s.t. MSEm,t+1 (ϕt,θj,t) ≤MSEReq
m , ∀m ∈M, (41)

where θt = [· · ·,θj,t,· · ·] ∈ R1×(3NA) (j ∈NA); Term
∑
j∈NA

∑
i∈N

Aj
B

θij,t denotes the overall block-

length in time slot t; MSEReq
m is the m-th UE’s requirement on the MSE of positioning services.

IV. PROPOSED QOS-QRIENTED CO-DESIGN SOLUTION

Due to the binary vector θt as well as the nonlinear constraint (41), problem (P1) formulated

in the previous section is a mixed-integer nonlinear optimization problem, which is quite difficult

to solve optimally, especially when the number of UAVA is large. To make matters worse, in the

proposed system, each UE is served by multiple UAVA, and each UAVA could also serve multiple

UEs. Thus, simply changing the operation mode of one UAVA may not be sufficient to meet

the requirement of a certain UE, and may even affect the services for other UEs. The coupling
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among different UAVA and UEs increases the difficulty of the problem. To solve this problem

efficiently, we develop a novel scheme in this section, which divides the original problem into

two subproblems, namely the sensing scheduling and blocklength allocation, and solves them

successively. The most notable advantage of the proposed scheme is that it decouples the control

of each UAVA, making it suitable for large-scale UAV systems.

First, by substituting equations (35) and (36) into (38), the expression of MSEm,t+1 (ϕt,θt)

can be rewritten as

MSEm,t+1 (ϕt,θt) = σ2
rtr (P (pm)) + tr

(
S (pm) D̄∆q,m,t+1S(pm)T

)
, (42)

where

D̄∆q,m,t+1 (ϕt,θt) =
∑
g∈G

(
D

(ξgm,t)
∆q,m,t+1 · P

(ξgm,t)
m,t (ϕt,θt)

)
, (43)

D
(ξgm)
∆q,m,t+1 = diag

(
. . . ,hjm(pm)TQ

(ξgm,j,t)
∆q,j,t+1h

j
m (pm) , . . .

)
. (44)

Then, the QoS constraint (41) can be rewritten as

tr
(
S (pm) D̄∆q,m,t+1 (ϕt,θt) S(pm)T

)
≤ Thrm, (45)

where Thrm = MSEReq
m − σ2

rtr (P (pm)).

Please note that matrix D̄∆q,m,t+1 (ϕt,θt) is a diagonal matrix whose diagonal elements denote

the expectation of the squared projected length of each UAVA’s covariance ellipse in the UAVA-

UE direction. As can be seen from equation (45), the QoS constraint in problem (P1) only restricts

the value obtained through the linear combination of squared projected lengths corresponding

to NU
A UAVA serving each UE. The coupling among UAVA makes it difficult to decide which

UAVA should be controlled in CL mode in the current time slot. Thus, we have the following

proposition to decouple the control of UAVA, so as to reduce the difficulty of sensing scheduling.

Proposition 1: Inequality (45) holds for the m-th UE if all of the UAVA (∀j ∈ N Um
A ) serving

this UE fulfill the following condition:

hjm(pm)T
∑
g∈G

(
Q

(ξgm,j,t)
∆q,j,t+1 · P

(ξgm)
m,t (ϕt,θt)

)
hjm (pm) ≤ σ2

∆q,m, (46)

where

σ2
∆q,m = Thrm/tr (P (pm)). (47)

Proof: Please refer to Appendix D. �
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Please note that condition (46) is sufficient but not necessary for inequality (45) to hold. With

Proposition 1, the constraint on the QoS of positioning services is converted into the requirement

on the squared projected length of each UAVA’s covariance ellipse. Then, we could consider each

UAVA individually, and the original problem (P1) can be divided into the following subproblems:

(P2) : min
ϕj,t,θj,t

∑
i∈N

Aj
B

θij,t (48)

s.t. hjm(pm)T
(
P

(c)
j,t(ϕj,t,θj,t)Q

(c)
∆q,j,t+1 + P

(o)
j,t(ϕj,t,θj,t)Q

(o)
∆q,j,t+1

)
hjm(pm)≤σ2

∆q,m, ∀m∈Mj, (49)

where Mj is the set of UEs served by the j-th UAVA.

Although the number of variables in a single problem has been greatly reduced, problem

(P2) is still a complex mixed-integer nonlinear problem. Thus, later in this section, we use two

strategies to solve the subproblems of sensing scheduling and blocklength allocation in problem

(P2) successively.

The main idea of our strategy for sensing scheduling can be summarized as follows: If the

stability of a UAVA in OL mode meets the requirement, the condition (46) could be satisfied.

Therefore, we will try to control a UAVA in CL mode if its predicted stability in OL mode

approaches the limit. We use the following variable to indicate the gap between the squared

projected lengths of the j-th UAVA in OL mode and UEs’ requirements:

κj,t = max
m∈Mj

{
hjm(pm)TQ

(o)
∆q,j,t+1h

j
m (pm)− λ2 · σ2

∆q,m

}
, (50)

where λ is a scaling factor representing our tolerance for the increase in UAV position uncertainty

caused by OL modes. Then, our strategy for sensing scheduling can be expressed as

ϕj,t =

 1, if κj,t ≥ 0,

0, otherwise.
(51)

If the j-th UAVA is chosen to be controlled in CL mode, we hope that the corresponding

state sensing could be carried out with a relative high success rate, so as to avoid the UAV

position uncertainty exceeding the tolerable limit due to frequent transmission failures. Since

this article is just a preliminary attempt to introduce the concept of SCC co-design into UAV-

enabled positioning, we adopt a simple strategy to allocate the blocklength for data transmission.

In our strategy, the success rate of state sensing is set to a fixed value P (c)
Req, and the transmission

of sensing data obtained by different UAVB has the same success rate. Then, the blocklength
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Fig. 4. Test scenario for numerical evaluation.

allocated to the i-th UAVB (i ∈ NAj

B ) for transmitting the j-th UAVA’s sensing data can be

calculated as

θij,t = θ

((
P

(c)
Req

)1/3

, γi,t

)
· ϕj,t, (52)

where θ (·) is the blocklength calculation function, and γi,t denotes the signal-to-noise ratio

(SNR) of the i-th UAVB’s signal at the corresponding BS. The expressions of θ (·) and γi,t are

derived in Appendix C.

With the scheme and strategies introduced in this section, the proposed system is supposed

to work efficiently and provide positioning services that meet UEs’ requirements.

V. NUMERICAL RESULTS

In this section, we conduct a series of simulation experiments and provide the corresponding

numerical results to validate the performance of the proposed system. First, the importance of

SCC co-design for UAV-enabled positioning and the validity of our system are verified by an

experiment. Then, we compare the proposed co-design scheme with two benchmark schemes,

namely the “continuous scheme” and “periodic scheme”, to reflect the superiority of our scheme.

Finally, some key factors affecting the performance of the proposed system and their influence

on positioning services are quantitatively analyzed to provide guidance for the application of

our system in practical situations.

Fig. 4 shows the test scenario used for performance evaluation and comparison in this section,

which consists of 8 UAVA (NA = 8), 8 UAVB (NB = 8) and 15 UEs (M = 15). The origin

of Cartesian coordinates is set at the center of the test scenario. UAVB are uniformly deployed

on the circle of radius 2 km centered at the origin, and the distance between each UAVB and
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its corresponding BS is 1 km. The horizontal coordinates of the 8 UAVA’s HPs are set to

q◦1 = [1000, 0]T , q◦2 = [785, 715]T , q◦3 = [−980, 724]T , q◦4 = [−951, 164]T , q◦5 = [−382, 990]T ,

q◦6 =[758,−624]T , q◦7 =[−836,−820]T and q◦8 =[172,−977]T . UEs are randomly located within

a square with center at the coordinate origin and side length of 1 km. When assigning NU
A UAVA

to each UE, we select the subset of UAVA with the minimum horizontal dilution of precision

(HDOP) [14]. The same criterion is also used for the selection of the three UAVB responsible

for sensing each UAVA’s state.

The key simulation parameters used in this section are summarized as follows: All UAVs in

the proposed system, including UAVA and UAVB, hover at the same altitude hv = 50 m and

have the same transmit power Pt = 30 dBm; The noise power at terrestrial BSs is N0 =−107

dBm; The number of UAVA serving each UE is NU
A = 3; The variances of inter-UAV and

UAVA-UE distance measurements are σ2
d = 1 m2 and σ2

r = 1 m2, respectively; UEs have the

same requirement on the MSE of positioning services, i.e., MSEReq,m = 102 m2 (∀m ∈ M).

The covariance matrices of velocity and acceleration measurements are set to Rv =
(
0.52

)
· I2

and Ra =
(
0.12

)
· I2, respectively; The length of each time slot is ∆t = 1 s; The time constant

of lag of each UAVA in responding commanded acceleration is ρ = 10 ms; The continuous-time

acceleration process noise intensity in x- and y-directions are ς2
x = 0.52 m2/s3 and ς2

y = 0.52

m2/s3, respectively; The feedback gain matrix Kj for UAV control is generated based on the

standard linear quadratic regulator (LQR) control; The scaling factor and success rate in the

proposed co-design scheme are set to λ = 0.8 and P (c)
Req = 0.95, respectively.

A. The Importance of Co-Design in UAV-Enabled Positioning

In this subsection, we successively apply two UAV-enabled positioning systems, namely the

conventional system without considering state sensing and control as well as the proposed co-

design system, in the test scenario shown in Fig. 4. The proposed system operates according

to the scheme described in Section IV, while the dynamics model of the conventional system

is obtained by removing the term Bjuj,t from equation (11). The running time of both systems

is 60 time slots (1 min), and the corresponding simulation results are shown in Fig. 5 and Fig.

6. For the simplicity of data presentation, this subsection only presents the simulation results

corresponding to a part of UAVA and UEs, which will not reduce the generality of the analysis

results.
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Fig. 5. Test results of the system without UAV state sensing: Variations of (a) system status, (b) UAV control error (UAVA 7)

and (c) UE positioning performance (UE 1).

Fig. 5(a) and Fig. 6(a) show the variations of the two systems’ statuses over time, including

the variations of UAVA’s true locations and UEs’ location estimates. The location estimate of

each UE is obtained through the ILS method introduced in Section II.C, and the estimation is

performed once in each time slot. It can be seen that UAVA in the conventional system deviate

significantly from their HPs. According to Fig. 5(b), these deviations reach hundreds of meters

in both x- and y-directions after 40 s, almost threatening the system safety. In terms of QoS, as

can be seen from Fig. 5(c), the theoretical MSE of the conventional system’s positioning services

exceeds the 102 m2 required by UEs only 10 s after the experiment starts. About 5 s later, the

position estimation error of ILS also exceeds the tolerable limit. At the end of the experiment,

the theoretical MSE and position error of the conventional system have reached the astonishing

values of 156.72 m2 and 164.2 m, respectively. These phenomena indicate that sensing and

control functionalities are indispensable for the implementation of UAV-enabled positioning.

As shown in Fig. 6(a), during the experiment, UAVA in the proposed system always stay in

the vicinity of their HPs, and the position estimation error of each UE is also kept within an

acceptable range. According to Fig. 6(b), the proposed system maintains the deviations between

UAVA’s true location and its HP in both x- and y-directions within the range of −20.00 ∼

20.00 m. The variation of UAV control error in Fig. 6(b) can be interpreted as follows: When

the position uncertainty of the UAVA is relatively small, such as 1 ∼ 7 s in this experiment,

UAVA is controlled in OL mode to reduce resource consumption, resulting in an increase in

UAV control error. If the UAV position uncertainty approaches the limit defined by inequality

(46), the proposed system allocates wireless resources for state sensing to the UAVA so that
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Fig. 6. Test results of the proposed system using the co-design scheme: Variations of (a) system status, (b) UAV control error
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it can be controlled in CL mode. Therefore, the UAV control errors in our system fluctuate

dynamically with time. Moreover, as can be seen from Fig. 6(c), the theoretical MSE of our

system’s positioning services exhibits a variation similar to the variance of the UAV control error.

This phenomenon is reasonable because, according to equation (35), the position uncertainty of

UAVA is one of the main factors affecting the performance of UE positioning. It is noteworthy that

although the quality of positioning services fluctuates with time, the proposed system can always

meet UEs’ requirements. During the experiment, the maximum theoretical MSE and position

estimation error are 7.7172 m2 and 12.44 m, respectively. The above results demonstrate the

feasibility and validity of our system and scheme.

The simulation results in this subsection reflect the importance of state sensing and control for

UAV-enabled positioning, as well as the validity of the proposed co-design system. In addition,

it can be seen that in both UAV control and UE position estimation, the measured error rarely

exceeds three times the theoretical root-mean-square error (RMSE), which demonstrates the

correctness of the performance analysis in Section III.

B. The Superiority of Co-Design over the Continuous Scheme

In this subsection, we test and compare the performance of our scheme introduced in Section

IV and the “continuous scheme” commonly used in existing systems to illustrate the superiority

of SCC co-design. In the continuous scheme, the state sensing for each UAVA is performed

in each time slot, i.e., ϕj,t = 1 (∀j ∈ NA, ∀t). The blocklength in the continuous scheme is
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schemes; UE positioning performance (UE 1) of the (e) continuous and (f) proposed schemes

determined by the same strategy shown in equation (52). Fig. 7 and Fig. 8 show the numerical

results obtained in this experiment.

As can be seen from Fig. 7(a) and (b), the UAV control error of the continuous scheme is

basically maintained within the range of −2.973 ∼ 2.973 m, while that of the proposed system

is mostly between −19.33 m and 19.33 m. Please note that in the 28 s and 42 s of the operation

of the continuous scheme, the envelope of UAV control error expands significantly and reaches

±4.607 m. According to the sensing scheduling and execution results shown in Fig. 7(c), the

major cause of these phenomena is the unexpected OL control due to the failures of sensing

data transmission in 27 s and 41 s. As shown in Fig. 7(b) and (d), a similar phenomenon also

occurs in the 37 s of the operation of the proposed scheme. Fortunately, the proposed scheme

performs additional state sensing in the 37 s, avoiding the further increase in the variance of UAV

control error. This result indicates the proposed scheme’s adaptability to transmission failures.

Although it seems that the continuous scheme has much smaller UAV control errors than the

proposed scheme, the data in Fig. 7(e) and (f) show that such high control accuracy is completely

unnecessary for positioning services. According to Fig. 7(e), during the experiment, the maximum

theoretical MSE and position estimation error of the continuous scheme’s positioning services

are 1.8472 m2 and 3.023 m, which are far below the UEs’ tolerable limits. In terms of the

proposed system (Fig. 7(f)), its maximum theoretical MSE and position error are 7.7172 m2 and
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8.537 m, which are much larger than those of the continuous scheme but still meet the UEs’

requirements.

Since both of the schemes tested in this subsection could satisfy UEs’ QoS demands, we turn

to compare their resource consumption. The average number of scheduling (times/s) and the

average number of symbols (symbols/s) used for data transmission are chosen as the metrics for

evaluating the resource efficiency of each scheme. Fig. 8 shows the comparison of the resource

consumption of the two schemes. As can be seen from Fig. 8(a), compared with the continuous

scheme, the proposed scheme significantly reduces the average number of scheduling for each

UAVA. The reduction in the number of scheduling is between 83.3% and 86.7%. Moreover,

according to Fig. 8(b), the proposed scheme also greatly reduces the number of symbols required

for the state sensing of each UAVA, and the reduction is within the range of 67.5% ∼ 90.9%. Fig.

8(c) shows the resource consumption of the two schemes from an overall system perspective.

For the overall system, the proposed scheme reduces the number of scheduling and symbols for

positioning services by 86.1% and 82.7%, respectively.

Based on the above numerical results, the superiority of the proposed SCC co-design scheme

over the commonly used continuous scheme can be summarized as follows: The capabilities of

state sensing and prediction in the proposed scheme enable the system to schedule and allocate

resources flexibly according to the system status, thereby improving the resource efficiency of

positioning services while ensuring that QoS meets UEs’ requirements.
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C. The Superiority of Co-Design over the Periodic Scheme

The simulation results presented in the previous two subsections (especially Fig. 6(b) and Fig.

7(d)) may give the illusion that the state sensing in the proposed scheme is performed periodically.

Therefore, in this subsection, we compare our SCC co-design scheme with the periodic scheme

to illustrate the differences between the two schemes as well as the superiority of the proposed

scheme. In the periodic scheme, the state sensing for each UAVA is performed periodically at a

constant time interval, regardless of whether the sensing data is successfully transmitted. For the

parameter setting mentioned at the beginning of this section, this time interval is set to 7 time

slots (i.e., 7 s). We set up two test situations for the comparison of the two schemes, namely

the low-success-rate situation and the intermittent-link-blocking situation. In each situation, the

running time of both schemes is 120 time slots (2 min).

In the low-success-rate situation, the success rate of state sensing (P (c)
Req) is reduced from 0.95

to 0.70, so as to simulate frequent transmission failures due to limited wireless resources and

fading channels. The values of other parameters are the same as those mentioned at the beginning

of this section. Fig. 9 and Fig. 10 show the performance of the two schemes in this test situation.

As can be seen from Fig. 9(c), in the 29 s, 43 s and 57 s of the operation of the periodic scheme,

the state sensing for the UAVA is scheduled but not successfully executed. According to Fig. 9(a),

the envelope of UAV control error continues to expand after these moments until state sensing

is scheduled and executed successfully in the next “sensing occasion”. During the experiment,

the size of the envelope of UAV control error in the periodic scheme reaches a maximum of
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±50.05 m. For the proposed scheme, the deviation between UAVA’s true location and its HP is

basically maintained within the range of −19.33 ∼ 19.33 m, as shown in Fig. 9(b). Although

sensing failures also occur in the proposed scheme (57 s and 72 s in Fig. 9(d)) and lead to

temporary expansions of the envelope of UAV control error, these trends are quickly reversed

by performing additional state sensing in the next time slots (58 s and 73 s). The differences in

sensing scheduling between the two schemes also affect the quality of their positioning services.

As shown in Fig. 10(a), during the experiment, the theoretical MSE of the periodic scheme

exceeds the tolerable limit several times, resulting in “service failures”. On the contrary, as can

be seen from Fig. 10(b), the performance of the proposed scheme’s positioning services always

meets UEs’ requirements. According to the sensing scheduling and execution results shown in

Fig. 10(c) and (d), the main reason for these phenomena is that the proposed scheme has the

ability to perform additional state sensing according to the system status, while the periodic

scheme does not. Therefore, in the low-success-rate situation, the service of the proposed SCC

co-design scheme is much more reliable than that of the periodic scheme.

The term “intermittent-link-blocking” refers to a situation where one or more UAVA are unable

to perform state sensing within a short period of time due to equipment failure or other reasons.

In this experiment, we assume that the sensing links for UAVA 4, 6 and 7 are blocked in the

time periods of 63 ∼ 72 s, 98 ∼ 103 s and 20 ∼ 24 s, respectively. Fig. 11 shows the test

results of the two schemes obtained in this situation. As can be seen from Fig. 11 (a) and (b),

service failures occur during the operation of both schemes. However, it is worth noting that the

number and duration of service failures in the proposed scheme are much smaller than those
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two schemes

in the periodic scheme. Moreover, during the experiment, the maximum theoretical MSE of the

periodic and proposed schemes is 18.472 m2 and 12.012 m2, respectively. Thus, compared with

the periodic scheme, the proposed scheme also significantly reduces the impact of link blocking

on the quality of positioning services. In Fig. 11(e), the service failure rate of each UE in the

experiment is calculated. It can be seen clearly that the proposed scheme greatly reduces the

service failure rate of each of the 15 UEs in the system, and the reduction ranges from 76.2%

to 96.3%. The data in Fig. 11(c) and (d) illustrate that the proposed scheme’s ability to perform

additional state sensing is also the major cause of these phenomena.

From the above experimental results and analysis, it can be concluded that the capabilities of

state sensing and prediction enable our proposed SCC co-design scheme to achieve much better

service reliability than the periodic scheme in harsh situations.

D. Key Factors Affecting System Performance

The validity of the proposed system and its superiority over the benchmark schemes have been

demonstrated in the previous subsections. Then, in this subsection, we conduct two experiments

to analyze the key factors affecting the performance of the proposed system and their influence

on positioning services. Specifically, we consider three factors, namely the tolerable limit of the



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 30

0

2

4

6

(b)

Success
rate

310

Schedule
threshold

A
v

e
ra

g
e
 f

a
il

u
re

 r
a
te

0.75
0.80

0.70

0.85
0.90

0.95 0.5
0.6

0.7
0.8

0.9
1.0

Average failure rates of the periodic system Average failure rates of the proposed system

(a)

A
v

e
ra

g
e
 f

a
il

u
re

 r
a
te

71.5%

99.1%

99.7%

(4)2 (6)2 (10)2 (12)2
0

0.2

0.4

0.6

0.8

(10)2 (12)2

2.5

5
310

Required MSE [m2]

1

(8)2
0

(2)2 (8)2

Fig. 12. Variations of service failure rate with (a) Required RMSE, (b) success rate and schedule threshold.

Average number of scheduling in continuous system Average number of scheduling in proposed system

0.6
0.7

0.5

0.8
0.9

1.0

Schedule
threshold Success

rate
0.95

0.90
0.85

0.80
0.75

0.70

0.1

0.15

0.2

0.25

N
u
m

b
e
r 

o
f 

sc
h
e
d
u
li

n
g

(b)

(2)2 (4)2 (6)2 (8)2 (10)2 (12)2
0

0.25

0.5

0.75

1

N
u
m

b
e
r 

o
f 

sc
h
e
d
u
li

n
g

(a)

Required MSE [m2]

[Times/s]

58.3% 77.8% 83.1%

Fig. 13. Variations of average number of scheduling with (a) Required RMSE, (b) success rate and schedule threshold.

theoretical MSE of positioning services (MSEReq,m), the scaling factor (λ) and success rate

(P (c)
Req) in the proposed scheme. The system performance is evaluated by the following three

metrics: service failure rate, average number of scheduling and average number of symbols. In

order to make the experimental results statistically significant, the running time of our system

in each experiment is set to 1× 106 time slots (about 11.6 days).

In the first experiment, we analyze the influence of UEs’ tolerable limit (MSEReq,m) on system

performance. During the simulation, the value of MSEReq,m increases from 22 m2 to 122 m2,

while the values of other parameters are set according to the parameter setting mentioned at the

beginning of this section. Fig. 12(a), Fig. 13(a) and Fig. 14(a) show the variations of the three

performance metrics with the value of MSEReq,m. As can be seen from Fig. 12(a), the service

failure rate of the proposed system decreases with the increase of MSEReq,m. Moreover, the

advantage of the proposed system over the periodic system in service reliability becomes more

significant as MSEReq,m increases. When MSEReq,m = 22 m2, the service failure rate of the

proposed system is 71.5% lower than that of the periodic system, and this ratio increases to 99.7%

after the value of MSEReq,m becomes 122 m2. In terms of the average number of scheduling and

symbols, according to Fig. 13(a) and Fig. 14(a), these two performance metrics of the proposed
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Fig. 14. Variations of average number of symbols with (a) Required RMSE, (b) success rate and schedule threshold.

system also decrease with the increase of MSEReq,m. Since the resource consumption of the

continuous system remains basically unchanged during the experiment, the reduction of the

resource consumption in the proposed system highlights its advantage in resource efficiency. For

example, when MSEReq,m = 22 m2, the proposed system has the same resource consumption as

the continuous system. However, when the value of MSEReq,m increases to 122 m2, the average

number of scheduling and average number of symbols in the proposed system are 83.1% and

82.6% less than those in the continuous system. The main reason for these phenomena is that the

proposed system has the ability to adjust the frequency of state sensing flexibly according to UEs’

requirements, while the continuous system does not. The above experimental results indicate that

the proposed system has more significant advantages in service reliability and resource efficiency

when UEs have relatively loose requirements on position accuracy.

Then, another experiment is conducted to analyze the influence of parameters λ and P (c)
Req on

system performance. During the simulation, the value of P (c)
Req increases from 0.70 to 0.95, while

λ varies from 0.5 to 1.0. The values of other parameters are the same as those described at the

beginning of this section. Fig. 12(b), Fig. 13(b) and Fig. 14(b) show the variations of the proposed

system’s performance metrics with the values of λ and P (c)
Req. According to Fig. 12(b), the service

failure rate of the proposed system decreases rapidly with the increase of P (c)
Req and the decrease

of λ. When λ ≤ 0.8 and P (c)
Req ≥ 0.80, the service failure rate is lower than 1.435× 10−4, which

is negligible for some applications without requirements for high reliability. As can be seen from

Fig. 13(b), the average number of scheduling decreases as λ and P
(c)
Req increase. The average

number of scheduling obtained at
[
λ, P

(c)
Req

]
= [1.0, 0.95] is 0.1307 times/s, which is only 49.6%

of the 0.2633 times/s obtained at [0.5, 0.7]. However, it is noteworthy that large values of λ may

lead to high service failure rates. Thus, in practice, the value of λ should be selected carefully
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according to system’s requirements for service reliability and resource efficiency. As shown in

Fig. 14(b), the average number of symbols in the proposed system fluctuates with the values

of λ and P
(c)
Req, and its variation is quite complicated. The reason for this phenomenon can be

intuitively interpreted as follows: Although reducing P (c)
Req could reduce the number of symbols

used in each sensing occasion, it also increases the sensing failure rate (Fig. 12(b)), resulting in

more additional state sensing (Fig. 13(b)). Therefore, there is no monotonic relationship between

the average number of symbols and the value of P (c)
Req. The influence of λ can be interpreted in

the same way. The non-monotonic relationships shown in Fig. 14(b) indicate that it is possible

to find a set of λ and P (c)
Req that provide the best balance of QoS and resource efficiency, which

remains an open question in this article and will be studied in our future work.

VI. CONCLUSION

In this article, a novel UAV-enabled positioning system is proposed based on the concept

of SCC co-design to provide positioning services that meet UEs’ requirements and have high

resource efficiency. Different from previous research, we considered the cooperation of sensing,

communication and control functionalities in the system design, and studied many issues that have

often been overlooked. Specifically, we first established the structure and mathematical models

of our system. Then, the UAV stability in open-loop and closed-loop operation modes as well as

the theoretical MSE of positioning services in the presence of UAV control errors was derived.

It was found that the scheduling of UAV state sensing and blocklength for the transmission of

sensing data are two main factors affecting the quality and resource consumption of positioning

services. Thus, we further studied the problem of joint sensing scheduling and blocklength

allocation, and developed a novel scheme to solve this mixed-integer nonlinear optimization

problem efficiently. Numerical results demonstrated that compared with two benchmark systems,

the proposed system improves the service reliability and resource efficiency by more than 76.2%

or 82.7%, respectively. We hope this article could lead to a new paradigm for the design of

UAV-enabled positioning systems and bring inspiration for the application of SCC co-design

concept in UAV systems.
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APPENDIX A

MODEL OF TWR TECHNIQUE

In the proposed system, the TWR technique is selected to measure inter-UAV distances and the

distances between UEs and UAVA. In this appendix, we take the inter-UAV distance measurement

between the j-th UAVA and i-th UAVB as an example to establish the mathematical model of

TWR. As shown in Fig. 14, the TWR begins with a request message sent by the i-th UAVB

at local time tsi . After receiving the request message, the j-th UAVA sends back a response

message after a fixed response delay τD [37], which will be detected by the UAVB at its local

time t̂ri . The time interval between the transmission of the request message and the reception of

the response message measured by UAVB’s local clock can be expressed as [15]

∆t̂i = t̂ri − tsi = 2τf (1 + δi) + (τD + εj) ·
(1 + δi)

(1 + δj)
+ εi, (53)

where τf is the time of flight (ToF); δj and δi denote the clock drifts of the j-th UAVA and i-th

UAVB relative to the reference clock, respectively; εj and εi are measurement errors caused by

UAVs’ internal noise.

Then, the estimate of ToF can be written as

τ̂f =
1

2

(
∆t̂i − τD

)
= τf (1 + δi) +

τD (δi − δj) + εj (1 + δi)

2 (1 + δj)
+
εi
2

≈ τf +
τD (δi − δj)

2
+
εj
2

+
εi
2
≈ τf +

τD (δi − δj)
2

.

(54)

Please note that in the above equation, the expression of τ̂f has been approximated based on the

fact that δj � 1 (δi � 1) and εj � τD (δi − δj) (εi � τD (δi − δj)) [15].

Thus, the distance measurement obtained by the TWR technique is given by

d̂ij,t = c · τ̂f = c · τf +
c · τD (δi − δj)

2
= dij,t + nid,j,t, (55)
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where nid,j,t = c · τD (δi − δj)/2 denotes the distance measurement error caused by clock drifts.

Without loss of generality, nid,j,t could be modeled as zero-mean Gaussian noise, that is, nid,j,t ∼

(0, σ2
d) [15], [38].

APPENDIX B

UAV DYNAMICS MODEL

Since this article is just a preliminary attempt to introduce the SCC co-design concept into

UAV-enabled positioning, we simply use the following third-order linear model to describe the

dynamics of the j-th UAVA:

∆q̇
(x)
j = v

(x)
j , ∆q̇

(y)
j = v

(y)
j , (56)

v̇
(x)
j = a

(x)
j , v̇

(y)
j = a

(y)
j , (57)

ȧ
(x)
j = −1

ρ
a

(x)
j +

1

ρ
u

(x)
j , ȧ

(x)
j = −1

ρ
a

(x)
j +

1

ρ
u

(x)
j , (58)

The discrete-time version of the above model in the x-direction can be written as

∆q
(x)
j,t+1 =∆q

(x)
j,t+∆t·v(x)

j,t+
(
ρ2e−∆t/ρ+ρ∆t−ρ2

)
a

(x)
j,t+
[
ρ2
(
−e−∆t/ρ+1

)
+ ∆t (−ρ+∆t)

]
u

(x)
j,t , (59)

v
(x)
j,t+1 = v

(x)
j,t + ρ

(
1− e−∆t/ρ

)
a

(x)
j,t +

[
∆t+ ρ

(
e−∆t/ρ − 1

)]
u

(x)
j,t , (60)

a
(x)
j,t+1 = e−∆t/ρa

(x)
j,t +

(
1− e−∆t/ρ

)
u

(x)
j,t , (61)

The discrete-time dynamics model in the y-direction can be expressed in the same way and will

not be repeated here. Then, the expression for matrix Aj in equation (11) is given by

Aj =
[

Aj,1 Aj,2

]
, (62)

where

Aj,1 =


1 0 0 0 0 0

0 1 0 0 0 0

∆t 0 1 0 0 0

0 ∆t 0 1 0 0



T

, (63)

Aj,2 =



ρ2e−∆t/ρ + ρ∆t− ρ2 0

0 ρ2e−∆t/ρ + ρ∆t− ρ2

ρ
(
1− e−∆t/ρ

)
0

0 ρ
(
1− e−∆t/ρ

)
e−∆t/ρ 0

0 e−∆t/ρ


. (64)
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Similarly, the expression for matrix Bj can be written as

Bj =



ρ2
(
−e−∆t/ρ + 1

)
+∆t (−ρ+ ∆t)

0

0
ρ2
(
−e−∆t/ρ + 1

)
+∆t (−ρ+ ∆t)

∆t+ ρ
(
e−∆t/ρ − 1

)
0

0 ∆t+ ρ
(
e−∆t/ρ − 1

)
1− e−∆t/ρ 0

0 1− e−∆t/ρ



. (65)

For the covariance matrix (Qw) of process noise (wj,t), it can be expressed as [39]

Qw = E
{
wj,tw

T
j,t

}
=

 Qw,1 04×2

02×4 Qw,2

 , (66)

where

Qw,1 =


∆t3ς2

x/3 0 ∆t2ς2
x/2 0

0 ∆t3ς2
y
/

3 0 ∆t2ς2
y
/

2
∆t2ς2

x/2 0 ∆t · ς2
x 0

0 ∆t2ς2
y
/

2 0 ∆t · ς2
y

 , (67)

Qw,2 = diag(ς2
x, ς

2
y ); (68)

Parameters ς2
x and ς2

y represent the continuous-time acceleration process noise intensity in x- and

y-directions, respectively.

APPENDIX C

RELATIONSHIP BETWEEN BLOCKLENGTH AND TRANSMISSION SUCCESS RATE

In this article, the A2G link between the i-th UAVB and its corresponding BS is modeled

as a Rayleigh fading channel, whose channel power gain is represented by |hi,t|2. Denote the

transmit power of UAVB and the noise power at BS as Pt and N0, then the SNR of the i-th

UAVB’s signal at BS can be expressed as

γi,t = (Pt/N0) · |hi,t|2, (69)
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According to [40], if the number of symbols used to transmit the sensing data corresponding

to the j-th UAVA and i-th UAVB in time slot t is θij,t, the success rate of data transmission can

be calculated as

P (s)
(
θij,t, γi,t

)
= 1−Q

(
f
(
θij,t, γi,t

))
, (70)

where Q (x) = (2π)−1/2 ∫∞
x
e−z

2/2dz, and

f
(
θij,t, γi,t

)
= ln (2)

√
θij,t
Vi,t
·
[
log2 (1 + γi,t)−

D

θij,t

]
; (71)

D is the size of sensing data (bits) and Vi,t = 1− (1 + γi,t)
−2.

Conversely, for a given success rate P i,(s)
j,t (P i,(s)

j,t ≥ 0.5), the minimum number of symbols

required for data transmission is given by

θ
(
P
i,(s)
j,t , γi,t

)
= 2D·

Vi,tD ·
Q−1

(
1−P i,(s)

j,t

)
ln (2)

2

+2log2(1+γi,t)−

V 2
i,t

D2
·

Q−1
(
1−P i,(s)

j,t

)
ln (2)

4

+4log2(1 +γi,t)

(
Vi,t
D

)Q−1
(
1−P i,(s)

j,t

)
ln (2)

2


1
2


−1

, P
i,(s)
j,t ≥ 0.5.

(72)

APPENDIX D

PROOF OF PROPOSITION 1

According to equations (43), (44) and (47), σ2
∆q,m · INU

A
− D̄∆q,m,t+1 (ϕt,θt) is a diagonal

matrix. Thus, we have

tr
(
S (pm)

(
σ2

∆q,m · INU
A
− D̄∆q.m,t+1 (ϕt,θt)

)
S(pm)T

)
=

2∑
l=1

sl (pm)
(
σ2

∆q,m · INU
A
− D̄∆q,m,t+1 (ϕt,θt)

)
sl(pm)T ,

(73)

where sl (pm) represents the l-th row vector of matrix S (pm). Moreover, if condition (46) is

satisfied, the elements in diagonal matrix σ2
∆q,m · INU

A
− D̄∆q,m,t+1 (ϕt,θt) are all non-negative,

which means that it is a positive semi-definite (PSD) matrix. According to the definition of PSD

matrices, we have

sl (pm)
(
σ2

∆q,m · INU
A
− D̄∆q.m,t+1 (ϕt,θt)

)
sl(pm)T ≥ 0. (74)

Then, the following inequality holds:

tr
(
S (pm)

(
σ2

∆q,m · INU
A
− D̄∆q.m,t+1 (ϕt,θt)

)
S(pm)T

)
≥ 0. (75)
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Finally, we have

tr
(
S (pm) D̄∆q.m,t+1 (ϕt,θt) S(pm)T

)
≤ tr

(
S (pm)

(
σ2

∆q,m · INU
A

)
S(pm)T

)
= σ2

∆q,m · tr
(
S (pm) S(pm)T

)
= σ2

∆q,m · tr (P (pm)) = Thrm.
(76)

This completes the proof of Proposition 1.
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