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Abstract. Many geometric optimization problems can be reduced to finding points in
space (centers) minimizing an objective function which continuously depends on the
distances from the centers to given input points. Examples are k-Means, Geometric
k-Median/Center, Continuous Facility Location, m-Variance, etc. We prove that, for
any fixed € > 0, every set of n input points in fixed-dimensional space with the metric
induced by any vector norm admits a set of O(n) candidate centers which can be
computed in almost linear time and which contains a (1 4 €)-approximation of each
point of space with respect to the distances to all the input points. It gives a universal
approximation-preserving reduction of geometric center-based problems with arbitrary
continuity-type objective functions to their discrete versions where the centers are
selected from a fairly small set of candidates. The existence of such a linear-size set of
candidates is also shown for any metric space of fixed doubling dimension.
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Approximate centers - Discretization

1 Introduction

We study the following concept, which may be useful for developing approximation
algorithms with performance guarantees for geometric center-based problems. Given
a finite set X in a metric space (M, dist), a (1 + ¢)-approzimate centers collection
or, shortly, a (1 + €)-collection for the set X is a subset of M which, for every point
p € M, contains a point p’ such that the distance from p’ to each element of X is at
most 1 + ¢ of that from p.

A (14 ¢)-collection contains approximations of all the points of M with respect to
the distances to all the given points. In particular, it contains approximate solutions to
any geometric optimization problem reducible to finding points in space (centers) with
the minimum value of arbitrary objective function which has a continuity-type depen-
dence on the distances from the centers to given points. In fact, a finite (1+¢)-collection
is a universal discretization of the space (M, dist) which contains approximate mini-
mums of all such functions.

Geometric center-based problems we describe typically arise in clustering, pattern
recognition, facility location, etc. In these problems, centers may be any points of space
and may have various practical meanings, e.g., represent sources of detected signals
or locations for placing facilities. In general, problems of finding optimal geometric
centers can be written in the following form:
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Geometric Center-Based problem. Given a finite set X in a metric space (M, dist),
a finite set of positive integers K, and a non-negative function f which is defined for
any finite set of points and any k-element tuple of centers, where k € K. Find a tuple
of centers ¢i,...,c, € M, k € K, to minimize the value of f(X;c1,...,c).

The mentioned continuity-type dependence of the objective function on the point-
to-center distances means that a small relative increase in the distances from the
centers to input points must give a bounded relative increase in the objective function
value. This can be formalized as follows:

Definition. A non-negative function f satisfies the continuity-type condition if there
exists a mapping (modulus) p : [1,00) — [1,00) such that, for any finite set X C M,
centers ci,cy,...,ck, ¢, € M, and real value ¢ > 0 which fulfill all the inequalities
dist(z,c}) < (14 ¢)dist(z,c;), x € X, i=1,...,k, we have

(X, o) <u(l+e) f(Xser,.n,ch)-

It seems to be a natural condition for geometric center-based problems. As an

example, the objective functions of the k-Means (MatouseK [2000; [Kumar et all 2010;
Jaiswal et all2014), Geometric k-Median (Arora et all [1998; BadQu.lﬁ_alHZDﬂﬂ |Qh£d
2006), Geometric k-Center (Agarwal and Proconiud 2002 |Bad01u et_all 2002; Kumar
et al. [2003), Continuous Facility Location (IMeira et_all 2017), m-Variance (Aggarwal
et al. [1991; [Eppstein and Erickson [1994; m) Smallest m-Enclosing Ball
(IAgamlﬂ_alJ 12005; [Shenmaiei lZQHj) problems satisfy this condition with modulus
u(l+¢e)=(1+¢)9, where g € {1,2}.

A finite (1 4 &)-collection provides an approximation-preserving reduction of Geo-
metric Center-Based problem with any continuity-type objective function to the dis-
crete version of this problem where the centers are selected from a finite set:

Discrete Center-Based problem. Given a finite set X in a metric space (M, dist),
a finite set of positive integers K, and a finite set of feasible centers ¥ C M. Find a
tuple of centers c1,...,cx €Y, k € K, to minimize the value of f(X;ec1,...,ck).

Indeed, the definition of a (1 4 &)-collection combined with the continuity-type
condition immediately implies that an optimum solution cq, ..., ¢, to the instance of
Discrete Center-Based problem with the set Y formed by a (1+¢)-collection for the set
X is a pu(1+¢)-approximate solution to Geometric Center-Based problem. Similarly, for
any 8 > 1, a S-approximate solution to that instance of the discrete problem is also a
Bu(1+ ¢)-approximate solution to the geometric problem. In particular, if the number
of desired centers is bounded by a small constant, then a brute force enumeration of
small subsets of a (1 + ¢)-collection for X gives a u(1l + €)-approximate solution to
Geometric Center-Based problem.

Note that such a universal instrument as (1 + ¢)-collections may be relevant in
cases when the known fast methods of generating candidate centers are not applicable
or do not give desired approximation guarantees:

e The objective function has a more complex form than the classical sums or maxi-
ma of the distances from the centers to input points or the sums of the squared
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distances. In general, it may be arbitrary continuity-type function of the point-to-
center distances.

e It is required to choose a given-size subset of input points to minimize some
continuity-type objective function on this subset. Such a requirement is typical
for problems with “outliers” or “partial covering”. In this case, standard tech-
niques based on random sampling are not effective since the given size of a desired
subset may be arbitrarily small, so any constant number of random samples may
“miss” good subsets.

e More complex constraints are imposed on the service of the input points by the
desired centers than those in usual models, e.g., each input point may be served
by a given number of centers, each center has its own capacity and service radius,
each point-to-center connection has its own unit distance cost, etc.

e The problem has one or multiple objectives, possibly not specified explicitly, and
an oracle is given which, for any two tuples of centers, answers which tuple is
better. In this case, if all the objectives satisfy the continuity-type condition for
some modulus p, then enumerating all the tuples of points in a (1 + €)-collection
for the input set gives a (1 + €)-approximate solution to the problem.

Related work. The concept of an a-collection was introduced in (Shenmaier 2019,
2020) for the case of Euclidean metric. In these works, it was suggested an algorithm
which computes polynomial-size (1 + £)-collections in high dimensions: For any fixed
e € (0,1] and any set of n points in space R?, this algorithm outputs a Euclidean
(1 + )-collection of cardinality N(n,e) = O(n/'°e2(2/9)/¢1) in time O(N(n,e)d). It is
interesting that the obtained cardinality N (n,e) does not depend on the dimension of
space. On the other hand, it was shown that, for any fixed £ > 0, the minimum cardi-
nality of a (1 + €)-collection for a given set of n points in high-dimensional Euclidean
space is 2(nl1/(169)+1)) in the worst case (Shenmaier [2020).

As an application of (1 + ¢)-collections, approximation algorithms were obtained
for the following clustering problems which contain k-Means with outliers, Geometric
k-Median with outliers, and their versions with cardinality constraints:

Problem 1 Given points 1, ..., z, in space R?, integers k,m > 1, unit distance costs
fi; > 0, and degrees g;; € [0,9], i =1,...,k, j=1,...,n, where g is some parameter.
Find disjoint subsets Si,...,Sr C {1,...,n} of total cardinality m and select centers
c1,...,cx € R? to minimize the value of

k

Z Z fl’j diSﬁ(l'j, ci)g”,

i=1 j€S;

Problem 2 The same as in Problem [[lexcept that each subset S; is required to have
its own given cardinality m;, ¢ = 1,... k.

Fact 1 (Shenmaien [2019) If the values of k and g are fized, Problems [l and 2 admit
deterministic approximation schemes PTAS computing (14 €)9-approzimate solutions
to these problems in time O(N(n,e)*nkd) and O(N(n,e)k(n® + nkd)), respectively.
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Fact [l was proved for the case of high-dimensional Euclidean space but it can be
easily extended to any metric space which admits a polynomial upper bound N(n,¢)
for the size of (1 + €)-collections.

It should be noted that not every metric induced by a vector norm admits polyno-
mial (1 + &)-collections in high dimensions. In particular, in the case of Chebyshev’s
norm /., the size of (1 + ¢)-collections for some n-element sets in space R™/2 can not
be less than 2/2 if ¢ < 1 (Shenmaier 2020). In this regard, an interesting question is
the cardinality of (1 + €)-collections in fixed and logarithmic dimensions.

Our contributions. Obviously, the efficiency of a (1 + ¢)-approximate centers col-
lection depends on its size and the time required to calculate it. In this paper, we
study the question of the existence and computability of small (1 4 €)-collections in
low-dimensional metric spaces.

We prove that, for any e € (0,1], every set of n points in space R? with the
metric induced by arbitrary vector norm admits a (1 + ¢)-collection of cardinality
N(n,e) = (2/6)°Dn, which can be constructed by a randomized algorithm in ex-
pected time 20 n Inn+ (2/€)O(d)n. For the special case when the metric is Euclidean,
a deterministic algorithm is proposed which constructs a (1 + €)-collection of cardi-
nality N(n,e) = 2°9@(1/£)?¢In(2/¢) n in time O(nlnn) 4+ 2°@(1/£)??In(2/¢) n. The
suggested algorithms are based on geometric properties of (1+ ¢)-collections as well as
on known facts on coverings of convex bodies (Alon et al![20134b) and well-separated
pair decompositions in the general and Euclidean cases (Har-Peled and Mendel 2006;
Callahan and Kosaraju[1995).

The obtained results are partially extended to the case of any metric space (M, dist)
of doubling dimension dim. We prove that every set of n points in this space admits
a (1 + ¢)-collection of cardinality N (n,e) = (2/¢)?@™n. If an oracle can be specified
which, in time 2°(4™) returns a covering of arbitrary ball in the space (M, dist) by
20(dim) halls of half the radius, then this (1 4 )-collection can be computed by a
randomized algorithm in expected time 29(%™)nInn 4 (2/¢)0(dm)y,

Thus, we state that, for any fixed e € (0, 1], every set of n points in a metric space
of fixed doubling dimension admits a linear-size (1 +¢)-approximate centers collection,
moreover, at least in the case when the metric is induced by a vector norm in fixed-
dimensional space R?, such a (1 +¢)-collection can be computed in almost linear time.
Note that the proposed algorithms remain to be polynomial not only in fixed but also
in logarithmic dimensions, i.e., when d = O(Inn). In this case, a (1 + £)-collection of
size n®"(2/2)) can be computed in time n@(n(2/€)),

To be objective, the best known techniques for some classical center-based prob-
lems in Euclidean space, such as k-Means, Geometric k-Median, Continuous Facility
Location, give smaller sets of approximate centers (e.g.. see Matousek [2000; Har-Peled
and Mazumdar 2004; [Kumar et al! [2010; Meira_et all 2017). But an advantage of
(1 + e)-approximate centers collections is that they do not depend on any specific
problem: they approximate optimal centers not by the objective function values but
by the distances from the candidate centers to every input point. So they contain
approximate centers at once for all the objective functions which have a continuity-
type dependence on these distances. As a result, it immediately gives approximation
algorithms for a wide range of geometric center-based problems, including those which
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cannot be approximated by the known techniques. Examples are Problems [ and [2,
for which the proposed framework gives approximation schemes FPTAS in the case of
fixed parameters k, g, d. Another advantage of our approach is that the algorithms we
suggest construct small (1 4 €)-collections for any metric, not only Euclidean, which
further expands the scope of this instrument.

2 Basic definitions and properties

First, we give basic definitions and properties related to a-approximate centers collec-
tions which underly the suggested algorithms. Let X be arbitrary set of n points in
any metric space (M, dist). It is assumed that the distance function dist satisfies the
triangle inequality and the symmetry axiom.

Definition. Given a real number o« > 1 and a point p € M, an a-approximation
of p with respect to the set X in the metric dist is any point p’ € M such that
dist(z,p') < adist(z,p) for all z € X.

Definition. Given a real number o > 1, an a-approximate centers collection or,
shortly, an a-collection for the set X in the metric space (M, dist) is a subset of M
which contains a-approrimations of all the points of M with respect to the set X in
the metric dist.

In what follows, we will omit the words “in the metric dist” and “in the metric
space (M, dist)” since both metric and metric space will always be clear by context.

Example. Any finite set X C M is a 2-collection for itself. Indeed, let p € M and
p’ be a point of X nearest to p. Then, by the triangle inequality, the choice of p’, and
the symmetry axiom, we have

dist(z,p’) < dist(x,p) + dist(p,p’) < dist(x,p) + dist(p,x) = 2dist(z,p)
for all z € X. So p’ is a 2-approximation of p with respect to X.

Our further goal is constructing a-collections in the case of smaller values of «,
when o =1+¢ for e € (0,1).

Given a point € M and a real number r > 0, denote by B(z, r) the ball of radius
r in the space (M, dist) centered at z: B(x,r) = {p € M| dist(x,p) < r}. Next, given
x1,22 € X and € > 0, define the symmetric lens

L.(x1,22) = B(x1,7) N B(xa,r), where r = dist(z1,z2)/(1 + ¢€).

Lemma 1. Suppose that p is any point of M, x is an element of X nearest to p, and
p does not belong to any lens L.(x,y), y € X. Then x is a (1 + €)-approzimation of p
with respect to X .

Proof. Let y be any element of X and r = dist(z,y)/(1 + €). Then, by the condition,
the point p does not belong to at least one of the balls B(x,r) and B(y,r). But
dist(z,p) < dist(y,p), so p & B(y,r). It follows that dist(y,p) > dist(z,y)/(1 + ¢) or,
equivalently, dist(y,x) < (1+¢)dist(y,p). Thus, z is a (1+¢)-approximation of p with
respect to X. The lemma is proved. O
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Lemma 2. Suppose that p,p’ € M and dist(p,p’) < edist(x,p), where x is a point
of X nearest to p. Then p’ is a (1 + €)-approximation of p with respect to X.

Proof. Let y be any point of X. Then, by the triangle inequality and the choice of z
and p’, we have

dist(y,p') < dist(y, p) + dist(p,p’) < dist(y,p) + e dist(x,p) < (1 +¢) dist(y, p).

The lemma is proved. O

Given a set S C X and a point p € M, define the value dist(S,p) = mig dist(s,p).
se

Lemma 3. Suppose that, for some finite set C C M, every element p of each lens
L.(z1,22), ®1,29 € X, lies at distance at most € dist({x1,z2},p) from C. Then X UC
is a (1 + &)-collection for X.

Proof. Let u be any point of M and x be an element of X nearest to u. If u does not
belong to any lens L. (z,y), y € X, then x is a (14 ¢)-approximation of u by Lemmal/[Il
Suppose that u belongs to at least one of such lenses and u' is a point of C nearest
to u. Then, by the condition and the choice of x, we have dist(u,u’) < e dist(x,u). By
Lemma [2] it follows that ' is a (1 4 ¢)-approximation of u with respect to X. Thus,
the set X U C' is a (1 + €)-collection for X. The lemma is proved. O

3 Quadratic-size (1 + ¢)-collections

Lemma [B] prompts an idea how to construct a (1 + €)-collection for the given set X:
If we cover each lens L.(x1,22), 1,22 € X, by sufficiently small balls with radii
proportional to the distances from their centers to the points x; and x2, then the
centers of these balls, supplemented by the elements of X, form a (1 + ¢)-collection
for X. Such a (1 + ¢)-collection will be of size O(n?) if the used covering of each lens
is of size O(1) for fixed e. Later (see Sect. 4), we will suggest a method to reduce this
construction to a linear-size one.

3.1 Covering the lenses L.(x1,x2)

Here, we describe a very simple scheme of covering the lenses L.(z1, z2) which allows
to satisfy the condition of Lemma [3l First, for each x1, 22 € X, we define the values

gl—i/1

di(xl,:cg) = d?:St(:L'l, 1'2)1—+8,

where [ is some positive integer parameter and ¢ = 0, ..., I. These values approximate
the possible distances from x1 and z2 to the points of L. (x1,z2). Then, for each z;,
j = 1,2, we consider the balls B(z;,d;(z1,22)), ¢ = 1,...,I (see Fig. D)), and cover
each of them by balls of the proportional radius éd;(z1, ), where § = e**+1/1,
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La(xl; x2)

Fig.1: The lens L.(x1,x2) and the balls B(xy,d;(x1,z2))

Lemma 4. Suppose that a finite set C C M satisfies the property

B(.Tl, di(l'l,l'g)) g U B(C, 5di($1,$2))
ceC

for each x1,29 € X and i =1,...,1. Then X UC is a (1 + €)-collection for X.

Proof. To check that the condition of Lemma[3lis satisfied, we consider arbitrary point
pin any lens L. (21, 22), 21,22 € X. We will assume that dist(z1,p) < dist(xz2,p): the
opposite case is treated similarly, using x2 instead of z; and x; instead of zs.

By the construction of the lens L.(z1,x2), we have dist(z;,p) < r, where j = 1,2
and r = dist(x1,22)/(1 +€). Then

dist(x1,x9) < dist(x1,p) + dist(xa,p) < dist(x1,p) + 7.
Taking into account the definition of d;(x1,x2), it follows that
do(w1,w2) = dist(x1,72) — r < dist(x1,p) <71 = dr(21,72),
which implies the existence of an index i € {1,..., I} with the property
di—1(x1,22) < dist(x1,p) < d;(x1,22).

So di(z1,x3) = di_1 (21, x2) e~ < dist(z1,p) e~ /! and then, by the condition, the
distance from p to C' is at most

6d; (1, m9) < de Y dist(xy,p) = e dist(x1,p) = e dist({z1, x2},p).

Therefore, by Lemma B the set X U C is a (1 + ¢)-collection for X. The lemma is
proved. O
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Thus, we reduce computing a (1 + €)-collection for the set X to covering the balls
B(x1,di(x1,22)), 1,22 € X, i =1,...,1, by balls of radius dd;(x1, x2).

3.2 Covering the ball B(0,1) in a normed space

Based on Lemma [ we will construct a (1 + )-collection for the given set X in the
case when M = R? and the given metric dist is induced by arbitrary vector norm
||| in space R%: dist(x,y) = ||z — y| for all z,y € R%. In this case, the metric dist is
translation invariant and homogeneous, so covering a ball of radius d;(z1, z2) by balls
of radius dd;(x1,x2) is reduced to covering the ball B(0,1) by translates of the ball
B(0,4), where 0 is the zero vector.

To cover the unit ball B(0, 1), we will use known coverings of centrally-symmetric
convex bodies by its o-scaled copies, o € (0,1). Obviously, in the case of Chebyshev’s
norm £, the ball B(0,1) can be covered by [1/c]? its copies. In the Euclidean case,
by using a volume argument, it can be easily shown that the axis-parallel grid

Gr(d,o) = (%) Z* N B(0,1+ 0)
gives a covering of size 294 (1/0)¢ (e.g., see Lemma 7 in [Kel’'manov et all2018). Note
that, in both these cases, the coverings of the ball B(0,1) can be constructed in time
20(d)(1/¢)4 and remain to be polynomial even if the space dimension is not fixed but
bounded by a “slowly growing” value ©(Inn).

An interesting question is whether such a covering exists in the case of any vector
norm in space R?. The following facts imply that the answer to this question is “yes”.

Fact 2 (Alon et alll20134) Let M (A, B) be the minimum number of translates of a
body B required to cover a body A. Then, for any convex body A and any centrally
symmetric convex body B in space R%, a covering of A by M (A, B) 200 translates of
B can be constructed by a deterministic algorithm in time M (A, B) 20(d)

Fact 3 (Folklore, see|Alon et alll2013Y) For any o € (0,1) and any convex body A in
space R, we have M(A,0A) < (1+2/0)¢, where 0 A is a o-scaled copy of A.

Thus, for any vector norm, a covering of the ball B(0,1) by 29(?(1/0)¢ translates
of the ball B(0, ) can be constructed by a deterministic 2°(® (1/0)?-time algorithm.

3.3 Constructing a quadratic-size (1 + €)-collection in a normed space

Let us summarize the above observations in the form of an algorithm for constructing
(1 + ¢)-collections in space R?. If ¢ > 1, then the set X is a (1 + ¢)-collection for itself
as follows from Example in Sect. 2. Further, we assume that ¢ < 1.

First, we run the deterministic algorithm from Fact 2] which constructs a set Cjs
of cardinality 20(9)(1/6)® such that the balls B(c,d), ¢ € Cs, cover the ball B(0,1).
Then, for each pair z1,22 € X and each index ¢ = 1,...,I, we calculate the value

di(x1,22) = dist(x, xg)% and add to the output the elements of the set

Ci(z1,x2) = 1 + di(x1, 2) Cs,
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where 2 +rA = {x +ra|a € A} for x € R4, A CR? and r € R.

Note that, since the ball B(0,1) is covered by the balls B(c,d), ¢ € Cs, then the
ball B(z1,d;(x1,22)) = x1 + d;(x1,22)B(0, 1) is covered by the balls B(c, dd;(x1, x2)),
¢ € Ci(x1,z2). By Lemmal[d] it follows that the union of the sets C;(z1, 22), 1,22 € X,
i=1,...,I, supplemented by the points of X, forms a (1 4 &)-collection for X.

It remains to select a good value of the parameter I. We set I = {1/10g8 0.9}.
Then I < 1 +1Ine/In0.9 < 14 10In(1/¢) and § = £'*1/1 > 0.9¢. In this case, the
set Cs consists of 20(4)(1/5)% = 20(4)(1/¢)?® elements and can be constructed in time
20(d)(1 /). Thus, we obtain a (1 + ¢)-collection of size

n?- (1410In(1/e)) - 29 (1/e)4 = 20 (1 /)% In(2/e) n?
in time 29 (1/£)41n(2/e) n.

4 Linear-size (1 + ¢)-collections

In this section, we describe how to construct a (1 + )-collection of linear size. The
main idea is that we will process not every lens L.(z1,xz2), 1,22 € X, but only
O(n) of them which approximate all the other ones. A key instrument to get such an
approximation is well-separated pair decompositions (WSPD).

4.1 Basic facts on WSPD

Let (M, dist) be any metric space and X be a set of n points in this space. For
any finite set A C M, denote by diam(A) its diameter, i.e., the maximum value of
dist(z,y) over all x,y € A. For any finite sets A, B C M, denote by dist(A, B) the
minimum value of dist(z,y) over all x € A, y € B and denote by A ® B the set of all
the unordered pairs {a,b}, a € A, b€ B, a #b.

Definition. Given a real number t > 1, a t-well separated pair decompostion or,
shortly, a --WSPD of the set X is a family of pairs {A1,B1},...,{As, Bs} such that

(a) A, Bx, C X for every k € {1,...,s};

(b) Ak N By, =0 for every k € {1,...,s};

(¢) U1 Ak ® Br = X ® X;

(d) dist(Ag, B) > t max {diam(Ay), diam(By)} for every k € {1,...,s}.

Here, we use the definition of WSPD in the form of [Har-Peled and Mendel (2006).
The stronger form of [Callahan and Kosaraju (1995); [Talway (2004) additionally re-
quires that different pairs Ap ® By do not intersect.

Intuitively, a t-~-WSPD gives an approximation of all n(n — 1)/2 pairs z1,22 € X
by s ones. Indeed, by properties (c) and (d) of WSPD, if ¢ is sufficiently large and a
representative {ak, by } of each set Ay ® By, is chosen, then every pair {z1, 22} € X ® X
is “metrically close” to one of the pairs {ak, b} in the sense that the distances between
the corresponding elements of these pairs are relatively close to zero.

An important fact is that any finite set in a metric space of fixed doubling dimension
admits a linear-size WSPD.
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Definition. The doubling dimension of a metric space is the smallest value dim > 0
such that every ball in this space can be covered by 24™ balls of half the radius.

Fact 4 (Har-Peled and Mendel [2006) For any t > 1 and any set of n points in a
metric space of doubling dimension dim, a t-WSPD of size to(d?m)n can be computed
by a randomized algorithm in expected time 204y Inn + tOdm)y,

Note that space R? with the metric induced by any vector norm is of doubling
dimension O(d ). Indeed, by Fact Bl applying to 6 = 1/2, each ball in this space can be
covered by 5% balls of half the radius. So we have dim < log,(5%) ~ 2.32d. By Fact @]
it follows that, in the case of d-dimensional normed vector space, we can construct a
t-WSPD of size t9@n in expected time 2°@Dnlnn + t9@Dp. In the Euclidean case,
such a t-~-WSPD can also be computed by a deterministic algorithm:

Fact 5 (Callahan and Kosaraju[1995; see also [Smid [2007) For any t > 1 and any set
of n points in space R¢ with Fuclidean metric, a t-WSPD of size t%n can be computed
by a deterministic algorithm in time O(nlnn + tn).

4.2 From O(n?) to O(n)

Suppose that we are given a t-WSPD {4y, B1},...,{As, Bs} of the set X for some
large value of ¢ which will be specified later. Next, for each £ = 1,...,s, we choose
arbitrary representatives ay € Ay, by € By.

Idea of a linear-size set construction. As before, we will use Lemmaldl To get the
set of centers C satisfying its condition, we will construct a slightly excess covering of
each ball B(ay,d;(ak,br)), k=1,...,8,49=1,...,I, by balls of a radius slightly less
than éd;(ag, by). According to property (d) of WSPD, for large values of ¢, every pair
1 € Ak, 1o € By is “metrically close” to the pair ag, by, so the constructed covering
of the ball B(a,d;(a,br)) will also be a good covering of the ball B(z1,d;(x1,x2)).
Hence, by property (c) of WSPD, the union of all the constructed coverings will be a
good covering of all the balls B(z1,d;(z1,22)), 21,22 € X.

Let us give a more detailed description and justification of such a construction.
The condition of Lemma M requires that each ball B(z1,d;(z1,22)) must be covered
by balls of radius dd;(x1, x2), where d;(z1,22) = dist(xl,xg)% and § = g!t1/1,
By the triangle inequality and property (d) of WSPD, the distance between any two

points x1 € Ay, xo € By is estimated as
dist(x1,x2) < dist(ag, by) + dist(x1, ax) + dist(by, x2) < dist(ax, b )(1 + 2/t),

dist(xy,x2) > dist(ag, br) — dist(x1, ap) — dist(bg, x2) > dist(ag, br)(1 — 2/t),

di(ak, br)(1 —2/t) < di(xy, 22) < di(ar, br)(1+2/t).

Property (d) of WSPD also implies that each point x1 € Ay lies at distance at most
dist(ag, bg)/t from ay. It follows that B(xy,d;(x1,22)) C B(ag,r;(k,t)), where

Ti(k, t) = di(ak, bk)(l + 2/t) + dist(ak, bk)/t.
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Similarly, we have B(xs,d;(x1,x2)) C B(bk,r:(k,t)) for each xo € By. Thus, to satisfy
the condition of Lemma [ it is sufficient to cover each of the balls B(ag,r;(k,t)) and
B(by,r;(k,t)) by balls of radius dd;(ax, b )(1 — 2/t):

Lemma 5. Suppose that t > 2 and a finite set C C M satisfies the property

B(x, ri(k,t)) € | Ble, ddi(ax, bi)(1 - 2/1))
ceC

foreachk=1,...,s,i=1,...,I, and x € {ak,br}. Then X UC is a (1+¢)-collection
for X.

Proof. Let u,v be any different elements of X and ¢ € {1,...,I}. Property (c) of
WSPD implies that the pair {u, v} belongs to some set Ay ® By, k € {1,...,s}. Then,
by the above observations, the inequality d;(a, bi)(1 — 2/t) < d;(u,v) holds and the
ball B(u, d;(u,v)) is contained in one of the balls B(ak,r;(k,t)) and B(bg,r;(k,t)). By
the condition, it follows that each element of the ball B(u, d;(u,v)) lies at distance at
most dd; (ak, by )(1—2/t) < dd;(u,v) from the set C. Therefore, according to Lemma]
the set X U C' is a (1 + €)-collection for X. The lemma is proved. O

4.3 Constructing a linear-size (1 + ¢)-collection in a normed space

Here, based on Lemma [B] we describe how to compute a linear-size (1 + ¢)-collection
in the case when M = R?% and the metric dist is induced by any vector norm. In this
case, covering a ball of radius r;(k,t) by balls of radius dd;(ax, br)(1 — 2/t) is reduced
to covering the ball B(0,1) by balls of radius ¢’ = déd;(ax, bx)(1 — 2/t)/ri(k,t). To
construct such a covering, we use the coverings described in Sect. 3.2.

Let us set I = (1/ log, 0.9} and ¢ = max {10, 1%} Then, as before, we obtain the
inequalties 7 < 141ne/In0.9 < 1+ 101In(1/e) and § = e/ > 0.9¢. On the other
hand, by the choice of ¢ and the definition of d,(.,.), we have

dist(ak, bk)/t S dist(ak, bk)%_,_a = do(ak, bk) S di(ak, bk),
SO
Ti(k,t> S di(ak, bk)(l + 2/t) + di(ak, bk) S 2.2 di(ak, bk)

It follows that &' > 5% > 0.3¢. Denote by Cs the set of centers of the ¢’-radius
balls covering B(0, 1) which is constructed by the algorithm from Fact 2l In the case
of Euclidean distances, we will assume that Cs» = Gr(d, "), where the set Gr(d,.) is
defined in Sect. 3.2, i.e., Cy = (%) 74N B(0,1+ ).

Note that, since the ball B(0,1) is covered by the balls B(c,d’), ¢ € Cs/, then the

ball B(ay,ri(k,t)) = ar + r;(k,t)B(0, 1) is covered by the balls of radius
(SlTi(k,ﬁ) = 6di(ak, bk)(l — 2/t)

centered at the elements of the set Cf(ax,br) = ar + r;(k,t) Cs. Similarly, the ball
B(bg,ri(k,t)) is covered by the balls of radius dd;(ar,br)(1 — 2/t) centered at the
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elements of the set C!(by,ar) = by + 7i(k,t) Cs/. By Lemma [l this implies that the
union C of the sets C/(ag,br) UC(bg,ar), k=1,...,s,i=1,...,I, supplemented by
the points of X, forms a (1 + €)-collection for X.

Let us estimate the cardinality of the set C' and the time required to construct it.
The algorithm from Fact Bl computes the set Cs in time 20(4)(1/§")? = 20(d)(1 /¢)d
and the size of this set is 20 (1/£)4. The randomized algorithm from Fact H outputs
a t-WSPD of the set X in expected time 29 @nInn+t0@pn = 20 pInn+(2/2)°@n
and the size of this WSPD is s = t9(dn = (2/¢)°@n. Hence, in the case of arbitrary
vector norm, the set C' consists of 2s1 - 204 (1/¢)? = (2/£)°(@n, elements and can be
constructed in expected time 2°@nInn + (2/¢)°@Dn.

In the case of Euclidean metric, we use the set Cs» = Gr(d,d’), which can be
constructed in time 20(4)(1/§)% = 20(d)(1/£)4 and consists of 20(4)(1/¢)? points. A
t-WSPD of the set X is computed by the deterministic algorithm from Fact [l in time
O(nlnn + t%n) = O(nlnn) + 2°@(1/e)%n and its size is s = t9n = 201 (1/¢)%n.
Hence, the set C' consists of 2sI - 20 (1/e)? = 20(d)(1/£)?¢In(2/¢) n elements and
can be constructed in time O(nlnn) + 294 (1/£)??1n(2/¢) n.

So we obtain the following statements:

Theorem 1. For any ¢ € (0,1], every set of n points in space R? with the metric
induced by any vector norm admits a (1+¢)-collection of cardinality (2/€)°Dn, which
can be computed by a randomized algorithm in expected time 2°(DnInn + (2/£)°Dn.

Theorem 2. For any € € (0,1], every set of n points in space R with Euclidean
metric admits a (1 + €)-collection of cardinality 2°(? (1/£)?*1n(2/e) n, which can be
computed by a deterministic algorithm in time O(nlnn) + 20 (1/£)>*¢1n(2/e) n.

Thus, if the dimension of space is fixed, the proposed algorithms compute linear-
size (1 + €)-collections in almost linear time. Note that these algorithms remain to be
polynomial even if d is not fixed but bounded by a “slowly growing” value @(Inn). In
this case, a (1 + ¢)-collection of size (2/¢)?M™pn = nOUn(2/) can be constructed in
time 2000 pInn + (2/2)0Mn )y = pOUn(2/e),

4.4 Linear-size (1 + ¢)-collections in a doubling space

The constructions described in Sect. 4.2 and 4.3 can be extended to the case of any
metric space (M, dist) of doubling dimension dim. Such an extension is based on
Lemma [B] and the following simple observation:

Lemma 6. Suppose that a metric space (M, dist) is of doubling dimension dim and

let ¥ >0 and o € (0,1). Then

(a) any ball of radius r in the space (M,dist) can be covered by (2/c)¥™ balls of
radius or;

(b) a covering of any r-radius ball in the space (M, dist) by (2/7)° @™ balls of radius
or can be computed using (1/J)O(dim) queries to an oracle which returns a covering
of arbitrary ball in this space by 2°4™) balls of half the radius.
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Proof. (a) Applying the definition of doubling dimension ¢ times, where ¢ > 1, we
conclude that an r-radius ball in the space (M, dist) can be covered by 2°%™ balls
of radius 7/2!. Therefore, by selecting the integer i for which 1/2! < o < 1/2771 we
obtain 2¢%™ < (2/0)%™ covering balls of radius r/2¢ < or.

(b) Let i be the integer for which 1/2¢ < o < 1/2¢~! and suppose that j = O(dim)
is an integer such that the used oracle returns a covering of arbitrary ball in the space
(M, dist) by at most 27 balls of half the radius. Then, by induction, we obtain at most
27 < (2/0)’ covering balls of radius r/2° < or using 20~17 < (1/0)7 queries to the
oracle. The lemma is proved. O

Theorem 3. For any € € (0, 1], every set of n points in a metric space (M, dist) of
doubling dimension dim admits a (1 + €)-collection of cardinality (2/¢)° ™ n. If an
oracle is specified which, in time 2°(4™)  returns a covering of arbitrary ball in the
space (M, dist) by 2™ balls of half the radius, then this (1 + €)-collection can be
computed by a randomized algorithm in expected time 29 pInn + (2/5)0(‘“’”)71.

Proof. According to Lemma [ constructing a (1 + €)-collection for the given set X
is reduced to covering each ball B(x,r;(k,t)), k=1,...,s,i=1,...,I, v € {ax, bi},
by balls of radius dd;(ak, bx)(1 — 2/t). We will use the same values of the parameters
t and [ as in Sect. 4.3: [ = (1/10g6 0.9} and t = max{lO, 1%} As shown above, it
follows that § > 0.9 and r;(k,t) < 2.2d;(ak, by).

Note that the t~-WSPD of the set X constructed by the algorithm from Fact dis of
size s = tOW@m)p = (2/£)0(dm)py On the other hand, Lemma[B implies that each ball
of radius 2.2 d;(ay, by) in the space (M, dist) admits a covering by (2/8)°(4™) balls of
radius 6d;(ax, by )(1 —2/t) and that this covering can be constructed using (2/§)°(4m)
queries to the specified oracle. So the total number of covering balls in such coverings of
all the balls B(x, r;(k,t)) is 2sI-(2/5)°™) = (2/£)O(dm)y and the total time required
to construct these coverings is 2s1 - (2/§)C(@m) . 20(dim) — (2 /)O(dim)y Thus, taking
into account the running time of the algorithm from Fact ]l we obtain the resulting
time complexity 2°0@™)nInn 4 (2/£)°@™n of constructing a (1 + €)-collection. The
theorem is proved. O

5 Conclusion

We study the concept of a (1 + €)-approzimate centers collection, an extension of a
given set of points which contains a (1 + ¢)-approximation of each point of space with
respect to the distances to all the given points. We prove that, for any fixed € > 0,
every set of n points in a metric space of fixed doubling dimension admits a linear-size
(1 + £)-collection and that, in many cases, this (1 + ¢)-collection can be constructed
in almost linear time. It provides a universal discretization of geometric optimization
problems reducible to finding points in space (centers) with the minimum value of
arbitrary objective function which has a continuity-type dependence on the distances
from the centers to given input points.



14 V. V. Shenmaier

References

Agarwal, P., Har-Peled, S., and Varadarajan, K. (2005). Geometric ap-
proximation via coresets. In Combinatorial and Computational Geo-
metry, MSRI Publications 52, pages 1-30. Cambridge University Press.
http://library.msri.org/books/Book52/files/Olagar.pdfl

Agarwal, P. and Procopiuc, C. (2002). Exact and  approxi-
mation  algorithms for  clustering. Algorithmica,  33(2):201-226.
https://doi.org/10.1007/s00453-001-0110-y.

Aggarwal, A., Imai, H., Katoh, N., and Suri, S. (1991). Finding %k points
with minimum diameter and related problems. J. Algorithms, 12(1):38-56.
https://doi.org/10.1016/0196-6774(91)90022-Q.

Alon, N., Lee, T., Shraibman, A., and Vempala, S. (2013a). The approximate rank
of a matrix and its algorithmic applications. Extended version of the STOC 2013
paper. https://www.cc.gatech.edu/~vempala/papers/epsrank.pdf,

Alon, N., Lee, T., Shraibman, A., and Vempala, S. (2013b). = The appro-
ximate rank of a matrix and its algorithmic applications. In Proc. 45th
ACM Symposium on Theory of Computing (STOC 2013), pages 675-684.
https://doi.org/10.1145/2488608.2488694.

Arora, S., Raghavan, P., and Rao, S. (1998). Approximation schemes for Euclidean
k-medians and related problems. In Proc. 30th ACM Symposium on Theory of Com-
puting (STOC 1998), pages 106-113. https://doi.org/10.1145/276698.276718.

Badoiu, M., Har-Peled, S., and Indyk, P. (2002). Approximate clustering via core-
sets. In Proc. 34th ACM Symposium on Theory of Computing (STOC 2002), pages
250-257. https://doi.org/10.1145/509907.509947.

Callahan, P. and Kosaraju, S. (1995). A decomposition of multidimensional point
sets with applications to k-nearest-neighbors and n-body potential fields. J. ACM,
42(1):67-90. https://doi.org/10.1145/200836.200853|

Chen, K. (2006). On k-median clustering in high dimensions. In Proc. 17th
ACM-SIAM Symposium on Discrete Algorithms (SODA 2006), pages 1177-1185.
https://dl.acm.org/doi/10.5555/1109557.1109687.

Eppstein, D. and Erickson, J. (1994). Iterated nearest neighbors
and finding minimal polytopes. Disc.  Comp. Geom., 11(3):321-350.
https://doi.org/10.1007/BF02574012.

Har-Peled, S. and Mazumdar, S. (2004). On coresets for k-means and k-median clus-
tering. In Proc. 36th ACM Symposium on Theory of Computing (STOC 2004),
pages 291-300. https://doi.org/10.1145/1007352.1007400.

Har-Peled, S. and Mendel, M. (2006). Fast construction of nets in low-
dimensional metrics and their applications. SIAM J. Comput., 35(5):1148-1184.
https://doi.org/10.1137/S0097539704446281.

Jaiswal, R., Kumar, A., and Sen, S. (2014). A simple D?-sampling based
PTAS for k-means and other clustering problems. Algorithmica, 70(1):22-46.
https://doi.org/10.1007/s00453-013-9833-9.

Kel’'manov, A., Motkova, A., and Shenmaier, V. (2018). Approximation scheme for
the problem of weighted 2-clustering with a fixed center of one cluster. Proc. Steklov
Inst. Math., 303(1):136-145. https://doi.org/10.1134/50081543818090146!


http://library.msri.org/books/Book52/files/01agar.pdf
https://doi.org/10.1007/s00453-001-0110-y
https://doi.org/10.1016/0196-6774(91)90022-Q
https://www.cc.gatech.edu/~vempala/papers/epsrank.pdf
https://doi.org/10.1145/2488608.2488694
https://doi.org/10.1145/276698.276718
https://doi.org/10.1145/509907.509947
https://doi.org/10.1145/200836.200853
https://dl.acm.org/doi/10.5555/1109557.1109687
https://doi.org/10.1007/BF02574012
https://doi.org/10.1145/1007352.1007400
https://doi.org/10.1137/S0097539704446281
https://doi.org/10.1007/s00453-013-9833-9
https://doi.org/10.1134/S0081543818090146

Linear-Size Universal Discretization of Center-Based Problems 15

Kumar, A., Sabharwal, Y., and Sen, S. (2010). Linear-time approximation
schemes for clustering problems in any dimensions. J. ACM., 57(2):1-32.
https://doi.org/10.1145/1667053.1667054.

Kumar, P., Mitchell, J., and Yildinm, E. (2003). Approximate minimum en-
closing balls in high dimensions using core-sets. J. Fxp. Algorithmics, 8:1-29.
https://doi.org/10.1145/996546.996548.

Matousek, J. (2000). On approximate geometric k-clustering. Discrete Comput.
Geom., 24(1):61-84. https://doi.org/10.1007/s004540010019.

Meira, A., Miyazawa, F., and Pedrosa, L. (2017).  Clustering through con-

tinuous facility location problems. Theor. Comp. Sci., 657(B):137-145.
https://doi.org/10.1016/j.tcs.2016.10.001.

Shenmaier, V. (2012). An approximation scheme for a problem of
search for a vector subset. J. Appl. Industr. Math., 6(3):381-386.
https://doi.org/10.1134/51990478912030131

Shenmaier, V. (2015). Complexity and approximation of the smal-
lest  k-enclosing ball  problem. European J. Comb., 48:81-87.

https://doi.org/10.1016/7.ejc.2015.02.011l

Shenmaier, V. (2019). A structural theorem for center-based clustering in high-
dimensional Euclidean space. In Proc. 5th Conference on Machine Learning,
Optimization, and Data Science (LOD 2019), LNCS 11943, pages 284-295.
https://doi.org/10.1007/978-3-030-37599-7_24,

Shenmaier, V. (2020). Some estimates on the discretization of geometric center-
based problems in high dimensions. In Proc. 19th Conf. Mathematical Optimiza-
tion Theory and Operations Research (MOTOR 2020), CCIS 1275, pages 88-101.
https://doi.org/10.1007/978-3-030-58657-7_10.

Smid, M. (2007). The well-separated pair decomposition and its applications. In Hand-
book of Approximation Algorithms and Metaheuristics, pages 53-1-53-12. Taylor
& Francis. https://doi.org/10.1201/9781420010749-63.

Talwar, K. (2004). Bypassing the embedding: algorithms for low dimensional metrics.
In Proc. 36th ACM Symposium on Theory of Computing (STOC 2004), pages 281—
290. https://doi.org/10.1145/1007352.1007399.


https://doi.org/10.1145/1667053.1667054
https://doi.org/10.1145/996546.996548
https://doi.org/10.1007/s004540010019
https://doi.org/10.1016/j.tcs.2016.10.001
https://doi.org/10.1134/S1990478912030131
https://doi.org/10.1016/j.ejc.2015.02.011
https://doi.org/10.1007/978-3-030-37599-7_24
https://doi.org/10.1007/978-3-030-58657-7_10
https://doi.org/10.1201/9781420010749-63
https://doi.org/10.1145/1007352.1007399

	Linear-Size Universal Discretization of Geometric Center-Based Problems in Fixed Dimensions
	1 Introduction
	2 Basic definitions and properties
	3 Quadratic-size (1+)-collections
	3.1 Covering the lenses L(x1,x2)
	3.2 Covering the ball B(0,1) in a normed space
	3.3 Constructing a quadratic-size (1+)-collection in a normed space

	4 Linear-size (1+)-collections
	4.1 Basic facts on WSPD
	4.2 From O(n2) to O(n)
	4.3 Constructing a linear-size (1+)-collection in a normed space
	4.4 Linear-size (1+)-collections in a doubling space

	5 Conclusion


