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Abstract. This paper investigates optimal error bounds and conver-
gence rates for general Mann iterations for computing fixed-points of
non-expansive maps. We look for iterations that achieve the smallest
fixed-point residual after n steps, by minimizing a worst-case bound
‖xn − Txn‖ ≤ Rn derived from a nested family of optimal transport
problems. We prove that this bound is tight so that minimizing Rn

yields optimal iterations. Inspired from numerical results we identify
iterations that attain the rate Rn = O(1/n), which we also show to
be the best possible. In particular, we prove that the classical Halpern
iteration achieves this optimal rate for several alternative stepsizes, and
we determine analytically the optimal stepsizes that attain the smallest
worst-case residuals at every step n, with a tight bound Rn ≈ 4

n+4
. We

also determine the optimal Halpern stepsizes for affine non-expansive
maps, for which we get exactly Rn = 1

n+1
. Finally, we show that the

best rate for the classical Krasnosel’skĭı-Mann iteration is Ω(1/
√
n), and

present numerical evidence suggesting that even extended variants can-
not reach a faster rate.
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1. Introduction

Many computational problems can be cast as finding a fixed point of a
map T : C 7→ C where C ⊆ X is a bounded convex domain on a normed
space (X, ‖ · ‖) and T is non-expansive, that is

‖Tx− Ty‖ ≤ ‖x− y‖, for all x, y ∈ C. (1)

When T : X → X is defined on the full space and has a fixed point x∗ = Tx∗,
one can take C = B(x∗, r) as any ball centered at x∗ with radius r ≥ 0 and
diam(C) = 2r. In general, by rescaling the norm we may assume without
loss of generality that diam(C) = 1, which we do from now on.

Fixed-point iterations arise in different settings, including, among oth-
ers, decomposition methods in convex optimization, regression in statistical
estimation, computation of invariant measures of Markov chains, solution
of monotone inclusions, asymptotics of dissipative dynamical systems, and
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2 J.P. CONTRERAS AND R. COMINETTI

more. Consequently, there is a variety of iterative methods for solving such
problems. When X is a Banach space and T is a strict contraction, the
method of choice is the classical Banach-Picard iteration xn = Txn−1 which
converges at an R-linear rate to the unique fixed point of T . If T is just non-
expansive this is no longer true: the map may not only fail to have fixed
points but even if Fix(T ) is nonempty the Banach-Picard iterates might
not converge. A classical strategy to overcome this issue is to consider an
averaged mapping (cf. [2]), Tα = (1 − α)I + αT with α ∈ (0, 1), which
has the same fixed points as T . Krasnosel’skĭı [24] considered the case
α ≡ 1/2 and established that the Banach-Picard iteration applied to Tα
produces a sequence {xn}n∈N that converges in norm to a fixed point pro-
vided that the space X is uniformly convex and T (C) is relatively compact.
Under weaker conditions, one can still obtain weak convergence to a fixed
point of T (see Reich [30] and Borwein et. al. [7]). By considering differ-
ent coefficients αn at each step we obtain the Krasnosel’skĭı-Mann iteration
xn = (1 − αn)xn−1 + αnTx

n−1 for which similar convergence results hold.
Also, replacing xn−1 in this average with a constant vector y0 we get the
classical Halpern iteration xn = (1−αn)y0 +αnTx

n−1 (cf. [18]). Mann [27]
proposed a more general iterative scheme that involves a weighted average of
all the previous iterates, which was also used by Reich [29] in order to study
the existence of fixed points. For a comprehensive survey of applications,
methods, and convergence results, we refer to Berinde [6], and Bauschke &
Combettes [5].

Most of the existing methods turn out to be special cases of the general
Mann iteration recalled in (2) below. Our main goal is to investigate this
general framework in order to design fast iterations that attain the smallest
possible norm for the fixed-point residual ‖xn − Txn‖ after n steps. To
this end, we exploit some universal bounds ‖xn − Txn‖ ≤ Rn where Rn is
obtained through a nested sequence of optimal transport problems. Along
the way, we establish some lower bounds on what can be achieved.

Given a pair of initial points x0, y0 ∈ C, and adopting the convention
Tx−1 = y0, Mann’s iterates are defined recursively as

xn =

n∑
i=0

πni Tx
i−1 (∀n ≥ 1) (2)

where πn = (πni )ni=0 is a given sequence of averaging coefficients with πni ≥ 0
and

∑n
i=0 π

n
i = 1. Such πn can be seen as a probability distribution on

N supported on {0, 1, . . . , n} (see Figure 1). A common choice is to take
y0 = x0, however it is sometimes convenient to take y0 6= x0 as in Halpern’s
iteration.

Mann’s iteration (2) is very general and includes, among others, the clas-
sical Krasnosel’skĭı, Halpern, and Ishikawa iterations. More recently, moti-
vated by the accelerated gradient methods in smooth convex optimization
that incorporate inertial terms (cf. Nesterov [28]), there has been a renewed
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Figure 1. The distributions πm and πn (m = 20, n = 25).

interest in adapting these techniques in order to accelerate fixed-point it-
erations. These classical iterations and some modifications including extra
terms in the averaging will be analyzed in Section 2.6.

1.1. Previous results on convergence rates. A crucial step in estab-
lishing the convergence of the iterates is to bound the fixed point residual
‖xn − Txn‖ and to prove that it converges to 0, a property named as as-
ymptotic regularity after Browder & Petryshyn [11]. For descent methods in
smooth convex optimization, this corresponds to the strong convergence of
the gradient ‖∇f(xn)‖ → 0.

For the Krasnosel’skĭı-Mann iteration xn+1 = (1−αn)xn + αnTx
n, con-

vergence rates were first obtained by Baillon & Bruck [3, 4] for constant
stepsizes αn ≡ α, and later extended in Cominetti et al. [13] establishing
the estimate

‖xn − Txn‖ ≤ diam(C)√
π
∑n

i=1 αi(1−αi)
.

For constant stepsizes αn ≡ α this yields the rate ‖xn − Txn‖ ∼ O(1/
√
n).

Bravo & Cominetti [8] later proved that the constant 1/
√
π in this bound is

tight and cannot be improved in general normed spaces.
A natural question, which was only recently settled, is whether a faster

rate O(1/n) could be achieved with suitably chosen πn’s. A positive answer
came from another special case of (2), namely, the classical Halpern iteration
xn+1 = (1−βn)y0 + βnTx

n. Halpern [18] considered the special case with
C the unit ball of a Hilbert space and x0 = y0 = 0, establishing necessary
and sufficient conditions on βn to ensure the strong convergence towards
a fixed point. Wittmann [35] supplemented this result by proving strong
convergence to the fixed point closest to y0, provided that βn → 1,

∑
n(1−

βn) = +∞, and
∑

n |βn+1−βn| < +∞. This was the first convergence result
that covered the classical coefficients βn = n

n+1 . In uniformly smooth Banach

spaces, Reich [31] proved strong convergence for the particular choice βn =
1− 1

(n+2)a with 0 < a < 1, and extended Wittmann’s theorem in [32]. Using

proof-mining techniques, the works of Leustean [25] and Kohlenbach [22]
were able to extract convergence rates for Halpern’s iteration from the proofs
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in Browder [10] and Wittmann [35]. Uniform rates of metastability were
proved by Kohlenbach [21, 22], while the paper Körnlein [23] established
a rate of metastability extracted from a proof in Xu [36] in the setting of
uniformly smooth spaces.

To the best of our knowledge, the first proof of a rate O(1/n) for Halpern’s
iteration was established in Sabach & Shtern [34]. Using the stepsizes
βn = n

n+2 they found the explicit bound ‖xn−Txn‖ ≤ 4
n+1 (see [34, Lemma

5]). Independently, Lieder [26]1 studied Halpern’s iteration in Hilbert spaces
by using techniques of Performance Estimation Problems (PEP) (Drori &
Teboulle [16]), and established that βn = n

n+1 improves this estimate to

‖xn − Txn‖ ≤ 1
n+1 , providing also a simple example where this bound is

attained. Hence, the classical Halpern iteration not only achieves a sharp
bound but seems to be optimal among all Mann-type iterations in Hilbert
spaces. A formal proof of the latter is still an open question. In a sim-
ilar direction, Kim [20]2 proposed a general Mann-type algorithm to find
a zero of a co-coercive operator. By numerically computing the optimal
coefficients using PEP techniques, he discovered an inertial iteration that
achieves the same bound as Lieder’s. As a matter of fact, we will show that
when translated into the setting of fixed points for non-expansive maps, the
inertial iteration in Kim [20] coincides with a classical Halpern iteration and
the result is equivalent to Lieder’s [26]. Finally, still in Hilbert spaces, Di-
akonikolas [15] provides a simpler potential-based proof of the rate O(1/n)
which applies to more general stepsizes and motivates parameter-free al-
gorithms for monotone inclusions, variational inequalities, convex-concave
min-max optimization, and related problems.

1.2. Our contribution. In this paper we investigate the convergence rate
of general Mann iterations for non-expansive maps in normed spaces. Build-
ing upon the optimal transport approach from Cominetti et al. [13], we for-
mulate an optimization problem that aims to find the sequence of averaging
parameters πn that minimize a worst-case bound Rn = Rn(π) for the fixed
point residual ‖xn − Txn‖ ≤ Rn. We prove that this bound is tight so that
minimizing Rn(π) yields the best possible iteration. We show that the opti-
mal rate of convergence for general Mann iterations is O(1/n), presenting a
simple linear map T for which the residual in every Mann iteration satisfies
‖xn − Txn‖ ≥ 1

n+1 .
By incorporating additional structural constraints in the parameters πn,

we investigate some special cases of the Mann iteration such as Krasnosel’skĭı-
Mann, Halpern, Ishikawa, as well as some variants that include extra terms
in the averaging. Through numerical computations, we identify several sim-
ple iterations that attain the optimal rateO(1/n). For Halpern’s iteration we
prove that the optimal stepsizes are given by the recursion βn+1 = (1+β2

n)/2

1First version appears in 2017 in optimization-online.org/DB FILE/2017/11/6336.pdf
2First version appears in 2019 in arXiv preprint arXiv:1905.05149

optimization-online.org/DB_FILE/2017/11/6336.pdf
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with β0 = 0. These stepsizes yield a tight bound ‖xn − Txn‖ ≤ Rn that
satisfies Rn ≤ 4

n+4 , slightly improving upon Sabach & Shtern [34].
We also revisit Halpern’s iteration in Hilbert spaces, and highlight the

connections between the recent papers by Lieder [26] and Kim [20] which
establish the tight bound 1

n+1 for general non-expansive maps. Remarkably,
we show that for affine non-expansive maps in Banach spaces the bound
Rn = 1

n+1 is also tight, and moreover the optimal coefficients in both settings
coincide.

Finally, we investigate the optimal stepsizes for the Krasnosel’skĭı-Mann
iteration, as well as some variants that have received attention recently.
We show that the best possible rate in any Krasnosel’skĭı-Mann iteration is
O(1/

√
n), a rate that is known to be achieved with constant stepsizes (cf.

Baillon & Bruck [4]). Our numerical results suggest that the variants of
Krasnosel’skĭı-Mann including extra terms do not improve this rate, even
when using optimal averaging coefficients.

1.3. Structure of the paper. Section 2 recalls the general setting of Mann’s
iterations and presents the optimal transport bounds for the fixed point
residuals. After summarizing previously known properties and establishing
the tightness of the worst-case bound, we perform a numerical optimization
of the general Mann iterations as well as several special subclasses. Moti-
vated by these numerical results, Section 3 establishes explicit lower bounds
for the best rates that can be achieved by Mann as well as Krasnosel’skĭı-
Mann iterations, after which Section 4 presents a detailed analysis of the
optimal Halpern iteration and several variants that attain the optimal con-
vergence rate O(1/n).

2. General Mann iterations

This section describes a framework for finding the optimal averaging pa-
rameters for Mann’s fixed points iterations [27]. We recall that these itera-
tions are defined by a triangular array

π =



π0
0

π1
0 π1

1

π2
0 π2

1 π2
2

...
...

...
. . .

πn0 πn1 πn2 · · · πnn
...

...
...

...
. . .


where the n-th row πn satisfies πni ≥ 0,

∑n
i=0 π

n
i = 1, and πni = 0 for

i > n. Note that πn can be interpreted as a probability distribution on
the set of non-negative integers N = {0, 1, 2, ...}, with support included in
{0, 1, . . . , n}.
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Given initial points x0, y0 ∈ C and adopting the convention Tx−1 = y0,
the Mann iterates are given by the following sequential averaging scheme

xn =
n∑
i=0

πni Tx
i−1 (∀n ≥ 1). (3)

This iteration is very general and includes the classical Krasnosel’skĭı-Mann,
Halpern, and Ishikawa iterations (see Section 2.6). We are interested in de-
termining the matrix of coefficients π that minimize the norm of the resid-
uals ‖xn − Txn‖ after n iterations. More precisely, we seek to minimize the
worst-case among all possible runs of (3), that is

Ψn(π) = sup
T,x0,y0

‖xn − Txn‖ (4)

where the supremum is taken over all non-expansive maps T : C → C with
diam(C) = 1, and all possible initial points x0, y0 ∈ C.

2.1. Sharp error bounds via optimal transport metrics. The expres-
sion (4) for the worst-case error bound is not easy to handle. Below we
present an alternative formula Ψn(π) = Rn(π) which is more manageable
in view of optimizing over π. In order to estimate the fixed point residuals
‖xn − Txn‖ we follow the approach in Bravo & Cominetti [8] and further
developed in Bravo et al. [9]. This is based on estimates of the distance
between iterates ‖xm − xn‖ ≤ dm,n, where the bounds dm,n are defined by
a nested sequence of optimal transport problems.

Starting with d−1,−1 = 0 and d−1,j = dj,−1 = diam(C) = 1 for all j ∈ N,
we consider the double-indexed family of reals dm,n for m,n ∈ N defined by

(Pm,n) dm,n = min
z∈F(πm,πn)

m∑
i=0

n∑
j=0

zi,j di−1,j−1

where F(πm, πn) denotes the set of transport plans taking πm into πn, that
is, the set of all z = (zi,j)i=0,...,m;j=0,...n such that zi,j ≥ 0 and∑n

j=0 zi,j = πmi for all i = 0, . . . ,m;∑m
i=0 zi,j = πnj for all j = 0, . . . , n.

Each transport plan z from πm to πn yields the estimate

‖xm − xn‖ = ‖
∑m

i=0

∑n
j=0 zi,j(Tx

i−1 − Txj−1)‖
≤

∑m
i=0

∑n
j=0 zi,j‖Txi−1 − Txj−1‖

≤
∑m

i=0

∑n
j=0 zi,jdi−1,j−1

where the last inequality uses the non-expansivity of T and assumes that
we already have ‖xi−1 − xj−1‖ ≤ di−1,j−1 for previous iterates (for i = 0 or

j = 0 use the bound ‖y0− Txk‖ ≤ diam(C) = 1). Minimizing over z we get

‖xm − xn‖ ≤ dm,n (5)
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from which it follows inductively that this inequality holds for all m,n ∈ N.
Using the triangle inequality and non-expansivity, we can then estimate the
fixed-point residuals as

‖xn − Txn‖ = ‖
∑n

i=0 π
n
i (Txi−1 − Txn)‖

≤
∑n

i=0 π
n
i di−1,n , Rn. (6)

We emphasize that the optimal transport bounds dm,n = dm,n(π) and
Rn = Rn(π) are universal in the sense that they only depend on the sequence
π and not on the particular map T or the initial points x0 and y0, so that

Ψn(π) ≤ Rn(π). (7)

In fact, for m ≤ n both dm,n and Rn only depend on π0, π1, . . . , πn. Note
also that, by symmetry it suffices to compute dm,n for m ≤ n.

It turns out that these bounds are tight. The proof is based on ideas
that evolved from the original paper by Baillon & Bruck [3], and further
developed in Bravo & Cominetti [8] and Bravo et al. [9]. These latter ref-
erences construct non-expansive maps T and sequences (xn)n∈N that attain
all the bounds (5) and (6) with equality, first for Krasnosel’skĭı-Mann itera-
tions [8], and later in [9] for every Mann iteration satisfying the additional
monotonicity condition

(∀n ≥ 1) πnn > 0 and 0 ≤ πni ≤ π
n−1
i for i < n. (8)

Here we take one step forward by showing that the bounds (5) and (6) are
always the best possible and are attained with equality for a suitably chosen
map, without any extra condition such as (8).

Theorem 2.1. Let π = (πn)n∈N be a sequence such that πni ≥ 0,
∑n

i=0 π
n
i =

1, and πni = 0 for i > n. Then there exists a non-expansive map T and a
corresponding Mann sequence (xn)n∈N that attains all the bounds (5) and
(6) with equality. In particular Ψn(π) = Rn(π) for all n ∈ N.

Proof. See Appendix A. �

The optimal transport bounds will be used to design Mann iterations that
minimize the worst-case resisual bounds Ψn(π) = Rn(π). Before proceeding
we summarize the main results from Bravo et al. [9] that will be used later.
To begin with, it was shown that (m,n) 7→ dm,n defines a metric on the set

N , {−1, 0, 1, 2, . . .} with dm,n ∈ [0, 1] for all m,n ∈ N . This implies the
alternative dual characterization

(Dm,n)
dm,n = max

u

∑n
j=0 (πnj −πmj )uj

s.t. |ui − uj | ≤ di−1,j−1 ∀i, j = 0, . . . , n

so that each pair of primal-dual optimal solutions zmn and umn satisfy the
complementary slackness

zmni,j (umnj − umni ) = zmni,j di−1,j−1 for all i, j = 0, . . . , n. (9)
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Figure 2. The convex quadrangle inequality.

Using these facts the bound (5) was proved to be tight, showing also that
each (Pm,n) has a simple optimal transport zm,n with zm,ni,i = min{πmi , πni }
for all 0 ≤ i ≤ min{m,n}. Moreover, under the monotonicity condition (8)
it was proved that (6) is also tight, and that the dm,n’s satisfy the convex
quadrangle inequality (see Figure 2)

di,l + dj,k ≤ di,k + dj,l for all i < j < k < l. (10)

The latter yields a greedy algorithm to compute optimal transports that are
nested in the sense that the flows do not intersect.

2.2. Fixed-horizon optimization of Mann iteration. The optimal trans-
port bounds can be exploited to determine the averaging coefficients π that
yield the smallest possible worst-case residual Ψn(π) = Rn(π) for any fixed
horizon n. This can be stated as the non-convex optimization problem

(fhn) min
d,z,π

∑n
k=0 π

n
k dk−1,n

s.t. d−1,k = 1, ∀k = 0, ..., n
dk,k = 0, ∀k = −1, ..., n

dk,m =
∑k

i=0

∑m
j=0 z

k,m
i,j di−1,j−1, ∀0 ≤ k < m ≤ n

dm,k = dk,m, ∀0 ≤ k < m ≤ n
πk ∈ ∆k, zk,m ∈ F(πk, πm), ∀0 ≤ k < m ≤ n.

where ∆k = {(x0, . . . , xk) : xi ≥ 0,
∑k

i=0 xi = 1} denotes the unit simplex in
dimension k + 1.

The objective function is precisely the bound Rn(π) at the n-th iteration.
The first constraint sets the boundary conditions for the distances d−1,k,
while the second to fourth constraints correspond to the successive use of
the optimal transport problems (Pk,m) that determine the bounds for the
distance between iterates. In order to see that this is a valid formulation and
that these constraints induce the variables zk,m to be optimal transports, we
observe that the objective function seeks to make dk−1,n as small as possible.
This fact, combined with the recursive and monotonic dependence of dk−1,n

on previous di,j ’s, implies that all these variables should be made small. This

automatically pushes the variables zk,m to be chosen as optimal transports
that minimize the right-hand side in the third equality constraint.

Problem (fhn) turned out to be quite hard to solve. Experimental com-
putations with state-of-the-art solvers show poor performance already for
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n ≥ 7. The difficulties arise from the large number of variables and the
non-linearities both in the objective function as well as in the constraints
which involve multiple nested products of the variables π, d and z. A further
drawback of this global optimization approach is the fact that the optimal
solutions of (fhn) depend on the pre-fixed horizon n, and the full optimal
sequence π0, π1, . . . , πn is modified when n changes. This is inconvenient if
one does not know a priori the number of iterations to be performed. This
leads to consider a simplification in which the πn’s are optimized sequen-
tially by fixing the previous solutions, which also makes the subproblems
computationally tractable.

2.3. Sequential optimization of Mann iteration. In the sequential op-
timization approach we seek to determine the averaging coefficients π with-
out relying on a pre-established number of iterations. Specifically, we com-
pute πn progressively by using the optimization problem (fhn) but fixing
the solutions π0, ..., πn−1 and distances di,j computed in the previous stages
1, ..., n−1. By considering the optimal transport bounds dk,n = dk,n(πn) as
a function of πn, with π0, . . . , πn−1 fixed, the n-th stage problem becomes

min
πn∈∆n

Rn(πn) ,
n∑
k=0

πnk dk−1,n(πn)

or more explicitly

(sn) min
πn,z

πn0 +

n∑
k=1

k−1∑
i=0

n∑
j=0

πnk z
k−1,n
i,j di−1,j−1

s.t.
πn ∈ ∆n, zk,n ∈ F(πk, πn), ∀k = 0, ..., n− 1.

These problems are still non-convex but the number of variables is signifi-
cantly reduced. In particular the distances di−1,j−1 in the objective function
are fixed and are no longer variables. As a consequence (Sn) becomes a lin-
early constrained (non-convex) quadratic programming problem which can
be solved with general non-linear solvers such as Knitro or Baron, or ex-
tended linear programming solvers such as CPLEX and Gurobi.

2.4. Monotone sequential optimization of Mann’s iteration. A fur-
ther simplification of the sequential approach is achieved by restricting the
πn’s to satisfy the monotonicity condition (8). As mentioned earlier, in this
case we have the convex quadrangle inequality and there is a simple greedy
algorithm to compute the optimal transports. These optimal transports
have a particularly simple structure when we have in addition

πmm ≥
∑n−1

i=m π
n
i , ∀m < n. (11)

Note that this holds automatically if πmm and πnn are larger than 1
2 . The

following result presents the simpler explicit expression for the n-th stage
residual, which avoids the use of the z variables. This can be derived from
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results in [9]. Here we present an alternative proof using linear programming
duality.

Proposition 2.2. Assume the quadrangle inequality (10) holds up to n−1.
Let m < n and suppose further (11) and πni ≤ πmi for i = 0, . . . ,m. Then,
dm,n(πn) = Dm,n(πn) where

Dm,n(πn) ,
m∑
i=0

(πmi − πni )di−1,n−1 +
n∑

j=m+1

πnj (dm−1,j−1 − dm−1,n−1). (12)

Proof. A straightforward computation shows that Dm,n(πn) is exactly the
cost of the following feasible transport plan for dm,n

zi,i = πni ∀i = 0, ...,m
zm,j = πnj ∀j = m+ 1, ..., n− 1

zi,n = πmi − πni ∀i = 0, ...,m− 1

zm,n = πmm −
∑n−1

j=m π
n
j .

(13)

Let us consider the dual of the linear program (Pm,n) given by

maxu,v
∑n

j=0 π
n
j uj −

∑m
i=0 π

m
i vi

s.t. uj ≤ vi + di−1,j−1, ∀0 ≤ i ≤ m; 0 ≤ j ≤ n
and the following dual solution

ui = vi = 1− di−1,n−1 for i = 0, ...,m
uj = 1− dm−1,n−1 + dm−1,j−1 for j = m+ 1, ..., n.

This solution is dual-feasible: for i, j ≤ m the triangle inequality gives

uj − vi = di−1,n−1 − dj−1,n−1 ≤ di−1,j−1,

whereas when i ≤ m < j the convex quadrangle inequality yields

uj − vi = dm−1,j−1 − dm−1,n−1 + di−1,n−1 ≤ di−1,j−1.

Replacing this solution in the dual objective function we obtain Dm,n(πn)
once again, so that strong duality implies that (u, v) is dual optimal, and z
is a primal optimal transport. Therefore dm,n = Dm,n(πn). �

Exploiting the previous result, and since the convex quadrangle inequality
is a consequence of the monotonicity condition (8), we are led to consider the
following constrained sequential optimization approach in which we restrict
the πn’s to satisfy this monotonicity as well as πnn ≥ 1

2 . Note that fixing
πm and the distances di,j for m, i, j ≤ n − 1, the expression Dm,n(πm) is a
linear function of πn, so that the following is again a linearly constrained
quadratic programming problem

(msn) min
πn∈∆n

πn0 +
n∑
k=1

πnk Dk−1,n(πn)

s.t. πnk ≤ π
n−1
k , ∀k = 0, ..., n− 1

πnn ≥ 1
2
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2.5. Comparison of optimization strategies. We observe that (msn) is
a restricted version of (sn), which is in turn a restricted version of (fhn),
so that their corresponding optimal values satisfy

val(fhn) ≤ val(sn) ≤ val(msn).

For n = 1 all three problems share the same solution π1 = (1
2 ,

1
2) with

optimal value 3
4 . For n = 2 the exact solution of (fh2) is π1 = (

√
6− 2, 3−√

6), π2 = (3
√

6−7, 5−2
√

6, 3−
√

6) with optimal value 30−12
√

6 ∼ 0.60612.
Note that the first stage optimal parameters π1 in (fh2) are different from
those computed in (fh1). This shows that the fixed horizon and sequential
approaches are different. As a matter of fact, the optimal solution for (s2)
and (ms2) is π2 = ( 5

14 ,
1
14 ,

8
14) with optimal value 17/28 ∼ 0.60714.

For n ≥ 3 the analytic solutions become increasingly harder to compute,
so we proceed to compare them numerically. Figure 3 shows the reciprocal
1/Rn of the optimal residual bounds achieved by the three methods, plotted
against n. The plot suggests that all three methods yield algorithms with
a rate of convergence Rn ≈ O( 1

n), with slightly different slopes. Note that
a higher slope corresponds to a faster convergence rate. Interestingly, the
numerical solutions reported by (sn) and (msn) coincide up to n = 100,
motivating the following

Conjecture 2.3. The optimal sequence πn computed by (sn) satisfies πnn ≥
1
2 and πni ≤ πn−1

i for i = 0, . . . , n − 1, so it coincides with the optimal
sequence given by (msn) with val(sn) = val(msn).

Figure 3 also plots the reciprocals of the optimal residual bounds achieved
by a monotonic variant (mfhn) of the fixed horizon problem (fhn) adding
(8) and (11) as extra constraints, which together imply the structure (13)
for the optimal transports zk,m. Empirically we observed that the solutions
reported by (fhn) and (mfhn) coincide up to n = 6. Beyond this limit (fhn)
becomes hard to solve and we could not check further if these problems yield
the same solution as in the case of (sn) and (msn). Proposing a conjecture
based on such limited evidence would be hasty.

The small differences in the slopes in Figure 3 suggest that the simpler
sequential approaches (sn) and (msn) do not entail a significant loss with
respect to the the fixed horizon scheme (fhn). Moreover, this slight reduc-
tion in the proportionality constant is counterbalanced by the fact that the
optimal coefficients πn can be computed more efficiently and do not need
to be recalculated when the horizon n changes. This provides a practical
justification for using the sequential approach.

Moreover, the problems (sn) and (msn) are solved very quickly and to
high accuracy, suggesting the existence of some further structure that could
be exploited to derive the analytic properties of the solutions. However,
a first inspection of these solutions did not reveal any clear and simple
pattern. In fact, up to n = 10 the optimal πn assigns a positive mass to all
its components (see Figure 4). As expected, the mass concentrates mostly
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Figure 3. Plot of 1/Rn versus n for (fhn), (sn), and (msn).
The zoomed image shows a numerical instability for (fhn)
at n = 7, possibly being trapped at a local minimum.

on the previous iterate Txn−1 but, most remarkably, the optimal solution
also assigns significant mass to the initial point y0, which decreases as n
grows.

2.6. Numerical optimization of particular Mann iterations. In order
to further understand the solutions given by the monotone sequential scheme
(msn), we proceed to optimize the parameters πn for various particular
instances of the general Mann iterations. We already mentioned that by
imposing additional structure on the coefficients πn one can recover the
classical iterations of Krasnosel’skĭı, Halpern and Ishikawa. Also, motivated
by Nesterov’s acceleration schemes in convex optimization, we consider some
variants that include additional terms.

Let {αk}k≥1, {βk}k≥1 be two sequences in [0, 1], and denote by δn the
Dirac mass at n ∈ N, i.e. δ0 = (1, 0, 0, . . .), δ1 = (0, 1, 0, . . .), and so on. We
consider the following iterations which are particular cases of general Mann
iterations.

(h) Halpern: πn = (1−βn)δ0 + βnδ
n

xn = (1− βn)y0 + βnTx
n−1

(km) Krasnosel’skĭı-Mann: πn = (1−αn)πn−1 + αnδ
n

xn = (1− αn)xn−1 + αnTx
n−1
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Figure 4. Optimal mass distribution with (msn) for differ-
ent values of n.

(th) Twofold Halpern: πn = (1−αn−βn)δ0 + βnδ
n−1 + αnδ

n

xn = (1−αn−βn)y0 + βnTx
n−2 + αnTx

n−1

(tkm) Twofold Krasnosel’skĭı-Mann: πn = (1−αn−βn)πn−1+βnδ
n−1+αnδ

n

xn = (1−αn−βn)xn−1 + βnTx
n−2 + αnTx

n−1

(kmh) Krasnosel’skĭı-Mann-Halpern: πn = (1−αn−βn)δ0 + βnπ
n−1 +αnδ

n

xn = (1−αn−βn)y0 + βnx
n−1 + αnTx

n−1

(ekm) Extra Krasnosel’skĭı-Mann: πn = (1−αn−βn)πn−2 +βnπ
n−1 +αnδ

n

xn = (1−αn−βn)xn−2 + βnx
n−1 + αnTx

n−1.

Notice that the classical 2-step Ishikawa iteration

(ish)

{
x2n+1 = (1−βn)x2n+ βnTx

2n

x2n+2 = (1−αn)x2n+ αnTx
2n+1 , 0 ≤ αn ≤ βn ≤ 1.

is also a special case of (ekm). Moreover, for all the iterations above the
coefficients πn are convex combinations of vectors in the unit simplex and
only the entries from 0 to n can take positive values.

Figure 5 plots the reciprocals 1/Rn of the residual bounds obtained for
all these iterations, with coefficients αn and βn optimized in each case by
solving (msn) with the corresponding additional structure of the πn’s. For
reference we also plot the curve (msn) from Figure 3, which attains the
best performance since there are no extra constraints on the coefficients.
The optimization was performed using Knitro with default options and then
refined using Baron with the maximum number of iterations limited to 1000.
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Figure 5. Plot of 1/val(msn) vs. n for particular instances
of Mann’s iterations.

We observe that the optimal (km) does not attain the rate O(1/n). As a
matter of fact, it is known that (km) with constant stepsizes αn ≡ α attains
the rate O(1/

√
n) (cf. Baillon & Bruck [4]). In the next section we prove

that, even after optimizing the coefficients αn, (km) cannot converge faster
than O(1/

√
n). Notably, these numerical results suggest that incorporating

extra terms —whether previous iterates as in (ekm) or images of previous
iterates as in (tkm)— does not seem to improve this rate.

On the other hand, all the Halpern-type methods (cf. the blue curves),
which explicitly incorporate the starting point in the averaging, attain the
faster rate O(1/n). Furthermore, the slopes of the blue curves do not deviate
much from the best value given by (msn). For instance, the average slope
of the simplest Halpern iteration is 0.2573, while for (msn) is 0.2626, with
a mere 2% of relative difference.

Naturally, the optimal residuals decrease as we include more terms in the
averaging process. However, the numerical results suggest that the perfor-
mance of the simplest Halpern iteration that only takes y0 and Txn−1 is
comparable to the best general Mann iteration which involves all previous
iterates: in both cases we observe a rate O(1/n) with only some marginal
gain in the proportionality constant which drops from Rn ∼ 4

n to Rn ∼ 10
3n .

In the next section we will formally prove that the rate O(1/n) is the best
one can expect from a general Mann iteration, whereas in Section 4 we will
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discuss several variants of Halpern that attain this optimal rate, determining
analytically the optimal coefficients βn.

3. Lower bounds on the convergence rates

The numerical computations suggest several conjectures. In particular,
the Krasnosel’skĭı-Mann iterations and their variants including extra terms
seem to be systematically slower than the Halpern-like iterations. Specifi-
cally, the optimal (km) seems to attain a convergence rate of order O(1/

√
n),

whereas the optimal (h) behaves as O(1/n).
In this section we formally prove that the fastest possible rate for general

Mann iterations is in fact limited to O(1/n). It then follows that Halpern’s
iteration attains the optimal rate. We also prove that the best rate that
can be achieved with an optimal Krasnosel’skĭı-Mann iteration is not better
than O(1/

√
n), which is in fact reached with constant stepsizes αn ≡ α.

We stress that these lower bounds concern the worst-case for general
normed spaces, and faster rates can be obtained by imposing further struc-
ture on the space X (e.g. Hilbert) or the map T (e.g. a strict contraction).

3.1. A lower bound for general Mann iterations. We begin by pre-
senting a simple example showing that the best possible rate for general
Mann iterations in normed spaces is bounded from below by O(1/n), inde-
pendent of the averaging sequence πn. The example map is a simple linear
operator so that, even under this additional structure, one cannot expect
a faster rate. Interestingly, the same map was recently used by Colao &
Marino [12] to establish lower bounds on ‖xn − x∗‖ for Halpern’s iteration
in q-uniformly smooth Banach spaces.

Let T : `∞(N) 7→ `∞(N) be the right-shift linear operator given by

T (x0, x1, x2, . . . ) = (0, x0, x1, x2, . . . ). (14)

This map has a unique fixed point at x∗ = (0, 0, 0, . . .), and the convex set
C = [0, 1]N is invariant under T with diam(C) = 1.

Proposition 3.1. Consider a general Mann iteration (3) for an arbitrary
sequence (πn)n∈N. Then, the iterates for the right-shift linear operator (14)
started from x0 = y0 = (1, 1, 1, . . . ) satisfy

‖xn − Txn‖∞ ≥ 1
n+1 .

Proof. Inductively one can check that the n-th iterate xn in every Mann
iteration satisfies xni = 1 for i ≥ n, and therefore

‖xn − Txn‖∞ ≥ ϕ((xni )n−1
i=0 )

where ϕ : Rn 7→ R is the convex function

ϕ(x0, . . . , xn−1) = max{x0, x1 − x0, x2 − x1, . . . , xn−1 − xn−2, 1− xn−1}.
The result will follow by showing that ϕ attains its minimum at x̄i = i+1

n+1

for i = 0, . . . , n− 1 with optimal value ϕ(x̄) = 1
n+1 . Indeed, the coordinates
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of x̄ are equidistant and all the terms in the maximum that define ϕ(x̄) are
equal to 1

n+1 . Thus, denoting ek ∈ Rn for k = 0, . . . , n − 1 the vector with

eki = 1 if i = k and eki = 0 otherwise, the subdifferential of ϕ at x̄ is

∂ϕ(x̄) = co{e0, e1 − e0, e2 − e1, . . . , en−1 − en−2,−en−1}.
Clearly 0 ∈ ∂ϕ(x̄) so that x̄ is a minimizer with ϕ(x̄) = 1

n+1 . �

Note that while in this example the residual ‖xn−Txn‖∞ might converge
to 0, the distance to the fixed point x∗ is constant ‖xn − x∗‖∞ ≡ 1. This
illustrates the well-known fact that Mann iterates might not converge in
norm to a fixed point, and the best one can expect in general is weak con-
vergence, even when restricting to linear maps. However, strong convergence
can be guaranteed when X is either a Hilbert space (cf. [35, Wittmann]) or
a uniformly smooth Banach space (cf. [36, Xu]).

Let us also observe that although the lower bound and the numerical ex-
periments agree on the order of convergence O(1/n), there is a gap between
the lower bound ‖xn − Txn‖∞ ≥ 1

n+1 and the upper bounds which behave
as c

n+1 with c ≈ 4. In Section 4 we will show that the optimal Halpern
iteration achieves the latter bound with c = 4, and that this constant is
tight.

3.2. A lower bound for Krasnosel’skĭı-Mann iterations. Our next
result shows that for the general Krasnosel’skĭı-Mann iteration the best rate
that can be achieved is O(1/

√
n). As mentioned in the introduction, this

optimal rate is in fact attained with constant stepsizes αn ≡ α (see Baillon &
Bruck [4]). The following example considers again the right-shift operator,
this time as a map acting on the space (`1(N), ‖ · ‖1).

Proposition 3.2. Consider (km) with arbitrary stepsizes {αn}n≥0. Then,
the iterates for the right-shift operator (14) started from x0 = (1, 0, 0, ...)
satisfy ‖xn − Txn‖1 ≥ 1√

n+1
.

Proof. We relegate the proof to the Appendix B as it exploits the properties
of binomial and Poisson binomial random variables, which are not relevant
for the rest of this paper. �

Remark 1. While the lower bound ‖xn − Txn‖ ≥ 1√
n+1

is the worst case

in general Banach spaces, for Hilbert spaces it was observed by Baillon &
Bruck [4, Section 9.4] that the Krasnosel’skĭı-Mann iteration with constant
stepsizes attains the faster rate ‖xn−Txn‖ ∼ o( 1√

n
). Determining the exact

rate in Hilbert spaces is still an open problem.

4. Optimal Halpern iteration in normed spaces

Motivated by the lower bound in Section 3.1, and the numerical results in
Section 2.5 and Section 2.6, we next focus on Halpern’s iteration for which
we determine analytically the optimal sequence of averaging parameters. In



OPTIMAL BOUNDS FOR NONEXPANSIVE FIXED POINT ITERATIONS 17

particular, Theorem 4.1 proves that the asymptotic slope for this optimal
Halpern iteration in Figure 5 converges exactly to 1/4 as n→∞.

Recall that Halpern’s iteration is given by

xn = (1− βn)y0 + βnTx
n−1 (15)

which corresponds to the averaging sequence πn = (1 − βn)δ0 + βnδ
n. As

shown next, the simple structure of the πn’s implies that the minimizers of
Ψn(π) can be computed by solving either the fixed horizon problems (fhn)
or the sequential schemes (sn) and (msn), which share the same optimal
solution. In fact, the optimal βn’s can be computed explicitly through a
simple recursion.

Theorem 4.1. Consider Halpern’s iteration (15) for an arbitrary sequence
βn ∈ [0, 1]. Then, the three optimization strategies (fhn), (sn), and (msn)
have the same optimal solution. More explicitly,

a) the optimal βn’s are given recursively by β̂n+1=
1
2(1+β̂2

n) with β̂0 =0,

b) the sequence β̂n is increasing and the corresponding optimal bounds

satisfy the recursion R̂n+1 = R̂n − 1
4R̂

2
n,

c) the bounds R̂n are tight: there is a non-expansive T̂ and a corre-

sponding Halpern sequence such that ‖xn− T̂ xn‖ = R̂n for all n ∈ N,

d) the bounds satisfy R̂n ≤ 4
n+4 with limn→∞(n+ 4)R̂n = 4.

Proof. In view of the simple structure πn0 = 1− βn and πnn = βn we have

Rn =
∑n

i=0 π
n
i di−1,n = (1− βn) + βndn−1,n. (16)

On the other hand, for each m ≤ n there is a unique simple optimal trans-
port. Namely, when βm ≤ βn the optimal transport is z0,0 = 1− βn

z0,n = βn − βm
zm,n = βm

all the other flows being null. Symmetrically, when βm ≥ βn the solution is z0,0 = 1− βm
zm,0 = βm − βn
zm,n = βn

so that both cases combined yield the recursive formula

dm,n = |βm − βn|+ min{βm, βn}dm−1,n−1.

In particular

dn−1,n = |βn−1 − βn|+ min{βn−1, βn}dn−2,n−1

which plugged into (16) yields

Rn =

{
1− βn + βn (βn − βn−1 + βn−1dn−2,n−1) if βn ≥ βn−1,
1− βn + βn (βn−1 − βn + βndn−2,n−1) if βn ≤ βn−1.
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Now, since dn−2,n−1 ≤ 1 and βn−1 ≤ 1, the previous expression in the region
βn ≤ βn−1 is decreasing with respect to βn, and therefore the minimum of
Rn is achieved with βn ≥ βn−1.

Restricting to this latter case and using (16) again, it follows that

Rn = 1− βn + βn(βn − βn−1 + βn−1dn−2,n−1)

= 1− βn + βn(βn +Rn−1 − 1) (17)

= (1− βn)2 + βnRn−1

and then a simple induction yields the explicit formula

Rn = 1−
∑n

k=1(1− βk)
∏n
i=k βi.

This expression could be plugged into the fixed horizon problems (fhn) and
the sequential problem (sn) in order to find the optimal βn’s. However, in
this case the problems admit a simple analytic solution. Indeed, observ-
ing the recursive structure (17) and noting that Rn−1 depends only on the
previous parameters β1, . . . , βn−1, it follows that in the case of Halpern the
fixed horizon and sequential approaches provide exactly the same solution.
Moreover, the optimal parameters can be found recursively by solving the
trivial 1-dimensional quadratic problems

Rn = min
βn∈[0,1]

(1− βn)2 + βnRn−1

whose solution β̂n satisfies 2(1− βn) = Rn−1. This yields the recursion

2(1− β̂n+1) = Rn

= (1− β̂n)2 + β̂nRn−1

= (1− β̂n)2 + β̂n 2(1− β̂n)

= 1− β̂2
n

which we rewrite in the form

β̂n+1 = 1
2(1 + β̂2

n),

R̂n+1 = R̂n − 1
4R̂

2
n.

This recursion clearly implies β̂n+1 ≥ β̂n so that the fixed horizon and
sequential approaches automatically satisfy the monotonicity condition (8).

The previous arguments show that for Halpern’s iteration the optimal
solutions of (fhn), (sn), and (msn) coincide and minimize Ψn(π) = Rn(π).
These arguments also prove a) and b), while c) is a direct consequence of
Theorem 2.1, so that it remains to prove d).

Defining zn = 1
4R̂n and using b) we get the recurrence zn = zn−1(1−zn−1)

with z0 = 1
4 . It follows that zn is decreasing and therefore zn < 1 for all

n ≥ 0. Rewriting this recurrence as

1

zn
=

1

zn−1
+

1

1− zn−1
(18)
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and using the inequality 1
1−zn−1

≥ 1 we get 1
zn
≥ 1

z0
+n = 4+n which yields

precisely R̂n ≤ 4
n+4 . In particular zn ↘ 0 and the last term 1

1−zn−1
in (18)

converges to 1, from which it follows the asymptotic limn→∞ n zn = 1, and
in turn limn→∞(n+ 4)R̂n = 4. This completes the proof. �

Theorem 4.1 combined with the global lower bound for Mann’s iterations
in Proposition 3.1, show that Halpern’s iteration with the recursive optimal
stepsizes β̂n+1 = 1

2(1+ β̂2
n) attains the optimal rate O(1/n). The next result

gives alternative conditions on the βn’s that also guarantees the rate O(1/n).

Proposition 4.2. Consider Halpern’s iteration with βn ∈ [0, 1], and assume
that for some constants a, κ such that 1 ≤ a+ 1 ≤ κ and κ ≥ 4, we have

(1− βn)2 + κ
n+aβn ≤

κ
n+a+1 . (19)

Then ‖xn − Txn‖ ≤ κ
n+a+1 for all n ≥ 0.

Proof. We prove inductively that Rn ≤ κ
n+a+1 . For n = 0 this holds trivially

since R0 = diam(C) = 1 ≤ κ
a+1 . Assuming Rn−1 ≤ κ

n+a , equation (17) gives

Rn = (1− βn)2 + βnRn−1 ≤ (1− βn)2 + κ
n+aβn ≤

κ
n+a+1

completing the induction. �

Remark 2. The optimal rate ‖xn−Txn‖ ≈ O(1/n) for Halpern’s iteration
was already obtained by Sabach & Shtern [34, Lemma 5] with stepsizes
βn = n

n+2 and with the explicit estimate ‖xn−Txn‖ ≤ 4
n+1 . Although their

result was presented in Rd, the proof is valid in any normed space. This
result also follows from Proposition 4.2 since (19) holds with a = 0 and
κ = 4. On the other hand, we recall that for βn = n

n+2 we have the tight

bound Rn = 4
n+1(1− Hn+2

n+2 ) with Hn =
∑n

k=1
1
k the n-th harmonic number

(see Bravo et al. [9]). This tight bound Rn is very close to the optimal

bound R̂n in Theorem 4.1. Numerically we observe that Rn/R̂n increases
until n = 4 attaining a maximal value of 1.05223, after which it decreases
converging asymptotically to 1. In other words βn = n

n+2 and the optimal

scheme β̂n are asymptotically equivalent for n large. Moreover, both Rn and
R̂n are tight for the corresponding βn’s.

Remark 3. For κ < 4 no sequence βn satisfies (19). With κ = 4 and a = 3
the condition is equivalent to |βn − n+1

n+3 | ≤ εn with εn = 2
(n+3)

√
n+4

and

implies the bound Rn ≤ 4
n+4 . This holds in particular for βn = n+1

n+3 which

coincide with the stepsizes in Sabach & Shtern [34] except that they are
shifted by one and provide a slightly smaller bound for the residuals. One can
also prove that for n ≥ 1 the optimal coefficients β̂n satisfy 0 ≤ β̂n−n+1

n+3 ≤ εn
so that we recover the bound in Theorem 4.1 d).
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Remark 4. By rewriting the recursion β̂n+1 = 1
2(1 + β̂2

n) in terms of the

complementary values α̂n = 1 − β̂n we obtain α̂n+1 = α̂n − 1
2 α̂

2
n. As in

the last argument in the proof of Theorem 4.1 it follows that n α̂n → 2 as
n→∞, and therefore α̂n → 0 with

∑
n α̂n =∞ and

∑
n |α̂n+1 − α̂n| <∞.

Hence, from Wittmann [35] we conclude that when X is a Hilbert space and
Fix(T ) 6= φ the Halpern iterates xn converge in norm towards PFix(T )(y

0)

the projection of y0 onto the set of fixed points of T . Moreover, we also have
α̂n+1/α̂n → 1 so that Theorem 3.1 in Xu [36] implies that strong convergence
to a fixed point also holds when X is a uniformly smooth Banach. A similar
result can be derived from [32, Theorem 1] and [32, Remark 1] whenever X
has a weakly sequentially continuous duality map.

4.1. Previous results for Halpern iteration in Hilbert spaces. By
restricting to Hilbert spaces, Lieder [26] recently established that Halpern
iterates with stepsize βn = n

n+1 achieve the accelerated rate with

‖xn − Txn‖ ≤ 2‖x0−x∗‖
n+1 , ∀n ≥ 1.

Lieder also showed that this bound is sharp: for any fixed n ∈ N there exists
a non-expansive map T : R 7→ R, which depends on n, that attains the
equality. Lieder’s bound improves by a factor 4 the proportionality constant
in the bound in Theorem 4.1 d). The paper presents two proofs: a direct
algebraic proof using an ad-hoc weighted sum that provides a Lyapunov
function, and a second proof using techniques of Performance Estimation
Problems (PEP). Both proofs strongly exploit the paralellogram identity.

On the other hand, as shown in Bravo et al. [9], for βn = n
n+1 the best

bound that can be achieved in general Banach spaces is Rn = Hn+1

n+1 ∼ O( lnn
n )

showing that the PEP approach is intrinsically restricted to a Hilbert setting.
On the positive side, this shows that the bounds Rn can be sharpened if we
restrict the space X on which the non-expansive map T is defined.

Another accelerated iteration for finding zeros of co-coercive operators in
Hilbert spaces was recently proposed by Kim [20]. Recall that M :H→H is
co-coercive with parameter µ iff

〈Mx−My, x− y〉 ≥ µ‖Mx−My‖2 ∀ x, y ∈ H.

It is well known that this is equivalent to T , I−2µM being non-expansive.
Conversely, a map T : H → H is non-expansive iff M = I−T is 1

2 -cocoercive
so that, in a Hilbert setting, finding zeros of cocoercive operators is equiva-
lent to finding fixed point for non-expansive maps. All of this is well known,
and we just recall it for the reader’s convenience. By considering the general
iteration

xn+1 = xn − µ
n∑
k=0

hk+1,n+1Mxk,

where h is a matrix of stepsize values, and after inspecting the optimal
stepsizes obtained using techniques based on PEP, Kim [20] proposed the
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following inertial method started from x0 = y0 = x−1

yk+1 = (I − µM)xk,

xk+1 = yk+1 + k
k+2(yk+1 − yk)− k

k+2(yk − xk−1),
(20)

and showed that ‖Mxn‖ ≤ 2‖x0−x∗‖
n+1 . While Kim’s method looks different

from Halpern, we show below that it is in fact equivalent to the iteration
studied in Lieder [26]. This connection between inertial techniques and
Halpern does not seem to have been noticed earlier, and might shed addi-
tional light on the mechanisms involved in the acceleration of fixed point
iterations.

Proposition 4.3. Let T : C 7→ C be non-expansive. Then the iteration (20)
applied to the 1

2 -cocoercive operator M = I − T coincides with the classical

Halpern iteration xn = 1
n+1x

0 + n
n+1Tx

n−1.

Proof. Taking M = I − T and µ = 1/2 in the first equation of (20) gives

yk+1 = (I − µM)xk = 1
2(xk + Txk)

which substituted into the definition of xk+1 yields

xk+1 = 1
2(xk + Txk) + k

k+2

(
1
2(xk + Txk)− 1

2(xk−1 + Txk−1)
)

− k
k+2

(
1
2(xk−1 + Txk−1)− xk−1)

)
= k+1

k+2(xk + Txk)− k
k+2Tx

k−1.

Multiplying by k + 2 and rearranging we obtain

(k + 2)xk+1 − (k + 1)Txk = (k + 1)xk − kTxk−1

which shows that the sequence zk = (k+ 1)xk − kTxk−1 is constant. Hence
zn = z0 which yields (n+ 1)xn − nTxn−1 = x0 and the result follows. �

Remark 5. During the review process of this paper we learned that an
equivalent result was obtained by Ryu & Yin (see [33, Chapter 12.2, The-
orem 18]). We thank an anonymous referee for pointing out this relevant
reference.

4.2. Optimal Halpern iteration for affine maps. In this section, we
investigate Halpern’s iteration in the context of a linear non-expansive map
T : X 7→ X, with X a general normed space. We will show that in this case
we recover the optimal bound 2

n+1 known for general non-expansive maps
in Hilbert spaces. We remark that the linear case also covers the setting of
an affine operator T with Fix(T ) 6= φ, as we can conveniently translate the
origin.

Let us fix a sequence β = (βn)n with β0 = 0, and denote

Πn
k(β) =

∏n
l=k βl
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where by convention the product is set to 1 for k > n. Using the linearity of
T , a straightforward induction shows that the Halpern iterates with initial
data x0 = y0 can be expressed as

xn =
n∑
k=0

(1− βk)Πn
k+1(β)Tn−kx0, (21)

and by linearity of T

Txn =

n∑
k=0

(1− βk)Πn
k+1(β)Tn−k+1x0. (22)

Theorem 4.4. Let T : X 7→ X be linear non-expansive and x∗ ∈ Fix(T ).
Let also Θn : [0, 1]n 7→ R be defined by

Θn(β) = 1−βn + Πn
1 (β) +

∑n
k=1 |(2− βk−1)βk − 1| Πn

k+1(β). (23)

Then, the Halpern iterates with initial data x0 = y0 satisfy

‖xn − Txn‖ ≤ ‖x0− x∗‖Θn(β). (24)

Moreover, this bound is tight: for the right-shift operator T : `1(N) 7→ `1(N)

T (x0, x1, x2, . . .) = (0, x0, x1, x2, . . .),

the iterates started from x0 = y0 = (1, 0, 0, . . .) satisfy (24) with equality.

Proof. From (21) we have

xn−Txn =
n∑
k=0

(1− βk)Πn
k+1(β) (Tn−kx0− Tn−k+1x0)

=
n∑
k=0

(1− βk)Πn
k+1(β) (Tn−k(x0 − x∗)− Tn−k+1(x0 − x∗))

=
n∑
k=1

[(2− βk−1)βk − 1]Πn
k+1(β)Tn−k+1(x0 − x∗)

+ (1− βn)(x0 − x∗)−Πn
1 (β)Tn+1(x0 − x∗).

Here, the first line comes from the equations (21) and (22). In the second
line we add Tn−k+1x∗ and subtract Tn−kx∗, both of which coincide with x∗.
In the third line, we re-arrange the terms in the sum. Then, (24) follows by
taking the norm and using the triangle inequality and non-expansivity of T .

To prove the tightness of (24) let δk be the k-th canonical vector in `1(N).
Since x0 = δ0 and T is linear with Tδk = δk+1, from (21) we get

xn =
n∑
k=0

(1− βk)Πn
k+1(β)Tn−kδ0 =

n∑
k=0

(1− βk)Πn
k+1(β)δn−k,
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and therefore

‖xn − Txn‖1 = |1− βn|+
n∑
k=1

|(1−βk)Πn
k+1(β)− (1−βk−1)Πn

k(β)|+ Πn
1 (β)

= 1− βn + Πn
1 (β) +

n∑
k=1

|(1− βk)− (1− βk−1)βk|Πn
k+1(β)

= Θn(β)

The result follows since T has a fixed point at x∗ = 0 with ‖x0−x∗‖1 = 1. �

Since the bound (24) is always tight for any choice of the βn’s, the best
possible Halpern iteration for linear maps is obtained by minimizing the
function Θn(·). As shown below, this minimum can be computed explicitly.

Proposition 4.5. The minimum of the function β 7→ Θn(β) defined by (23)
is attained at β∗k = k

k+1 for k = 1, ..., n with value Θ(β∗) = 2
n+1 .

Proof. Let yk =
∏n
l=k βl for k = 1, ..., n, yn+1 = 1, and y0 = 0. Note

that we have the inverse relation βk = yk
yk+1

, for k = 0, ..., n. Consider the

optimization problem

(Py) min
y0, ..., yn+1 ∈ [0, 1]
y0 = 0, yn+1 = 1,

1− yn + y1 +

n∑
k=1

|yk+1 − 2yk + yk−1|

which is a relaxation of the original problem minβ∈[0,1]n Θn(β) as we are not
considering the constraints yk ≤ yk+1 for k = 0, ..., n.

Now let us make a second change of variables: ωk+1 = yk+1 − 2yk + yk−1

for k = 1, ..., n and w1 = y1. This is a linear transformation that can be

easily reverted as yk =
∑k

i=1(k− i+ 1)ωi for k = 1, ..., n+ 1. Consequently,

1− yn = yn+1 − yn =

n+1∑
k=0

(n− k + 2)ωk −
n∑
k=1

(n− k + 1)ωk =
n+1∑
k=1

ωk.

Moreover, from the relation yn+1 = 1 we can compute ω1 as

ω1 = 1
n+1

(
1−

∑n+1
k=2(n− k + 2)ωk

)
.

This change of variables transforms the objective function of (Py) into

2
n+1 +

∑n+1
k=2

[(
1− 2n−k+2

n+1

)
ωk + |ωk|

]
. (25)

The coefficients 1−2n−k+2
n+1 belong to (−1, 1) for all k = 2, ..., n+1. Hence the

terms in the sum (25) are always non-negative and this expression attains
its minimum with ωk = 0 for k = 2, ..., n + 1. Consequently ω1 = 1

n+1

and the solution to (Py) is yk = k
n+1 for k = 1, ..., n + 1 which yield the

coefficients β∗k = k
k+1 . This solution satisfies the constraint yk ≤ yk+1 so
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that the optimal value of the relaxation (Py) coincides with Θ(β∗) and β∗

is optimal for Θ(·). �

As a direct consequence of Theorem 4.4 and Proposition 4.5, we derive
the following optimal Halpern iteration for linear maps.

Theorem 4.6. The optimal Halpern iteration for linear maps is obtained
by choosing the stepsizes βn = n

n+1 , which attains the tight bound

‖xn − Txn‖ ≤ 2‖x0−x∗‖
n+1 , ∀n ≥ 1. (26)

With this choice the iterates are given by

xn = 1
n+1x

0 + n
n+1Tx

n−1 = 1
n+1

∑n
k=0 T

kx0.

A remarkable and unexpected fact is that the optimal coefficients βn =
n
n+1 and the bound (26) coincide exactly with the coefficients and bound for

general non-expansive maps in Hilbert spaces obtained in Lieder [26]. Here
the space X is not required to be Hilbert, but the map T is assumed linear.
Moreover, as illustrated by the next example, the bound (26) remains tight
in Hilbert spaces.

Example. Consider the map T (which depends on n) given by the rotation
in (R2, ‖·‖2) with angle θn = π

n+1 . This is clearly a linear map with a unique
fixed point at the origin, and for all k ≥ 0 we have

T kx0 =

[
cos kθn − sin kθn
sin kθn cos kθn

]
x0.

Halpern’s iteration with βk = k
k+1 started from x0 =

(
1
0

)
satisfies

xn =
1

n+1

n∑
k=0

(
cos kθn
sin kθn

)
and a straightforward telescoping yields

‖xn − Txn‖2 =

∥∥∥∥∥ 1

n+1

n∑
k=0

((
cos kθn
sin kθn

)
−
(

cos(k+1)θn
sin(k+1)θn

))∥∥∥∥∥
2

=
2

n+ 1
.

Appendices

A. Tightness of optimal transport bounds

In this section we present the proof of Theorem 2.1, establishing the
tightness of the optimal transport bounds in general Mann iterations, and
therefore the equality Ψn(π) = Rn(π).
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Proof of Theorem 2.1. Let zmn and umn be optimal solutions for (Pm,n) and
(Dm,n). Setting umni = min

0≤k≤n
umnk +dk−1,i−1 for i > n, and using the triangle

inequality, we get

|umni − umnj | ≤ di−1,j−1 for all i, j ∈ N. (27)

In particular all the umni ’s are within a distance at most 1 and, since the
objective function in (Dm,n) is invariant by translation, we may further
assume that umni ∈ [0, 1] for all i ∈ N.

Let I be the set of all pair of integers (m,n) with −1 ≤ m ≤ n, and
consider the unit cube C = [0, 1]I in the space (`∞(I), ‖ · ‖∞). For every
integer k ∈ N define yk ∈ C as

∀(m,n) ∈ I ykm,n =

{
dk−1,n if −1 = m ≤ n
umnk if 0 ≤ m ≤ n (28)

and a corresponding sequence xk ∈ C given by

xk =
∑k

i=0 π
k
i y

i. (29)

We claim that ‖ym+1− yn+1‖∞ ≤ dm,n = ‖xm− xn‖∞ for all 0 ≤ m ≤ n.
Indeed, using the triangle inequality and (27) we get{

|ym+1
−1,n′ − y

n+1
−1,n′ | = |dm,n′ − dn,n′ | ≤ dm,n if −1 = m′ ≤ n′

|ym+1
m′,n′ − y

n+1
m′,n′ | = |u

m′n′
m+1− um

′n′
n+1 | ≤ dm,n if 0 ≤ m′ ≤ n′

which together imply

‖ym+1− yn+1‖∞ ≤ dm,n. (30)

Also, selecting an optimal transport zmn for (Pm,n) we have

xm − xn =
∑m

i=0 π
m
i y

i −
∑n

j=0 π
n
j y

j

=
∑m

i=0

∑n
j=0 z

mn
i,j (yi − yj) (31)

so that the triangle inequality and (30) yield

‖xm− xn‖∞ ≤
∑m

i=0

∑n
j=0 z

mn
i,j di−1,j−1 = dm,n. (32)

On the other hand, considering the (m,n)-coordinate in (31), the comple-
mentary slackness (9) gives (recall that we are in the case 0 ≤ m ≤ n)

|xmm,n − xnm,n| = |
∑m

i=0

∑n
j=0 z

mn
i,j (yim,n − y

j
m,n)|

= |
∑m

i=0

∑n
j=0 z

mn
i,j (umni − umnj )|

=
∑m

i=0

∑n
j=0 z

mn
i,j di−1,j−1 = dm,n

which combined with (32) yields ‖xm − xn‖∞ = dm,n as claimed.

Define T : S → C on the set S = {xk : k ∈ N} ⊆ C by Txk = yk+1,
so that T is non-expansive. Since `∞(I) as well as the unit cube C are
hyperconvex, then by Theorem 4 in Aronszajn & Panitchpakdi [1], T can
be extended to a non-expansive map T : C → C and then (29) is precisely
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a Mann sequence which attains all the bounds ‖xm − xn‖∞ = dm,n with
equality.

It remains to prove that ‖xn − Txn‖∞ = Rn. The upper bound follows
again using the triangle inequality and (30) since

‖xn − Txn‖∞ = ‖
∑n

i=0 π
n
i (yi − yn+1)‖∞ ≤

∑n
i=0 π

n
i di−1,n = Rn.

For the reverse inequality, we look at the coordinate (−1, n) so that

‖xn − Txn‖∞ = ‖
∑n

i=0 π
n
i y

i − yn+1‖∞
≥ |

∑n
i=0 π

n
i y

i
−1,n − y

n+1
−1,n|

= |
∑n

i=0 π
n
i di−1,n − dn,n| = Rn

which completes the proof. �

Remark 6. As in Bravo et al. [9] we observe that the map T must have a
fixed point in C, and also that it can be extended to the full space `∞(I).

B. Lower bound for Krasnosel’skĭı-Mann iterations.

In this Appendix we prove Proposition 3.2 by showing a non-expansive
linear operator T for which the Krasnosel’skĭı-Mann sequence xn+1 = (1 −
αn)xn +αnTx

n satisfies ‖xn−Txn‖ ≥ 1√
n+1

, independently of the stepsizes

{αn}n≥0.

Proof of Proposition 3.2. Let T be the right-shift operator (14) considered
as a map acting on (`1(N), ‖ · ‖1). Fix an arbitrary sequence of stepsizes αn
and consider the corresponding Krasnosel’skĭı-Mann sequence started from
x0 = (1, 0, 0, ...). It is easy to check inductively that the resulting (km)
iterates are given by xn = (pn0 , p

n
1 , ...., p

n
n, 0, 0, ....), where pnk = P(Sn = k)

is the distribution of a sum Sn = X1 + · · · + Xn of independent Bernoullis
with P(Xi = 1) = αi.

A well-known result by Darroch [14] establishes that the distribution of
Sn is bell-shaped, from which it follows that

‖xn − Txn‖1 = 2 max
0≤k≤n

pnk

the maximum being attained either at k = bµc or k = dµe (or both) where
µ = α1 + . . . + αn. Moreover, taking Bn(ᾱ) ∼ Binomial(n, ᾱ) with ᾱ =
1
n

∑n
i=1 αi, a result from Hoeffding [19] shows that for 0 ≤ b ≤ nᾱ ≤ c ≤ n

we have (see also Xu & Balakrishnan [37])

P(b ≤ Sn ≤ c) ≥ P(b ≤ Bn(ᾱ) ≤ c).
Taking b = bnᾱc and c = dnᾱe it follows that

2 max
0≤k≤n

pnk ≥ pnbnᾱc + pndnᾱe

= P(bnᾱc ≤ Sn ≤ dnᾱe)
≥ P(bnᾱc ≤ Bn(ᾱ) ≤ dnᾱe).
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Figure 6. The function fn for n = 5 and n = 6.

Let us define fn : [0, 1]→ [0, 1] by fn(x) = P(bnxc ≤ Bn(x) ≤ dnxe). We
want to compute the minimum value of fn. Firstly, we observe that fn is
symmetric with respect to x = 1

2 , i.e. fn(x) = fn(1− x). Secondly, we note

that fn is discontinuous at the points of the form k
n for k = 1, ..., n − 1. In

fact, one can check that fn( kn) > fn(( kn)−) ≥ fn(( kn)+) for all k = 1, ..., bn2 c,
and symmetrically fn( kn) > fn(( kn)+) ≥ fn(( kn)−) for all k = dn2 e, ..., n − 1.

On each open interval ] kn ,
k+1
n [ the function fn is differentiable and concave

(see Figure 6) and its infimum is attained asymptotically by approaching
the extreme of the interval which is closest to 1

2 , namely

x∗k,n =


k+1
n if k+1

n ≤
1
2 ,

k
n if k

n ≥
1
2 ,

both if k
n <

1
2 <

k+1
n .

After some straightforward computations, one can conclude that the infi-
mum of fn over the full interval [0, 1] occurs when x tends to 1

nb
n
2 c from the

right and/or when x tends to 1
nd

n
2 e from the left (see Figure 6).

In particular, when n = 2m is even, the infimum is obtained when ap-
proaching x = 1

2 either from the right or the left, with inf f2m = 2m+1
m+1

1
4m

(
2m
m

)
.

We observe that 1
m+1

(
2m
m

)
is a Catalan number, so that using the bound in

Dutton & Brigham [17] we get

‖xn − Txn‖1 ≥ inf fn ≥ 2m+1
m+1

√
4m−1

4m
1√
πm
≥ 1√

n
.

If n = 2m + 1 is odd, then inf f2m+1 =
(

2m+1
m

) (m(m+1)
(2m+1)2

)m
. Using this

expression along with the expression for the even case, it is easy to check
that inf f2m+1 ≥ inf f2m+2, and therefore we conclude

‖xn − Txn‖1 ≥ inf fn ≥ inf fn+1 ≥ 1√
n+1

completing the proof. �
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