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Abstract

Ising models are a simple generative approach to describing interacting binary
variables. They have proven useful in a number of biological settings because
they enable one to represent observed many-body correlations as the separable
consequence of many direct, pairwise statistical interactions. The inference of
Ising models from data can be computationally very challenging and often one
must be satisfied with numerical approximations or limited precision. In this paper
we present a novel method for the determination of Ising parameters from data,
called GNisi, which uses a Graph Neural network trained on known Ising models
in order to construct the parameters for unseen data. We show that GNisi is more
accurate than the existing state of the art software, and we illustrate our method by
applying GNisi to gene expression data.

1 Introduction

The ability to infer graphical models which effectively model interactions in a dataset is a powerful
numerical tool across many scientific disciplines. The Ising model, as it is known in the language
of statistical physics, is a particularly well-known approach which can be used to understand the
underlying correlations in any form of binary data (“spins”) via pairwise and single-site interactions.
Inferring the parameters of an Ising model from data, however, is computationally demanding and
often intractable, as it is an inverse problem that typically relies on sampling from the Boltzmann
distribution the Ising parameters imply.

Existing techniques to solve the inverse Ising model approximately include mean-field inference [Kap-
pen and Rodríguez, 1998, Lee and Daniels, 2019], pseudo-likelihood [Aurell and Ekeberg, 2012,
Ravikumar et al., 2010], and perturbative expansion methods [Nguyen and Berg, 2012] which can
capture the general form of the graph. More accurate methods include Monte Carlo simulation [Sutto
et al., 2015, Mann et al., 2014, Ackley et al., 1985] and the adaptive cluster expansion method [Barton
et al., 2016], which, while more accurate may be slow to converge or numerically unstable.

Given the utility of inverse Ising models for deriving direct interactions from observed covariations in
large numbers of variables, it is natural that there are have been many successful applications in the
biological domain. Such approaches have been used for determining protein structure [Obermayer and
Levine, 2014, Marks et al., 2011, Qin and Colwell, 2018, Shakhnovich and Gutin, 1993], viral fitness
in HIV [Mann et al., 2014, Barton et al., 2015], correlated states in neural populations [Schneidman

Preprint. Under review.

ar
X

iv
:2

10
9.

04
25

7v
1 

 [
cs

.L
G

] 
 9

 S
ep

 2
02

1



et al., 2006], correlations in nucleotide sequences [Poon et al., 2007, 2008] as well as modelling a
statistical description of gene expression levels [Lezon et al., 2006].

Graph networks are a deep learning architecture designed to learn from graph-structured data. They
were originally proposed in [Gori et al., 2005, Scarselli et al., 2008] (see e.g., [Battaglia et al., 2018,
Hamilton, Wu et al., 2020] for an overview). The application of graph networks to predict the
behavior of complex physical systems has succeeded in a wide range of settings [Sanchez-Gonzalez
et al., 2020, Pfaff et al., 2021], including the modelling of spin-glass [Bapst et al., 2020]. In this
paper we present a novel method for solving inverse Ising problems using graph networks, which
we denote GNisi, which alleviates the slow convergence or inaccuracy of previous methods. In our
model, the graph network is trained on known Ising models, generated using Monte Carlo methods,
and then the trained network is used to determine the Ising parameters for unseen binary data.

We will firstly compare our method to existing methods for solving inverse Ising problems on a
generated dataset against which we can compare to ground truth. We then apply our method to
genomic data from the Cancer Cell Line Encyclopaedia project (CCLE) [Ghandi et al., 2019, Li et al.,
2019, Barretina et al., 2012, Stransky et al., 2015] under CC BY 4.0 licence 1, in order to model the
covariation of gene expression from the anonymized [DepMap, 2020] dataset, for two subsets of
genes that are known to be highly correlated.

2 Theoretical outline

2.1 The Ising model

For a dataset of bits, x = [x1, . . . , xn], the Ising model for that data is given by the probability
distribution

p(x) =
1

Z
exp

−∑
i

hixi −
∑
i<j

uijxixj

 , (1)

where the partition function is the normalisation such that probabilities sum to identity

Z =
∑
i

expβHi , (2)

where β is the inverse temperature, and the Hamiltonian is defined as

H = −
∑
i

hixi −
∑
i<j

uijxixj . (3)

One can show the probability distribution, Eq. (1) maximizes the Shannon entropy

S = −
∑
x

p(x) log p(x) , (4)

under the constraint that the first and second moments of x are appropriately defined. In particular,
we require the sample means and covariances to match the connected first and second moments

〈xi〉 =
∑
x

p(x)xi (5)

〈xixj〉 − 〈xi〉〈xj〉 =
∑
x

p(x)xixj . (6)

The problem is then to find the parameters uij , hi, such that the first and second moments match the
mean values of xi and xixj observed in the data. A much simpler task is to compute the pairwise term,
uij by inverting the covariance matrix of the dataset, cov−1(xi, xj), if it is invertible for the system.
One may show analytically that, in the limit of high temperature, the two matrices are equivalent,
however, there are many situations in which the data distribution will not be well-described by such a
Gaussian form.

1https://creativecommons.org/licenses/by/4.0/legalcode
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2.2 Graph neural networks

Let a graph be defined as G = (V, E) where V = {1, . . . , N} is the set of nodes and E ⊆ V × V is
the set of edges connecting nodes in V . We denote Ni as the set of neighbours of node i. Using as
similar notation as in [Battaglia et al., 2018], we let vi ∈ Rnv represent the attributes of node i for
all i ∈ V and eij ∈ Rne represent the attributes of edge (i, j) for all (i, j) ∈ E . We illustrate the
architecture in Fig. 1. Then, a graph network can be characterized in terms of edge and node updates
as

e+
ij = φe

(
eij ,vi,vj

)
, ∀(i, j) ∈ E (7a)

v+
i = φv

(
ρe→v

(
{e+
ij}j∈Ni

)
,vi
)
, ∀i ∈ V (7b)

where φe : Rne+2nv → Rne , φv : Rne+nv → Rnv , are the update functions to be learned and ρe→v
is an aggregation function reducing a set of elements to a single one via some input’s permutation
equivariant transformation. In the particular case of Ising models, we are working with undirected
graphs. If, as we do here, one wishes to infer the existence of the edges (i.e. determine whether two
bits are correlated), then we must start with a fully-connected graph, where Ni = V \ {i}∀i.

eij

vi

vj

(a) Edge update

vi

(b) Node update

Figure 1: Illustration of graph network updates. In red the object being updated, and in blue the
quantities used to perform the update.

3 Methods

3.1 Metropolis Monte Carlo simulations

In this paper we aim to learn the Ising model parameters, hi, uij of an unseen system by training a
graph network on a wide range of known Ising models. To generate the Ising models, we use the
Metropolis Monte Carlo algorithm [Metropolis et al., 1953], which calculates valid bit-strings for
an Ising model using single-spin flip dynamics. In each Monte Carlo iteration of the algorithm, a
single spin is selected at random and the change in the energy of the system, ∆E is calculated as the
difference between the Hamiltonian (3) for the two systems. If ∆E ≤ 0, the change is favourable and
the spin is flipped. Otherwise, the spin is flipped only if e−β∆E > x, where x is a random number in
the range [0, 1]. This process is repeated for every site in the lattice, until the model has converged
and the energy can no longer decrease.

In Fig. 2 we show representative training runs for 2 Ising models at low and high temperatures. We
observe that the energy of the high temperature model (left) does not converge, as one would expect,
whereas the low temperature system (right) converges rapidly.

In order to allow the network to learn a wide range of Ising models, we generate the training data
for a wide range of temperatures, lattice sizes and sparsities. The Monte Carlo data is converted to
fully-connected graphs for the purposes of training; the initial node features of each graph are the
states of the spins (0, 1), whilst the edge attributes are the value of the coupling determined from the
Ising model parameters.

3.2 Training procedure

For each Ising model we present the network with 1000 samples of converged spins generated using
the Metropolis Monte Carlo algorithm, split between 800 samples in training and 200 validation. We
minimize the L2 loss between the predicted and true Ising parameters and we use early-stopping,
selecting the model with the highest accuracy on the validation set. The test set consists of entirely
unseen models, each with 1000 samples.
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Figure 2: Convergence of the energy for Ising models at high (left) and low (right) temperatures.

The full graph network is composed of 6 graph layers, with the node and edge encoding each
composed of 1 hidden layer with dimensionality [123,119,28,126,126,126]. The ReLU activation
function is used and we use the Adam optimizer [Kingma and Ba, 2014] with a fixed learning rate
of 1e−3. The number of nodes in the hidden layers as well as number of graph layers, the learning
rate and optimizer are determined by optimising the validation loss of the models with β = 1 and
50% sparsity using the Optuna [Akiba et al., 2019] framework. Within each graph layer, each node is
updated based on its previous embedding and the sum of the incoming edges, whilst the edges are
updated based on their previous embeddings and the embeddings of the connected nodes.

4 Experimental results

In this section we will show the results of the GNisi framework on two separate datasets. Firstly,
we will discuss how GNisi performs on a test set composed of unseen Ising models with differing
physical properties where ground truth is known. We will additionally compare with existing codes
which solve the inverse Ising task using adaptive cluster expansion [Barton et al., 2016, Lee and
Daniels, 2019], which are the current state of the art in solving this class of problems. Secondly we
apply GNisi to data from the Cancer Cell Line Encyclopaedia project (CCLE) [Ghandi et al., 2019,
Li et al., 2019, Barretina et al., 2012, Stransky et al., 2015], which consists of 1376 cell lines, in order
to model the covariation of expression of a set of highly correlated genes.

4.1 Results on unseen Ising models

Quantifying how well we are able to generate an accurate Ising model for a set of bit-strings can be
done in several ways. Matching the ground truth matrix matrix-element by matrix-element can of
course only be assessed when one has ground truth to compare with, which is not the case in general.
As discussed in Sec. 2.1, in the maximum entropy approach, the aim is to match the first and second
moments of x such that the Shannon entropy of the system is maximized. Here we will aim to show
that with GNisi we are able to additionally match the sampled third order moments of x

〈xixjxk〉 =
∑
x

p(x)xixjxk , (8)

which provides us with much higher level of precision of how closely the generated Ising model
matches the ground truth data. Furthermore, we will show that we are able to closely match the
underlying Boltzmann distribution of the data, Eq. (15). We note that, in order to prevent any
additional overfitting on the test set, the bit-string samples used to construct the Ising model, which
are generated from the Metropolis Monte Carlo algorithm, are not used in quantifying the goodness of
fit. In other words, we generate a distinct set of bit-string samples when constructing the Boltzmann
distributions.

We compare our results for a representative model from the test set, namely an Ising model of size
50, at a low temperature and 25% sparsity in the matrix elements. We can compare the Ising model
obtained by GNisi with the ones obtained with the two current open source packages for solving
inverse Ising models; ACE v.1 [Barton et al., 2016] and coniii v.2.3.0 [Lee and Daniels, 2019], both
released under MIT licence. In order to provide a fair comparison, we run the packages using default
settings when possible, in order to prevent fine-tuning the results on a model-by-model basis as

4



there is no equivalent to fine-tuning in GNisi. Fine-tuning of the two codes does not, at least for
the data we present here, improve the results at the cost of vastly increased runtime. As the coniii
package contains differing sampling methods for solving the inverse Ising method, we choose a
distinct method from ACE, the Monte Carlo histogram method [Broderick et al., 2007].

In Fig. 9 we show reconstructed Ising models for the system using the differing methods, along with
the ground truth matrix in panel (b). The differences in the matrices in Fig. 9 are hard to quantify
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Figure 3: Reconstructed Ising models for a system of size 50 with β = 10 and 25% sparsity in the
matrix elements.

by eye, however one can clearly tell ACE and coniii do not capture the correct overall behaviour of
the system. Indeed, the mean squared error between the ground truth and the different predictions
quantifies this as shown in Table 6, showing that GNisi is better than the other methods at estimating
the collective behavior of the system. This is an advantage of our methodology as we do not rely on
matching means and covariances; by directly using the data, we retain much more information about
the system than can be contained in the covariance matrix over the samples.

Table 1: MSE and Pearson correlation coefficient between the Ising parameters computed using the
different methods and ground truth.

Method MSE r

GNisi 15.38 0.04
ACE 101.53 -0.02
coniii 179.60 0.02

It is useful to compute the Pearson correlation coefficient r between the ground truth and reconstructed
matrices which we show in Table 6 and suggests that GNisi is not getting the individual matrix-
elements correct. In Fig. 10 we plot a scatter plot for the ground truth and predicted Boltzmann
probability distributions, Eq. (1), for a sample of possible bit-strings, distinct from the bit-strings
used to generate the Ising model for each method, as in general, we can evaluate the Boltzmann
distribution for any possible bit-string. This can be quantified by computing the partition function,
Eq. (15) as well as the Pearson correlation coefficient, which we present in Table 7. We observe
that GNisi far outperforms the other methods and captures well the overall distribution. We can
conclude that, despite the fact that GNisi does not reproduce individual matrix-elements, it matches
the Boltzmann distribution of the ground truth very well. Therefore, it does produce a valid Ising
model for the data it is given and we see that GNisi produces the most accurate Ising model compared
to the other methods.
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Table 2: Partition functions and correlation coefficients computed for an Ising model with differing
methods.

Method log(Z) r

Ground truth 55.37 −
GNisi 52.39 0.44
ACE 70.52 −0.35
coniii 271.41 −0.07
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Figure 4: Scatter plots of probability distributions, Eq. (1) computed using the different methods for
a sample of possible bit-strings.

A final point of comparison is comparing the first, second and third connected moments, mn, of x
(Eqs. (5), (6) and (8) respectively) and comparing to ground truth. ACE and coniii are constructed
such that they produce an Ising model which matches the first and second moments, however GNisi
does not have this requirement imposed in the architecture, and it is therefore a non-trivial check of
our methodology that we can do so. In addition, we consider the third moment of x as a method
to more powerfully compare our methodology with the ground truth. For the second moments, for
an n-dimensional lattice, there are

(
n
2

)
possible combinations, which is not prohibitive to compute

for our system. At third order, however, we have to consider
(
n
3

)
, and we instead will consider

only a sample of the full distribution. In Table 8 we show the mean squared error between the
moments computed using the ground truth, and with the various methods. In all cases we show the
nth connected moment with either all bit-strings being 1 (mn(1)), or 0 (mn(0)). Unsurprisingly, both
ACE and coniii match the moments very well, as they construct Ising models under the condition
that the maximum entropy condition is met. It is therefore impressive that GNisi, which does not
attempt to match moments, also matches the ground truth to very high precision. We show in the
Supplementary Material the results obtained using a random matrix with the same size couplings as
GNisi, to explicitly show that GNisi is correctly learning features of the Ising model. Interestingly,
ACE and coniii match extremely well (to the precision shown here), suggesting the maximum entropy
approach strongly constrains higher order moments.

In order to explain the behavior we observe, namely that all the methods used in this paper can match
the moments of the data distribution well but, to a greater or lesser extent, not match the individual
parameters of the ground truth Ising model, we note that we have a sloppy model [Brown and Sethna,
2003, Brown et al., 2004]. A sloppy model is one which is poorly constrained as there exist a very
large number of parameter choices which can match the data distribution well. As we need to match
n2 parameters for an Ising model of size n, this behaviour can be expected to worsen as we increase
the size of the system. It is therefore not surprising that the 3 different methods match the moments of
the ground truth matrix with 3 distinct predictions for the Ising model. It is for this reason we argue
that the ability to correctly reconstruct the Boltzmann distribution is the fundamental test for whether
a generated model is accurate; in Fig. 10 we observe that the predictions from GNisi correlates with
the ground truth bit-string by bit-string, which strongly suggests that GNisi has correctly learned
underlying features about the Ising model.
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Table 3: Mean squared error between the nth moment computed using ground truth and the differing
methods.

MSE

Moment GNisi ACE coniii

m1(1) 0.03 0.11 0.11
m2(1) 1.60 · 10−5 3.27 · 10−7 3.27 · 10−7

m2(0) 1.60 · 10−5 3.27 · 10−7 3.27 · 10−7

m3(0) 6.33 · 10−5 6.83 · 10−7 6.83 · 10−7

m3(1) 0.0 0.0 0.0

4.2 Results on the CCLE dataset

In this section we apply the pre-trained GNisi model to two distinct datasets of genes from the CCLE
dataset, each of which are known to be highly mutually correlated in order to provide an estimate
of the ground truth. We binarize the continuous data by identifying the q-level quantile, and setting
the gene expression to 0 below the q-th quantile, and 1 above it. In order to prevent the binarized
data from being highly skewed, we set q = 0.25 throughout. As above, where we compare GNisi
and ACE against ground truth, we will show results run using ACE default settings. Due to the poor
quality of the results with coniii on the synthetic data, we will not include a comparison with the
package here.

4.2.1 Highly correlated genes

In Fig. 5 we show reconstructed Ising models for the first system using the two differing methods. We
can see that both GNisi and ACE correctly produce a highly correlated matrix, however the couplings
produced by ACE are an order of magnitude larger than those produced by GNisi.
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Figure 5: Reconstructed Ising models for a group of genes from the CCLE dataset known to be highly
mutually correlated.

We argued in the previous section that the fundamental test to determine the accuracy of our recon-
structed Ising model is to compare the Boltzmann distribution constructed from the Ising model
against the data. Unlike in Sec. 4.1, where we compare samples of the partition function against
ground truth in Fig. 10, in this example (and all real-world applications) we do not know the true
Ising model which describes the data. In Fig. 6 we show a sample of the log Boltzmann probability
distributions computed using the observed data samples and the reconstructed Ising models from
GNisi and ACE. As there are N = 1376 samples in the observed dataset, we sample N possible
bit-strings from the total number of combinations and compute the probability of each permutation,
given the underlying Ising model for GNisi and ACE. It is clear that, while GNisi does not perfectly
match the observed distribution, as the distribution has a smaller tail, it matches very closely. On the
other hand, ACE is strongly peaked at − log(p) ∼ 7, which is correct, but has no other features.

We now turn to the first, second and third moments predicted by the different models. In Table 4 we
show mean squared error between the sampled moments and the observed moments from the data
distribution. We see that on the whole, both methods agree well with the data, with GNisi having a
larger errors for most moments. Interestingly, for this subset of genes, we find that ACE outperforms
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Table 4: Mean squared error between the nth moment computed using ground truth and ACE for the
CCLE data.

MSE

Moment GNisi ACE

m1(1) 0.36 0.43
m2(1) 4.15 · 10−4 1.58 · 10−6

m2(0) 4.17 · 10−4 1.71 · 10−6

m3(1) 3.29 · 10−4 3.29 · 10−6

m3(0) 1.87 9.13 · 10−4

GNisi with respect to matching moments as shown in Table 4. It should be noted, however, that
matching the low-order moments of the training data does not necessarily capture the data distribution
better by all measures, and there was no ground truth of a known underlying Ising model to compare
to in this case of real experimental data. Indeed, in this case it is clear that GNisi produces the more
accurate Ising model when judged by how close the predicted log Boltzmann probability distribution
is to the observed distribution.
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Figure 6: Log Boltzmann probability distribution for the different methods using CCLE data.

4.2.2 Genes with known mutual relation to each other and to BRCA1

Finally, we turn to the second distinct set of genes. As before, some biological ground truth is known
about the 21 genes in this dataset; here we pick the subset of genes with known functional relation to
BRCA1 and to each other. In Fig. 7 we show the reconstructed Ising models using GNisi and ACE;
as before we see that both methods find a high level of mutual correlation in the matrix, however
GNisi finds much stronger couplings than ACE.

To again determine the accuracy of the reconstructions, we plot the observed and sampled log
Boltzmann probability distributions in Fig. 8. As with the previous dataset, GNisi matches the log
Boltzmann probability distribution for the data better than ACE, although ACE performs much better
with this dataset than the previous one. We again see that GNisi matches the shape of the distribution
somewhat better than ACE. We show the MSE between moments for this dataset in Table 5; again
both GNisi and ACE perform well, with ACE somewhat worse than GNisi in this case.

5 Conclusion

In this paper we have presented a novel method for solving the inverse Ising problem. Inverse
Ising methods have been successfully applied to a wide range of biological systems, however the
computational difficulty of solving the inverse problem often prevents their use, or necessitates the
use of approximate methods such as Gaussian approximations or pseudo-likelihood methods. With
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Figure 7: Reconstructed Ising models for a group of genes from the CCLE dataset known to be highly
mutually correlated with BRCA1.
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Figure 8: Log Boltzmann probability distribution for the different methods using CCLE data for
genes known to be highly mutually correlated with BRCA1.

GNisi, we have presented a fast, accurate and easy-to-use method for solving inverse Ising models
using graph neural networks.

We have presented results where we apply GNisi to both synthetic and real data, and compared our
results with the current state-of-the-art codes. We find that across the board, GNisi outperforms other
methods. Additionally, GNisi requires no fine-tuning; once the data has been collected, it is sufficient
to provide it to the trained model and an Ising model that accurately describes the data is rapidly
produced. It is important to note that the results presented here for GNisi are with 1000 Monte Carlo
samples per model; we expect that results will improve upon the generation of more data.

It should be noted that the choice of what random distribution of Ising couplings to sample in the
Monte Carlo simulation data used to train GNisi should affect the kinds of Ising models it is capable

Table 5: Mean squared error between the nth moment computed using ground truth and ACE for the
CCLE data for genes known to be highly mutually correlated with BRCA1.

MSE

Moment GNisi ACE

m1(1) 0.43 0.27
m2(1) 7.51 · 10−5 5.16 · 10−4

m2(0) 7.55 · 10−5 5.18 · 10−4

m3(1) 2.50 · 10−4 2.50 · 10−4

m3(0) 2.89 · 10−5 0.027
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of reconstructing: in an instance where the best Ising model of the data would be a highly rare event
in the space of models considered in the training data, GNisi might be expected to fail at constructing
a useful model, whether for protein structure or neuronal firing.

References
David H. Ackley, Geoffrey E. Hinton, and Terrence J. Sejnowski. A learning algorithm for boltzmann

machines. Cognitive Science, 9(1):147–169, 1985.

Takuya Akiba, Shotaro Sano, Toshihiko Yanase, Takeru Ohta, and Masanori Koyama. Optuna:
A next-generation hyperparameter optimization framework. In Proceedings of the 25rd ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining, 2019.

Erik Aurell and Magnus Ekeberg. Inverse ising inference using all the data. Phys. Rev. Lett., 108:
090201, Mar 2012.
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A Comparison between GNisi and ACE for a high temperature system

In the main paper we compared our results for a representative model from the test set at low
temperature. Here we will present the same results, performing the same comparisons, for an Ising
model from the test set at a temperature one of order magnitude higher, namely an Ising model of
size 50 with 75% sparsity in the matrix elements for β = 1. As before, we run the ACE and coniii
packages using default settings, in order to prevent fine-tuning the results on a model-by-model basis.
The MSE between the ground truth and differing methods is shown in Table 6.

In Fig. 9 we show reconstructed Ising models for the system using the differing methods, along with
the ground truth matrix in panel (b).
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Figure 9: Reconstructed Ising models for a system of size 50 with β = 1 and 75% sparsity in the
matrix elements.

In Fig. 10 we plot the scatter of predicted versus ground truth probability distributions, for a sample
of possible bit-strings, which are again distinct from the bit-strings used to generate the Ising model
for each method. For this model, ACE and GNisi perform very similarly as can also be observed in
Table 7 where we show also the Pearson correlation coefficient, r.

Finally we will compare first, second and third moments. In Table 8 we show the mean squared error
between the moments computed using the ground truth, and with the various methods. Again, GNisi

12



Table 6: MSE between the Ising parameters computed using the different methods and ground truth.
Method MSE r

GNisi 14.78 0.03
ACE 69.98 0.03
coniii 408.06 0.01

Table 7: Partition functions computed for an Ising model with differing methods
Method log(Z) r

Ground-truth 42.86 −
GNisi 46.48 0.11
ACE 46.73 0.10
coniii 252.78 0.02
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Figure 10: Scatter plots of probability distributions computed using the different methods for a sample
of possible bit-strings.

does very well at matching moments despite it not being a restriction when constructing the Ising
model.

B Accuracy of inverse covariance matrix approximation

In this section we will compare the accuracy of inverting the covariance matrix over samples compared
to ground truth and GNisi. For a larger system of size 50, there are 250 ∼ 1015 equally likely bit-string
combinations at high temperature, which is computationally intractable to compute, and one therefore
will not expect the inverse covariance matrix computed with 1000 samples to be accurate. We will
instead here focus on a much smaller system, of lattice size 5 as the 32 possible combinations of bit
strings enable us to perform a fair comparison between GNisi and the inverse covariance matrix. The
model shown here is at inverse temperature β = 1 with 55% sparsity in the matrix elements.
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Figure 11: Reconstructed Ising models for a system of size 5 with β = 1 and 55% sparsity in the
matrix elements.
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Table 8: Mean squared error between the nth moment computed using ground truth and the differing
methods.

MSE

Moment GNisi ACE coniii

m1(1) 0.07 0.12 0.13
m2(1) 1.32·10−4 2.98 · 10−7 2.98 · 10−7

m2(0) 1.32 · 10−4 2.98 · 10−7 2.98 · 10−7

m3(1) 2.6 · 10−3 1.54 · 10−6 1.54 · 10−6

m3(0) 0.0 0.0 0.0

We can see in Fig. 11 that GNisi matches very well the ground truth, whilst the inverse of the
covariance matrix performs very poorly. This is more explicitly shown in Table 9 where we compare
the Boltzmann distributions computed using the two methods. We see that GNisi performs well
overall, whilst the inverse of the covariance matrix captures nothing about the true distribution.

Table 9: Partition functions computed for an Ising model with GNisi and the inverse of the covariance
matrix.

Method log(Z)

Ground-truth 19.64
GNisi 12.84
inv(covij) 0.00

C Derivation of maximum entropy approach

The maximum entropy approach states that, under the condition the first and second moments of the
samples match the true connected moments, the Ising model maximises the Shannon entropy of the
system. In this section we will derive this result.

Our constraints, in the maximum entropy approximation, are

〈xi〉 =
∑
x

p(x)xi (9)

〈xixj〉 =
∑
x

p(x)xixj (10)

1 =
∑
x

p(x) . (11)

The constrained optimisation problem can be formulated as extremising the Lagrangian of the system,
L. We therefore have

L = −
∑
x

p(x) log p(x)− χ
∑
x

p(x)− 1−
∑
i

(
αi

(∑
x

p(x)xi

)
− 〈xi〉

)
−
∑
i,j

(
γij
∑
x

p(x)xixj − 〈xixj〉

)
.

So
∂L
∂p(x)

= 0 = − log p(x)− 1− χ−
∑
i

αixi −
∑
i,j

γijxixj , (12)

and

log p(x) = −1− χ− α.x− x.γ.x , (13)

p(x) = Ae−α.x−x.γ.x , (14)

which is the Ising model where we identify α as the external field and γ as the pairwise terms
respectively.
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D Derivation of inverse covariance matrix approximation

In this appendix we derive the approximation where the inverse of the covariance matrix over nodes is
approximately equal to the pairwise coupling term. We derive the approximation using field theoretic
methods.

The partition function for a discrete number of bit-strings is given by the usual

Z =

n∑
i=1

e−βHi(xi) . (15)

In the infinite temperature limit, all possible 2n combination of spins are equally possible. We can
therefore take i→∞ and then

Z =

∫
Dxe−βHi(xi) , (16)

where D signifies we take path integrals.

The constraints on the first and second moments are now given by

〈xi〉 =

∫
Dx p(x)xi (17)

〈xixj〉 =

∫
Dx p(x)xixj , (18)

where
p(x) = Ae−α.x−x.γ.x , (19)

and α and γ are the external field and pairwise terms respectively. Via a change of coordinates
y = x + αξ−1 where ξ = 1

2γ we can write (19) as

p(x) = Be−
1
2y.ξy , (20)

and so (17) becomes

〈xi〉 =

∫
DyBe− 1

2y.ξ.y(yi −
∑
j

αjξ
−1
ij ) (21)

= −
∫
DyBe− 1

2y.ξ.y
∑
j

αjξ
−1
ij (22)

= −Bαξ−1 (2π)N/2√
detξ

∑
j

αjξ
−1
ij , (23)

using the fact that ∫
DyBe− 1

2y.ξ.yy = 0 , (24)

and properties of multi-dimensional Gaussians of size N , as we assume in this approximation our
data is Gaussian. We therefore have

〈xi〉 = −C
∑
j

αjξ
−1
ij . (25)

Eq. (18) is then

〈xixj〉 =

∫
DyBe− 1

2y.ξy(yi −
∑
k

αkξ
−1
ik )(yi −

∑
l

αlξ
−1
il ) (26)

=

∫
DyBe− 1

2y.ξy(yiyj −
∑
l

yiαlξ
−1
jl −

∑
k

yjαkξ
−1
ik +

∑
k,l

αlαkξ
−1
ik ξ

−1
jl ) (27)

∼
∫
DyBe− 1

2y.ξy(yiyj + yi〈xj〉+ yj〈xi〉+ 〈xi〉〈xj〉) , (28)
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using Eq. (25). Again using the properties of multi-dimensional Gaussians, we find

〈xixj〉 = D〈xi〉〈xj〉+

∫
DyBe− 1

2y.ξyyiyj . (29)

The remaining integral is a 2-point correlation function which we can solve analytically. The partition
function Eq. (16) is, dropping all constant factors,

Z =

∫
Dye− 1

2y.ξ.y+α.y (30)

=

∫
Dxe(x+ξ−1α). 12 ξ(x+ξ−1α)+α.x+αξ−1α (31)

∼
∫
Dxe− 1

2xξx+ 1
2αξ

−1α (32)

= e
1
2αξ

−1α

∫
Dxe− 1

2xξx (33)

= e
1
2αξ

−1α (2π)N/2√
detξ

. (34)

Now, using the definition of functional derivatives from statistical mechanics

1

Z[0]

δ2Z[α]

δα(xi)δα(xj)

∣∣∣∣
α=0

:=
1

Z[0]

∫
Dϕϕ(xi)ϕ(xj)e

−S[ϕ] , (35)

where S[ϕ], the action, can be identified with H and so

1

Z[0]

δ2Z[α]

δα(xi)δα(xj)

∣∣∣∣
α=0

=
1

Z[0]

∫
Dϕϕ(xi)ϕ(xj)e

−H , (36)

where the integral above is equivalent to the integral in (29). Bringing it all together we finally have

〈xixj〉 ∼
1

Z[0]

δ2Z[α]

δα(xi)δα(xj)

∣∣∣∣
α=0

+ 〈xi〉〈xj〉 (37)

= (2π)−N/2 [detξ]
1
2 (2π)N/2 [detξ]−

1
2
∂

∂αi

(
αiξ
−1
ij

) ∣∣∣∣
α=0

+ 〈xi〉〈xj〉 (38)

= ξ−1
ij + 〈xi〉〈xj〉 . (39)

Therefore, the covariance matrix can be identified as being proportional to the inverse pairwise term
in the Hamiltonian

Cij := 〈xixj〉 − 〈xi〉〈xj〉 ∼ ξ−1
ij ∼ γ

−1
ij . (40)

E Definition of the 3rd connected moment

In this section we state the equation used to compute the 3rd connected moments in the main text.
We use the coskewness for n-random variables:

m3(i, j, k) =
E[i− E[i]]E[j − E[j]]E[k − E[k]]

σiσjσk
, (41)

where E[i] is the expected value of i and σi its standard deviation.

F Performance of a random Ising model

In the main text, we state that GNisi, for the Ising model against which we have ground truth,
out-performs ACE and coniii. It is reasonable to ask whether a random matrix with parameters of
the same size as GNisi would out-perform it. In Fig. 12, we show the scatter plot for the Boltzmann
probability distribution for a matrix generated at random with the same size couplings as GNisi.
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We observe that the probability distribution is captured very poorly; indeed we find log(Z) = 7.05
compared to the ground truth value of log(Z) = 55.37 with the Pearson coefficient on the Boltzmann
probability distribution of r = −0.20. In Table 10 we show the corresponding MSE between the
moments computed using ground truth and the random matrix, again observing that GNisi is better.
We therefore can conclude that GNisi out-performs a random matrix and is correctly learning the
Ising models.

0 10 20 30 40 50 60 70
log(ptrue)

4

6

8

10

12

14

lo
g(

p p
re

d)

Figure 12: Scatter plot for the Boltzmann probability distribution for a random matrix against ground
truth.

Table 10: Mean squared error between the nth moment computed using ground truth and the random
matrix.

MSE

Moment Random matrix

m1(1) 0.10
m2(1) 3.5 · 10−5

m2(0) 3.5 · 10−5

m3(0) 1.0 · 10−3

m3(1) 0.0
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