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Transferability of Graph Neural Networks: an Extended

Graphon Approach

Sohir Maskey∗ Ron Levie† Gitta Kutyniok∗‡

Abstract

We study spectral graph convolutional neural networks (GCNNs), where filters are defined
as continuous functions of the graph shift operator (GSO) through functional calculus. A
spectral GCNN is not tailored to one specific graph and can be transferred between different
graphs. It is hence important to study the GCNN transferability : the capacity of the network
to have approximately the same repercussion on different graphs that represent the same
phenomenon. Transferability ensures that GCNNs trained on certain graphs generalize if the
graphs in the test set represent the same phenomena as the graphs in the training set.

In this paper, we consider a model of transferability based on graphon analysis. Graphons
are limit objects of graphs, and, in the graph paradigm, two graphs represent the same phe-
nomenon if both approximate the same graphon. Our main contributions can be summarized
as follows: 1) we prove that any fixed GCNN with continuous filters is transferable under
graphs that approximate the same graphon, 2) we prove transferability for graphs that ap-
proximate unbounded graphon shift operators, which are defined in this paper, and, 3) we
obtain non-asymptotic approximation results, proving linear stability of GCNNs. This ex-
tends current state-of-the-art results which show asymptotic transferability for polynomial
filters under graphs that approximate bounded graphons.

1 Introduction

CNNs [22] have shown great performances in a variety of tasks on data defined on Euclidean
domains. In recent years, there has been a growing interest in machine learning on non-Euclidean
data, and especially, data represented by graphs, leading to graph convolutional neural networks
(GCNNs). Typically, GCNNs fall under two categories: spatial and spectral methods. Spatial-
based approaches define graph convolutions by information propagation in the spatial domain.
Spectral-based methods define convolutions in the frequency domain, taking inspiration from
the classical Euclidean convolution theorem as follows. First, a frequency domain is defined for
graphs by generalizing the Fourier transform on them. Then, graph convolutions are defined as
element-wise multiplication in the graph frequency domain. In this paper, we study the functional
calculus approach [9, 20, 25, 3] for filtering, which bridges the gap between the spatial and spectral
methods. Even though the functional calculus GCNNs are defined as spectral methods, they can
be implemented directly in the spatial domain by applying filters on the graph shift operator
(GSO). For a survey on spectral and spatial graph neural networks, we refer to [8] and [35].

In the functional calculus approach, the filters of the GCNN are defined via scalar functions
h : R → R applied on the GSO ∆ via functional calculus, namely, as h(∆) (see Subsection 2.2
for more details). The functions h are parameterized by some trainable parameters. For example,
when h are polynomials or rational functions, the trainable parameters are the coefficients of
h [9, 25]. Any GCNN is defined by its underlying filters h, which are not linked to a specific
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graph. This means that an individual GCNN can be used to process any signal on any graph by
plugging different GSOs ∆, corresponding to different graphs, in the filters h of the GCNN.

In multi-graph settings, the datasets consist of a set of signals defined on different graphs. Since
the test set may consist of different graphs than the training set, the GCNN should generalize to
graphs unseen during training. To guarantee a good generalization capability, it is desirable to
show that the GCNN is transferable between graphs. In [23], the notion of GCNN transferability
was described as follows: a GCNN is transferable, if, whenever two graphs represent the same
phenomenon, the GCNN has approximately the same repercussion on both graphs. Transferability
promotes generalization, since we may encounter a graph that realizes some phenomenon in the
training set, and then encounter a different graph representing the same phenomenon in the test
set. Having learned how to cope with the first realization of the phenomenon, the network handles
its other versions well. For example, in a dataset of mesh graphs, surfaces are the underlying
phenomena. If a filter is learned on one mesh-graph, discretizing a surface, it is desirable to show
that the same filter has approximately the same effect on a different mesh-graph, discretizing the
same surface.

Transferability is analyzed formally using a modeling paradigm that was introduced in [23].
First, we require a mathematical model of “two graphs representing the same phenomenon.”
Second, a notion that a fixed GCNN “has approximately the same repercussion on two graphs” is
needed. Equipped with two such mathematical definitions, one can formulate rigorously and prove
transferability. Some examples of transferability frameworks are the stability approach [24, 17, 18,
16, 10], the sampling approach [23, 19], and the graphon approach [30]. Each framework differs
in the way it formalizes the transferability paradigm. In Subsection 1.2 we survey transferability
frameworks from the literature. In this work, we extend and generalize the graphon transferability
approach.

1.1 Comparison with Other Works

The approach we consider in this paper for modelling graphs that represent the same phenomenon
is called the graphon approach. Graphons [7] are limit objects of sequences of weighted graphs.
In some sense, a graphon can be thought of as an adjacency matrix, or GSO, of a graph with
a continuous node index set. The continuous node index set is typically taken to be [0, 1], and
a graphon is formally a function W : [0, 1]2 → [0, 1]. The value W (x, y) is interpreted as the
probability of having an edge between the nodes x and y, or as the weight of the edge (x, y). To
model graphs that represent the same phenomenon, the graphon approach relies on the notion of
homomorphism density. Given a simple graph F , informally, the homomorphism density t(F,G)
is the probability that F occurs as a substructure of the graph G (see Definition 3.1 for a precise
formulation). Similarly, the homomorphism density t(F,W ) is also defined for graphons (see
Definition 3.3 and [7]). In the graphon approach, two graphs G1 and G2 represent the same
phenomenon if for every simple graph F we have t(F,G1) ≈ t(F,G2). The sequence of graphs
(Gn)n converges to the graphon W if for every simple graph F , t(F,Gn) → t(F,W ).

In this subsection, we compare our transferability results with other related transferability
results [19, 28, 31, 30, 32], which also use the graphon approach. The analysis of transferability of
GCNNs in the graphon approach in the papers [19, 28, 31, 30, 32] consists of two steps: 1) given
a sequence of graphs Gn and a graphon W , first prove that Gn converges to W , and 2) given a
filter h and a sequence of graphs Gn converging to a graphonW , prove that the graph filter h(Gn)
converges to the graphon filter h(W ) (see Definition 2.2 for more detail). The first step is treated
already in other works, e.g., [6, 7, 21] show that sampling random graphs from a graphon with
increasing number of nodes leads to convergence, and [32] shows that graphs that are sampled in
a regular grid from the graphon converge to the graphon. Hence, in this paper we only focus on
the second step of the analysis.

We have already seen that analyzing transferability in the graphon approach consists of per-
forming an approximation analysis. For this, one can consider various types of assumptions on the
object of study. We call topological assumptions any construction that depends on the topology or
metric of the underlying space. For example, assuming that a function f : [0, 1]2 → R is Lipschitz
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means that we treat the space [0, 1] as a metric space. A measure theoretic assumption treats the
underlying space as a measure space. For example, assuming that a function f : [0, 1]2 → R is
only measurable or square-integrable implies that we treat the space [0, 1] only as a measure space,
not as a topological. Since there is a natural measure space associated with topological spaces,
namely its Borel space, assuming only measure theoretic assumption gives more general results
than topological assumptions.

To analyze the transferability of GCNN filters in the graphon approach it is important to
not assume any topological constraints on the graphon. By this, the graphon approach relies
purely on measure-theoretical objects defined on the atom-free standard probability space [0, 1]
equipped with the Lebesgue measure. A well-known fact is that every atom-free standard space
is isomorphic up to a measure-preserving isomorphism. Standard probability spaces cover a large
class of possible spaces, e.g., Rn,Cn, every Lie group with countable components, every Polish
space and standard Borel space with atom-free probability measure. In particular, since there is
no notion of dimension in measure theory, the space [0, 1] is equivalent as a probability space to a
rich class of probability spaces over topological spaces of any dimension. Hence, if no topological
constraints are assumed for the graphon and the graphon signal, the transferability results hold
for all atom-free standard probability space.

The related works [28, 31, 30] consider only measure-theoretical assumptions on the graphon
but show transferability without giving rates of converges. The papers [19, 32] show transferability
with rates of converges, but impose strong topological constraints on the graphon. Our work is
the first to derive transferability bounds with rate of convergence, while treating graphon purely
in a measure theoretic setting, which makes our results very general.

In the following, we recall in more detail the related works [28, 31, 30, 19, 33, 32] and compare
them to our results. The authors in [28, 31, 30] consider simple graphs that are represented by
their adjacency matrix. It is shown that polynomial filters are asymptotically transferable for a
sequence of graphs that converges to a graphon with weights in [0, 1]. The assumptions on the
considered graphons are purely measure-theoretical, and thus generalize to any atom-free standard
probability space. However, the approach in [28, 31, 30] does not give any rates of convergence for
the transferability results. They are moreover restricted only to polynomial filters, while filters
in practice are often non-polynomial [25, 3]. We generalize these results by allowing graphs with
arbitrary GSOs, having possibly negative weights, which includes graph Laplacians. We also allow
general unbounded graphons, which we define in this paper in Definition 4.8, and any continuous
filter (not just polynomials). Furthermore, we obtain convergence rates while only considering a
pure measure theoretic construction (no topological constraints).

Too derive a rate of convergence, [19, 33, 32] consider a framework in which a sequence of graphs
is sampled from a template graphon. The authors show that highly regular filters (polynomials or
analytic functions) applied to such a sequence of graphs converge to the filter applied to template
graphon. This result holds only under strong topological constraints on the limit graphon and the
graphon signal (e.g., Lipschitz continuity). Thus, the transferability results (that include rates of
convergence) in [19, 33, 32] do not generalize to all atom-free standard probability spaces and to
general measurable graphon (that can for example be discontinuous everywhere).

In contrast, we prove transferability with rates of convergence while assuming no topological
constraints on the graphon and on the graphon signal. In particular, our theory then applies to
underlying spaces of any dimension and irregular graphons that need only be measurable and can
even be discontinuous everywhere. While other papers use basic linear algebra to derive their
results, we generalize and improve the theory by using tools from graphon theory and functional
analysis, in particular, functional calculus and operator Lipschitz functions [2].

1.2 Survey of GCNN Transferability Approaches

In this subsection, we survey different approaches for defining “two graphs represent the same
phenomenon” and a fixed filter having “approximately the same repercussion” on two graphs.
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Stability Under Small Graph Perturbations

This framework allows studying the transferability of graphs sharing the same node set. Here, two
graphs represent the same phenomenon if their GSOs are small perturbations of each other. The
notion of “small perturbation” is modeled differently in different works. Moreover, the change in
repercussion of the filter due to the perturbation of the GSO is also defined in various ways. The
first work that considered this framework was by Levie et al. in [24]. There, the perturbation of
the GSO is defined in the induced l2-norm sense, between the GSO ∆1 and its perturbed version
∆2. The repercussion error of the filter was also defined by the induced l2-norm. Given a function
h from the so-called Cayley smoothness class, and assuming that ‖∆1 −∆2‖2 ≤ 1, the following
stability result was proven

‖h(∆1)− h(∆2)‖2 ≤ C‖∆1 −∆2‖2, (1)

where the constant C > 0 depends on h and ‖∆1‖2.
Similar results were also proven in [18], where graphs are assumed to be simple. The authors

show that polynomial and low-pass filters are stable to arbitrary perturbations, in the sense that
‖∆1−∆2‖2 ≤ 1 does not need to be assumed in (1). Furthermore, if the structural change of the
graph consists of adding and deleting edges, the authors constrain the GSO error ‖∆1 −∆2‖2 by
interpretable properties directly related to this structural change. In [10], Gama et al. consider
weighted graphs with GSOs. The authors showed stability of Lipschitz continuous polynomial
filters in a similar setting as (1). The difference with respect to the previous papers is that the
measure of graph perturbation is the norm distance, minimized over all permutations of the node
set of ∆2.

Closely related to stability of GCNNs, [4, 5] also studied the robustness of some GCNNs on
simple graphs. The authors provided certificates that guarantee that GCNNs are stable in a
semi-supervised graph or node classification task. The authors guarantee that the classification
of nodes and graphs remains correct while structurally perturbing the input graph or perturbing
the nodes’ input features. The structural perturbations are the deletion or addition of edges. The
repercussion error of a fixed GCNN is defined either pointwise on a single node of interest, or
the classification outcome for the whole graph. The definition of the GCNN in these papers was
restricted to a subclass of spectral methods.

Transferability Under Sampling From Latent Spaces

A major drawback of analyzing transferability of GCNNs under GSO perturbations is the as-
sumption that the graphs share the same node set. In contrast, in the sampling approach to
transferability, graphs are assumed to represent the same phenomenon if their nodes are sampled
from the same underlying latent space, which is typically a metric, topological, or measure space
M. This allows comparing graphs of arbitrary sizes and topologies. In [23], Levie et al. introduce a
framework where graph nodes and GSOs are sampled from a “continuous” underlying model. The
model consists of a measure space M and a continuous Laplacian L, which is a self-adjoint opera-
tor with discrete spectrum. The repercussion of a filter is treated in the “sampling–interpolation”
approach. It is assumed that two latent sampling operators S1 and S2 exist for the two graphs
G1 and G2, which describe how the graph data is generated from the latent space. For example,
the nodes of the graph can be assumed to belong to a latent space, and sampling evaluates signals
defined over the latent space on these sample nodes, to generate a graph signal. Conversely, two
interpolation operators R1 and R2 take graph signals and return signals over the topological space.
For a fixed filter h, the transferability error of the filter on graph signals sampled from a latent
continuous signal ψ ∈ L2(M) is defined as ‖R1h(∆1)S1ψ−R2h(∆2)S2ψ‖L2(M). It is shown that
the transferability error of the filter is bounded by the transferability of the Laplacian and the
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consistency error, i.e.,

‖R1h(∆1)S1ψ −R2h(∆2)S2ψ‖L2(M) ≤ C1

∑

j=1,2

‖Lψ −Rj∆jSjψ‖L2(M)

+ C2

∑

j=1,2

‖ψ −RjSjψ‖L2(M).
(2)

Based on this inequality, the authors develop a transferability inequality for end-to-end GCNNs.
Moreover, it was shown that the right-hand-side of (2) is small when the graphs are sampled
randomly from the latent space, hence proving transferability for randomly generated graphs.

A related approach was proposed in [19], where the authors consider random graph models. A
random graph model is a tuple of a compact metric space equipped with a probability measure and
a “continuous” shift operator, defined as a graphon. The probability measure is used to sample
nodes, and the graphon is used to sample edges, to generate a graph from the continuous model.
The stability of analytic filters and GCNNs to small deformations of the underlying random graph
model was proved.

Transferability Between Graphs Converging to the Same Graphon

Ruiz et al. first used the graphon framework in [30] to define a transferability analysis of graph
filters. In that work, the repercussion of a polynomial filter h is measured in an asymptotic sense,
using the notion of signal induction. For a signal x ∈ R

n, its induced graphon signal ψx ∈ L2[0, 1]
is a piecewise constant representation of x over the continuous index set [0, 1] (see Definition 3.11).

Furthermore, a graphonW induces the integral operator TW f(u) :=
∫ 1

0
W (u, v)f(v)dv. The result

is given in [30, Theorem 4] and can be stated informally as follows.

Theorem 1.1 (informal). Let h be a polynomial Lipschitz continuous filter and (Gn)n be a se-
quence of graphs with adjacency matrices (An)n. Suppose that Gn converges in the homomor-
phism density sense to the graphon W . Let xn ∈ Rn be a sequence of graph signals converging
to the graphon signal y ∈ L2[0, 1] in the sense that the induced signals ψxn

converge to y, i.e.,

‖ψxn
− y‖L2[0,1]

n→∞−−−−→ 0. Denote zn = h(An/n)xn for n ∈ N. Then, the output of the graph
filters converges in the induction sense to the output of the graphon filter, namely,

‖ψzn − h(TW )y‖L2[0,1]
n→∞−−−−→ 0.

[28, 19, 32] consider transferability of GCNNs under sampling from a graphon W . The au-
thors consider a sampling procedure leading to a graph sequence Gn that converges to W in the
homomorphism density sense (see Definition 3.4). The main results then show, under topological
restrictions on the graphon, the graphon signal and the filter, that the output of the graph filters
converge in the induction sense to the output of the graphon filter, similarly to Theorem 1.1.

As described in Subsection 1.1, related transferability results in the graphon approach are
either purely asymptotic while generalizing to other standard probability spaces, or a rate of
convergence is calculated, but the results do not generalize to other standard probability spaces
since the graphon is assumed to be a Lipschitz continuous function.

1.3 Summary of our Main Contribution

We consider in this paper dense graphs, namely, graphs in which the number of edges is of order
of the number of nodes squared. Graphons are the natural limit object of such graphs.

Definition 1.2. Given a graph G with n nodes and GSO ∆, we define the graph weight matrix
(GWM) A as the matrix

A = n∆. (3)
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The relation (3) is interpreted as follows. GSOs ∆ define how graphs operate on graph signals.
To accommodate the transferability between dense graphs of different sizes, GSOs are assumed to
be roughly normalized in the induced l2-norm. On the other hand, GWMs describe the probability
of each edge in the graph to exist, in case the entries of the GWM are in [0, 1]. Accordingly, GWMs
are roughly normalized in the entry-wise infinity norm. This motivates Definition 1.2.

The way to compare how graphs of different sizes operate on signals in the graphon approach
is by inducing their GWMs to graphons. Given a GWM A, its induced graphon WA is a piecewise
continuous representation of the matrixA over the continuous index set [0,1] [7]. The graphon shift
operator (GRSO) corresponding to the graphon W is defined as the integral operator TW f(u) :=
∫ 1

0
W (u, v)f(v)dv. GRSOs are the limit objects of GSOs. Since filters h(∆) are GSOs themselves,

and since GSOs and GWMs are related by (3), the notation Wnh(∆) means the graphon induced
by the GWM corresponding to the GSO h(∆). Hence, given two graphs of size n1 and n2, the
way to compare h(∆1) to h(∆2) is by

‖TWn1h(∆1)
− TWn2h(∆2)

‖L2[0,1]→L2[0,1].

In this work we generalize Theorem 1.1 in [30] by allowing graphs with arbitrary GSOs, general
unbounded graphon shift operators with values in R, and general continuous filters. Another im-
portant contribution is that we derive non-asymptotic transferability bounds without any topolog-
ical assumptions. We moreover consider end-to-end graph convolutional networks. We summarize
our contributions as follows.

Asymptotic Transferability

A common approach in data science for studying and comparing graphs is counting motifs, which
are substructures of the graphs, namely, simple graphs (see, e.g., [12, Section 2.1.1]). Since
homomorphism densities can be interpreted as the density of motifs in a graph (see Subsection
3.1), we choose the notion of homomorphism densities to model graphs that represent the same
phenomenon. On the other hand, when doing signal processing, graph filters act on graph signals
as operators. Thus, when comparing the repercussion of a filter realized on different graphs, we
consider the L2-induced operator norm of the induced GRSOs and the L2-norm of the induced
graphon signals. Since our transferability framework is built on these two definitions, namely,
homomorphism densities and L2-induced operator norms, we note that they are closely related:
convergence in homomorphism density is equivalent (up to relabelling of the graphs’ nodes) to
convergence in the L2-induced operator norm (see Theorem 3.10).

We prove asymptotic transferability for continuous filters in the following sense, that we for-
mulate here informally, and write rigorously in Theorem 5.2.

Theorem 1.3 (informal). Let (Gn)n be a sequence of graphs with GSOs (∆n)n. Suppose that
Gn converges to a graphon W : [0, 1] × [0, 1] → R in the homomorphism density sense (see
Definition 3.4). Let h : R → R be a continuous filter with h(0) = 0. Then the, by h(∆n) induced,
integral operators (TWh(∆n)

)n converge to the graphon filter h(TW ) in operator norm, namely,

‖TWnh(∆n)
− h(TW )‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0.

In fact, Theorem 1.3 with h(x) = x shows that convergence of graphs in homomorphism density
implies convergence of the induced GRSOs in operator norm. Theorem 1.3 can be interpreted as
a tranferability result between graphs as follows. Let ε > 0 be a desired error tolerance for the
repercussion error of the filter h. There exists a large enough N such that for every m,n > N , by
the triangle inequality,

‖TWnh(∆n)
− TWmh(∆m)

‖L2[0,1]→L2[0,1] < ε.

Here, we interpret ∆n and ∆m as a pair of arbitrary GSOs that represent the same phenomenon
in the homomorphism density sense.
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Approximation Rate

Theorem 1.3 shows asymptotic transferability in a very general setting, but with no convergence
rate. In Theorem 1.4 we present non-asymptotic transferability bounds under some assumption on
the filter. We give the following informal result, which we formulate rigorously in Proposition 5.6.

Theorem 1.4 (informal). Let h ∈ C1 be such that h′ is Lipschitz and h(0) = 0. Suppose that G1

and G2 are graphs with n1 and n2 nodes respectively, represented by the GSOs ∆1 and ∆2. Let
A1 and A2 be the GWMs corresponding to ∆1 and ∆2. Then

‖TWn1h(∆1)
− TWn2h(∆2)

‖L2[0,1]→L2[0,1] ≤ C‖TWA1
− TWA2

‖L2[0,1]→L2[0,1],

where C ∈ N is a constant that depends on the filter h.

We mention that in our setting the graphs do not need to be of the same size and can be
represented by arbitrary symmetric matrices. Furthermore, we allow more general filters than
polynomials.

Graphs Approximating Unbounded Graphon Shift Operators

GRSOs cannot represent all important limit objects of graph shift operators, e.g., Laplace-Beltrami
operators. To allow such examples, we define unbounded graphon shift operators (unbounded
GRSOs) – self-adjoint unbounded operators that become GRSOs when restricted to their Paley-
Wiener spaces. As opposed to the similar approach in [23], we allow an accumulation point at 0
in the spectrum of the unbounded GRSO, which allows treating a richer family of operators. The
following theorem is an informal version of Theorem 5.11.

Theorem 1.5 (informal). Let h : R → R be a function with additional assumptions given in
Theorem 5.11. Let (Gn)n be a sequence of graphs with GSOs (∆n)n, converging to an unbounded
GRSO L. Then, for every λ > 0

‖PL(λ)TWnh(∆n)
PL(λ)− h(L)‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0,

where PL(λ) is the projection onto the space of band limited signals on the band [−λ, λ], also called
the Paley-Wiener space associated with L (see Definition 4.7).

1.4 Overview

In Section 2 we give an introduction to graph shift operators and graph filters. Section 3 starts
by introducing convergence for sequences of graphs. Then, graphons and graphon shift operators,
limit objects of convergent sequences of graphs and GSOs, are discussed. The notation and most
results cited there are from [27]. We introduce our transferability framework and the framework
to analyze unbounded GRSOs in Section 4. In Section 5, we present the main results about
transferability of graph filters and GCNNs. In the Appendix, we provide proofs and theoretical
backgrounds. The foundations of graphons are given in A.2.

2 Graph Convolutional Neural Networks (GCNN)

In this section, we recall basic definitions of graphs with GSOs and the definition of functional
calculus filters.

2.1 Graph Shift Operators

There are various ways to represent the structure of a graph G. In this work, we consider rep-
resenting G by symmetric matrices ∆ ∈ Rn×n, which are called graph shift operators (GSOs) or
graph Laplacians. Accordingly, we use the following definition of a graph.

7



Definition 2.1. A graph G with GSO ∆ is a triplet G = (V,E,∆) where V = {1, . . . , n} is the
node set, E ⊂ V × V is the edge set, and ∆ ∈ Rn×n is a symmetric matrix called the GSO.

In practice, graphs in datasets are given by an adjacency matrix W, with entries in [0, 1] if
the graph is weighted, and in {0, 1} if it is unweighted. In practical deep learning, one typically
modifies the “raw data” adjacency matrix W and constructs a GSO ∆ with entries in R. Some
common choices for ∆ are the combinatorial and the symmetric graph Laplacians or the graphs’
adjacency matrix itself. The filters are then defined with respect to ∆. In our analysis, we assume
that the graph is already given with the GSO ∆, no matter how it was constructed from the
“raw data” W. The graph weight matrix GWM, not to be confused with the raw GSO, is defined
directly from ∆ as A = n∆ (see Definition 1.2).

2.2 Graph Filters

In this subsection, we recall the definition of functional calculus filters, as described in [23]. For a
graph G with GSO ∆ ∈ R

n×n, a graph signal x = (xi)
n
i=1 ∈ C

n is a vector where xi is called the
feature of the i’th node. Given x,y ∈ Cn, the inner product between x and y is defined to be

〈x,y〉Cn =

n
∑

i=1

xiȳi.

Definition 2.2. Let G be a graph with a GSO ∆, and let {λj , φj}nj=1 be the eigenvalues and
eigenvectors of ∆.

(1) A filter is a continuous function h : R → R.

(2) The realization of the filter h(∆) is defined to be the operator

h(∆)x =
n
∑

j=1

h(λj)〈x, φj〉φj , (4)

applied on any graph signal x ∈ Cn.

For brevity, we often call h(∆) simply a filter. As an example, for a rational function

h(λ) =

∑N
n=0 hnλ

n

∑M
m=0 kmλ

m
,

it is easy to see that

h(∆) =

(

N
∑

n=0

hn∆
n

)

·
(

M
∑

m=0

km∆m

)−1

. (5)

Thus, the polynomial filters in [20, 9] and rational filters in [25, 3] are examples of functional
calculus filters (4).

2.3 Spectral Graph Convolutional Neural Networks

Similarly to CNNs, a GCNN is defined as a deep convolutional architecture with three main
components per layer: a set of graph filters, a non-linear activation function and optionally pooling.
In this work, we study architectures without pooling. Example applications are semi-supervised
node classification and node regression.

GCNNs are defined by realizing a spectral convolutional neural network (SCNN) on a graph.
SCNNs are defined independently of a particular graph topology and can be even applied on
non-graph data, namely, graphons, as we explain in Subsection 3.4.
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Definition 2.3. Let L ∈ N denote the number of layers. Let Fl ∈ N denote the number of features
in the layer l ∈ {1, . . . , L}. For each l ∈ {1, . . . , L}, let Hl := (hjkl )j≤Fl,k≤Fl−1

∈ (C(R))Fl×Fl−1

be an array of filter functions and Ml := (mjk
l )j≤Fl ,k≤Fl−1

∈ R
Fl×Fl−1 a matrix. Let ρ : R → R

be a continuous function that we call the activation function. Then, the corresponding spectral
convolutional neural network (SCNN) φ is defined to be

φ := (H,M, ρ) := ((Hl)
L
l=1, (Ml)

L
l=1, ρ). (6)

In comparison to the single filter case in Section 2.2, a graph signal is not restricted to be
an element in Cn. We consider feature maps given by a tuple of graph signals, i.e., by a x :=
(xk)Fl

k=1 ∈ Cn×Fl , where Fl ∈ N is the feature dimension.

Definition 2.4. Let G be a graph with GSO ∆ and φ be an SCNN, as defined in Definition 2.3.
For each l ∈ {1, . . . , L}, we define φl∆ as the mapping that maps input feature maps to the feature
maps in the l-th layer, i.e.,

φl∆ : Cn×F0 → C
n×Fl , x 7→ xl = (xjl )

Fl

j=1 (7)

with

x
j
l = ρ(

Fl−1
∑

k=1

mjk
l h

jk
l (∆)(xkl−1)), (8)

for j ∈ {1, . . . , Fl} and x0 = x. We write φ∆ := φL∆ and call it the realization of φ on the graph G

with GSO ∆. Furthermore, we define φ̃l∆ as the mapping that maps input features to the feature
maps in the l-th layer before applying the activation function in the l-th layer, i.e.,

φ̃l∆ : Cn×F0 → C
n×Fl , x 7→ x̃l = (x̃jl )

Fl

j=1

with

x̃
j
l =

Fl−1
∑

k=1

mjk
l h

jk
l (∆)(φl−1

∆ (x)k),

for j ∈ {1, . . . , Fl}.

For brevity, we typically do not distinguish between an SCNN and its realization on a graph.

3 Graphon Analysis

In this section, we recall the notion of a graphon, which we describe informally as limit objects
of sequences of graphs in Subsection 1.2. The definition of convergence in the graphon setting
is based on homomorphism numbers, which we recall in Subsection 3.1. We give the definition
of graphs converging to graphons in Subsection 3.2. In Subsection 3.3 we discuss shift operators
acting on the space of graphons.

3.1 Homomorphism Numbers

Lovász and Szegedy introduce in [26] the following definition.

Definition 3.1. Let F = (V (F ), E(F )) be a simple graph and G a graph with GSO ∆ and node
set V (G). Let A = n∆ be the GWM of G.

(1) Given a map ψ : V (F ) → V (G), we define the homomorphism number

homψ(F,G) =
∏

(u,v)∈E(F )

A(ψ(u),ψ(v)).

9



(2) We define the homomorphism number

hom(F,G) =
∑

ψ:V (F )→V (G)

homψ(F,G), (9)

where the sum goes over all maps ψ : V (F ) → V (G).

(3) The homomorphism density with respect to the graph G is a function t(·, G) that assigns to
each simple graph F the following value

t(F,G) :=
|hom(F,G)|
|V (G)||V (F )|

. (10)

Let us give an interpretation for the homomorphism numbers. Suppose that G is a simple
graph with adjacency matrix W ∈ {0, 1}n×n and GWM A = W . We recall that a homomorphism
between two graphs is an adjacency-preserving mapping between their nodes. Then, homψ(F,G) is
one if ψ is a homomorphism and zero otherwise. hom(F,G) counts the number of homomorphisms
of F into G. Since |V (G)||V (F )| is the total number of maps between the nodes of F and G,
the homomorphism density t(F,G) gives the probability that a random map from F to G is a
homomorphism. We interpret F as a simple substructure, called a motif, so that hom(F,G)
counts how many times the motif F appears in G. If G is a weighted graph with weights in [0, 1],
interpreted as the probability of edges to exist, then hom(F,G) is the probability of the motif F
to appear in G. For further interpretations, see [27, Chapter 5.3].

3.2 Graphons

The seminal work [26] studied sequences of graphs Gn such that for every motif F the parameter
t(F,Gn) converges. Graphons were shown to be the natural limit object of such sequences.

Definition 3.2. A graphon is a bounded, symmetric and measurable functionW : [0, 1]×[0, 1] → R
1. We denote the space of all graphons by W. Let Γ > 0. The subspace WΓ ⊂ W is defined as the
set of all graphons W ∈ W such that |W (u, v)| ≤ Γ for every (u, v) ∈ [0, 1]× [0, 1].

Graphons are interpreted as the spaces from which graphs are sampled, and to which graphs
are embedded in order to compare them. Since in applications we only observe the graphs, we call
the graphon corresponding to a graph its latent space. We do not distinguish between functions
that are almost everywhere equal. The way graphons are seen as limit objects of graphs is via the
homomorphism density of graphons.

Definition 3.3. For a graphon W and a simple graph F = (V,E), the homomorphism density of
F in W is defined as

t(F,W ) :=

∫

[0,1]n

∏

(i,j)∈E

W (ui, uj)
∏

i∈V

dui, (11)

where n is the number of nodes in F .

Since the integral can be interpreted as a continuous analogue to the sum, (11) is a continuous
analogue to the homomorphism density for graphs with GSO, and interpreted as the density of
the motif F in W . We next recall a notion of convergence of sequences of graphs [26, Section 2.2].

Definition 3.4. Let (Gn)n be a sequence of graphs with GSOs and GWMs
(An)n.

(1) We say that (Gn)n is a bounded sequence if there exists a constant C > 0 such that ‖An‖ ≤ C
for every n ∈ N.

1Graphons can be defined over any atom-free standard probability space (see Subsection 1.1).
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(2) We say that (Gn)n is convergent in homomorphism density, if for all simple graphs F the
sequence (t(F,Gn))n is convergent.

The following theorem, taken from [6, Theorem 3.8 and Corollary 3.9], shows that graphons
are natural limit objects of convergent sequences of graphs.

Theorem 3.5 ([6, Theorem 3.8 and Corollary 3.9]). For every bounded sequence of graphs (Gn)n
with GSO that converges in homomorphism density, there exists a graphon W ∈ W such that for
every simple graph F

t(F,Gn)
n→∞−−−−→ t(F,W ).

Remark 3.6. If (Gn)n is convergent according to Definition 3.4, then given the graphon W from

Theorem 3.5, we say that (Gn)n converges to W in homomorphism density and write Gn
H−−−−→

n→∞

W . Conversely, given a graphon W ∈ W, there exists a sequence of graphs (Gn)n such that

Gn
H−−−−→

n→∞
W . The sequence (Gn)n can be constructed by first sampling i.i.d. uniform random

points and then using the values of W to define the GWM (see [6, Theorem 4.5]).

Remark 3.7. In the following, we only consider a sequence of graphs (Gn)n with v(Gn)
n→∞−−−−→ ∞,

where v(Gn) denotes the number of nodes of Gn. For simplicity of notation, we assume that
v(Gn) = n.

In the following, we describe a method for defining a graphon corresponding to the graph G
using the notion of induced graphons. For this, we define for every n ∈ N the standard partition
Pn = {P1, . . . , Pn} of [0, 1] by the sub-intervals Pk = [k − 1/n, k/n) for k = 1, . . . , n.

Let χA denote the characteristic function of a subset A ⊂ [0, 1], i.e.,

χA(u) =

{

1, for u ∈ A

0 else.

We use characteristic functions to define the induction of a graph to a graphon.

Definition 3.8. Let G be a graph with GSO ∆ and GWM A and n nodes. The graphon WA

induced by G is defined as

WA(u, v) :=
∑

i,j≤n

A(i,j)χPi
(u)χPj

(v).2 (12)

With Definition 3.8, we clearly have

t(F,G) = t(F,WA) (13)

for every graph G with GWM A and every simple graph F . We recall that GSOs ∆ and filters
h(∆), which are GSOs themselves, are related to GWMs by (3). Hence, we use the notation
Wnh(∆) to describe the graphon induced by the GWM corresponding to the GSO h(∆).

Next we discuss a setting for performing signal processing with graphons, using L2-norms.
The space of graphon signals is defined as L2[0, 1]. In the context of signal processing, we define
convergence of graphons by interpreting them as kernel operators. For this, we recall that in
Subsection 1.3 we defined the graphon shift operator (GRSO) corresponding to the graphon W ∈
W as the operator

TWψ(v) :=

∫ 1

0

W (v, u)ψ(u)dµ(u) (14)

for signals ψ ∈ L2[0, 1]. The operator norm of TW is closely related to convergence in homomor-
phism density. To understand this relation, we define the relabeling of a graph by a permutation
π.

2 We note that we could use any partition P̃ = {P̃1, . . . , P̃n} such that µ(P̃i) = 1/n for every i = 1, . . . , n and
[0, 1] is the disjoint union of all element in P̃.
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Definition 3.9. Let G be a graph with GSO ∆ and edge set E. We define ΠG as the set of
all permutations of the node set of G. Let π ∈ ΠG. The graph π(G) is defined as the graph
π(G) = (π(V ), π(E), π(∆)) with GSO where (i, j) ∈ π(E) if there exists an edge (k, l) ∈ E such
that (π(k), π(l)) = (i, j). The GSO is defined by π(∆) = (δπ(i),π(j))i,j, where ∆ = (δi,j)i,j . We
call π(G) the relabeled graph.

The following result relates convergence in homomorphism density to the operator norm.

Theorem 3.10. Let (Gn)n a sequence of graphs with GSOs (∆n)n and (An)n be the corresponding

sequence of GWMs. Let W ∈ W satisfy Gn
H−−−−→

n→∞
W . Let (WAn

)n be the sequence of graphons

induced by (Gn)n. Then, there exists a sequence of permutations (πn)n such that ‖TWπn(An)
−

TW ‖L2[0,1]→L2[0,1]
n→∞−−−−→ 0.

Theorem 3.10 follows from a well-known result in graphon theory (see A.2). In fact, the
converse direction in Theorem 3.10 is also true, showing the equivalence between convergence in
homomorphism density and convergence of the induced GRSOs in the L2-induced operator norm
up to relabelling of the nodes.

We now follow a similar route as Ruiz et al. in [30] to define convergence of graph signals to
graphon signals. Given a sequence of graph signals (xn)n on graphs (Gn)n with a growing number
of nodes, we can interpret graphon signals as the limit of the graph signal sequence. We recall the
definition of induced graphon signals from graph signals [30].

Definition 3.11. Let x ∈ Cn be a signal on a graph G. The graphon signal ψx ∈ L2(J ) induced
by x is defined as

ψx(u) :=
∑

j≤n

xjχPj
(u). (15)

We then define the following set of admissible permutations.

Definition 3.12. Let (Gn)n be a sequence of graphs with GSOs and corresponding GWMs (An)n.

Let W ∈ W satisfy Gn
H−−−−→

n→∞
W . The set of admissible permutations is defined as

P =
{

(πn)n ∈ (ΠGn
)n | ‖TWπn(An)

− TW ‖L2[0,1]→L2[0,1]
n→∞−−−−→ 0

}

.

Theorem 3.10 ensures that the set of admissible permutations is not empty. We use the set of
admissible permutations to define convergence of graph signals to graphon signals.

Definition 3.13. Let (Gn)n be a sequence of graphs with GSOs and (xn)n a sequence of graph
signals. We say that (xn)n converges to a graphon signal ψ ∈ L2[0, 1] if there exists a graphon

W such that Gn
H−−−−→

n→∞
W and for some admissible permutation (πn)n ∈ P

‖ψπn(xn) − ψ‖L2[0,1]
n→∞−−−−→ 0. (16)

We write xn
I−−−−→

n→∞
ψ.

3.3 Graphon Shift Operators and Graphon Filters

We define realizations of filters acting on graphon signals using GRSOs. Since W is symmetric,
TW is a self-adjoint Hilbert-Schmidt operator, and hence has a discrete eigendecomposition.

Definition 3.14. Let h : R → R be a filter. Let W ∈ W, and let TW be the associated GRSO. Let
{λj , φj}j be the eigendecomposition (with possibly repeating eigenvalues and orthonormal eigen-
vectors) of TW . The realization of the filter h(TW ) is defined as

h(TW )ψ =

∞
∑

j=1

h(λj)〈ψ, φj〉φj

for ψ ∈ L2[0, 1].

12



Similarly to graph filters, we often call h(TW ) simply a filter.

Example 3.15. If h(λ) =
∑n
j=0 pjλ

j/
∑m
i=0 qiλ

i is a rational function, the filter h(TW ) is given
by

h(TW ) =





n
∑

j=0

pjT
j
W





(

m
∑

i=0

qiT
i
W

)−1

.

3.4 Graphon Convolutional Neural Networks (GCNNon)

In this subsection, we define graphon convolutional neural networks (GCNNons). The GCNNon
architecture can be defined equivalently to the one of GCNNs, given in Subsection 2.3. GCNNons
are defined equivalently to GCNNs, given in Subsection 2.3, by applying an SCNN on a GRSO
and a graphon signal. The construction is akin to WNNs in [32] and continuous GCNs in [19].
Nevertheless, we have fewer constraints on the filters and the graphon.

Let φ be SCNN. LetW ∈ W be a graphon and TW the GRSO from (14). Similarly to GCNNs,
we define the mapping φlW by only replacing the discrete GSO by the GRSO TW and propagating
square-integrable functions instead of discrete graph signals in Definition 2.4. This means that
the GCNNon is based on vector valued signals ψ := (ψg)Fl

g=1 ∈ (L2[0, 1])Fl that we call graphon
features maps, as inputs and outputs.

4 The Transferability Framework

Induced signals and induced graphons provide a framework to compare the repercussion of filters
acting on graphs that approximate the same graphon. Given two graphs G1, G2 with GSOs
∆1 ∈ Rn1×n1 ,∆2 ∈ Rn2×n2 , we compare the repercussions of the filters h(∆1) and h(∆2) as
follows. We map the filters into the latent space by defining the induced graphons Wn1h(∆1) and
Wn2h(∆2). Then, the repercussion error of the filters h(∆1) and h(∆2) in the latent space is
defined by

‖TWn1h(∆1)
− TWn2h(∆2)

‖L2[0,1]→L2[0,1].

For graph signals x1 ∈ Cn1 and x2 ∈ Cn2 with ‖ψx1 − ψx2‖L2[0,1] sufficiently small, the
repercussion error of the filter outputs of h(∆1) and h(∆2) is defined by

‖ψh(∆1)x1
− ψh(∆2)x2

‖L2[0,1].

In this section, we develop tools for analyzing the above repercussion errors and extend the analysis
to accommodate unbounded operators on graphon signals.

4.1 The Spaces of Induced Graphons and Induced Signals

We study in this subsection the relation between the space of graph signals Cn and its image under
the induction operation of Definition 3.11. The image space of the induction operator is a space
of step functions.

Definition 4.1. For n ∈ N, we define the space of step functions [0, 1]/Pn ⊂ L2[0, 1] as [0, 1]/Pn =
span{χP1 , . . . , χPn

}.

The following lemma can be easily verified.

Lemma 4.2. For n ∈ N, the correspondence x 7→ ψx, defined in Definition 3.11, between the
space Cn and [0, 1]/Pn is an isomorphism. Further, it holds

1√
n
‖x‖Cn = ‖ψx‖L2[0,1] and

1

n
〈x,y〉Cn = 〈ψx, ψy〉L2[0,1]

for all x,y ∈ Cn.
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Lemma 4.3. Let G be a graph with GSO ∆ and associated GWM A. Denote the eigendecomposi-
tion of ∆ by {λi,xi}ni=1. Then, TWA

admits the eigendecomposition {λi,√nψxi}ni=1∪{0, ψj}∞j=n+1,

where the eigenvectors are an orthonormal basis for L2[0, 1].

Proof. Let {λi,xi}ni=1 denote the eigendecomposition of the GSO ∆ with |λ1| ≤ |λ2| ≤ . . . ≤ |λn|.
Let N ∈ {1, . . . , n}. Then, for almost every u ∈ [0, 1],

TWA
(
√
nψxN )(u) =

∫ 1

0

(
√
n
∑

k,l≤n

χPk
(u)χPl

(v)A(k,l))(
∑

j≤n

χPj
(v)xNj )dv

=
∑

k≤n

χPk
(u)

∫ 1

0

(
√
n
∑

l,j≤n

χPj
(v)χPl

(v)A(k,l)x
N
j )dv

=
∑

k≤n

χPk
(u)

∫ 1

0

(
√
n
∑

j≤n

χPj
(v)A(k,j)x

N
j )dv

=
∑

k≤n

χPk
(u)

1

n

√
n
∑

j≤n

A(k,j)x
N
j

=
∑

k≤n

χPk
(u)

√
n
∑

j≤n

∆(k,j)x
N
j

=
√
n
∑

k≤n

χPk
(u)λNxNk = λN

√
nψxN (u).

Hence, for every eigenvalue-eigenvector pair (λN ,xN ) of ∆, (λN ,
√
nψxN ) is one of TWA

. Since
the image of TWA

is [0, 1]/Pn and the induced signals {√nψx1 , . . . ,
√
nψxn} form an orthonormal

basis for [0, 1]/Pn, there can not exist any other non-zero eigenvalue.

The following lemma shows that given a graph G with GSO ∆ and corresponding GWM A,
we can either first induce it to the graphon space WA, then build the GRSO TWA

and the filter
h(TWA

), or first apply the discrete filter on the GSO h(∆) and, only then, induce it to the graphon
space.

Proposition 4.4. Let G be a graph with GSO ∆ and corresponding GWM A. Let h : R → R be
continuous with h(0) = 0. Then, h(TA) = TWnh(∆)

.

Proof. Let {λi,xi}ni=1 denote the eigendecomposition of ∆. Then, h(∆) admits the eigendecom-
position {h(λi),xi}ni=1. By Lemma 4.3, the eigendecomposition of TWnh(∆)

is {h(λi),√nψxi}ni=1

with infinitely many eigenvectors corresponding to the kernel {0, ψj}∞j=n+1.
We compare this to the eigendecomposition of h(TWA

). By Lemma 4.3, TWA
has eigendecompo-

sition {λi,√nψxi}ni=1 with infinitely many eigenvectors corresponding to the kernel {0, ψj}∞j=n+1.

Then, the eigendecomposition of h(TWA
) is given by {h(λi),√nψxi}ni=1 ∪ {h(0), ψj}∞j=n+1. The

condition h(0) = 0, leads to h(TWA
) = TWnh(∆)

.

The condition h(0) = 0 in Proposition 4.4 can be removed if we restrict the input signals to
induced graphon signals ψx, instead of studying TWnh(∆)

and h(TWA
) on the whole space L2(J ).

Proposition 4.5. Let G be a graph with GSO ∆ and corresponding GWM A. Let h : R → R be
a continuous function. Then, for every signal x ∈ Cn

ψh(∆)x = h(TWA
)ψx. (17)

Proof. Similarly to the calculations and notations from the proof of Proposition 4.4, we can write

h(∆)x =
n
∑

i=1

h(λi)〈x,xi〉Cnxi
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and

h(TWA
)ψx =

n
∑

i=1

h(λi)〈ψx,
√
nψxi〉L2(J )

√
nψxi

for x ∈ Cn. By Definition 3.11 of induced signals, we have

ψh(∆)x(·) =
n
∑

j=1

χIj (·)
n
∑

i=1

h(λi)〈x,xi〉Cnxij =

n
∑

i=1

h(λi)〈x,xi〉Cn

n
∑

j=1

χIj (·)xij

=

n
∑

i=1

h(λi)〈x,xi〉Cnψxi =

n
∑

i=1

h(λi)〈ψx,
√
nψxi〉L2(J )

√
nψxi

= h(TWA
)ψx.

The second to last equation holds by Remark 4.2.

4.2 General Unbounded Shift Operator

Graphon shift operators cannot represent all important limit objects of GSOs. An important
example are filters in Euclidean domains, which are the backbone of standard convolutional neural
networks.

Example 4.6. Let D denote the space of 1-periodic functions on R with absolutely continuous
first derivative, equipped with the L2[0, 1] inner product. Let ∆ be the Laplace operator,

∆ : D → D, f 7→ −f ′′.

Let h be a function and (hn)n = (h(4π2n2))n. Define the Euclidean circular convolution operator3

Ch by

Chf = f ∗ (
∑

hne
2πin(·))

for any input signal f . Operators of this kind exhaust the space of all circular convolution operators
with even kernels. By the convolution theorem, this can be written in the frequency domain as

FChF∗(f̂n)n = (hnf̂n)n.

Applying the inverse Fourier transform leads to

Chf =
∑

n

f̂nhne
2πin(·) = h(∆)f.

This means that Euclidean circular convolution operators can be written as functional calculus
filters of the Laplace operator.

We consider a discretization of [0, 1] by a grid. The grid is a graph, defined by connecting
each grid point to its neighbors by edges. This means that [0, 1], with a grid, are a special case
of a graphon latent space and a graph. In this subsection, we show algorithmic alignment of
GCNNons with CNNs on Euclidean data, where filters are defined by functional calculus of the
Laplace operator as described in Example 4.6. The Laplace operator is not bounded, so there
exists no graphon W with ∆ = TW . To be able to treat discrete grid convolutions as graph
convolutions approximating ∆, our analysis should allow unbounded GRSOs. We first define the
Paley-Wiener spaces of self-adjoint operators.

3A circular convolution in L2[0, 1] between f and q is defined by f ∗ q(x) =
∫
1

0
f(y)q(x − y)dy, where values of

q outside [0, 1] are taken from the periodic extension of q.
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Definition 4.7. Let L be a self-adjoint operator with spectrum consisting only of eigenvalues.
Denote the eigenvalues, eigenspaces, and projections upon the eigenspaces of L by {λj ,Wj , Pj}j∈N.
For each λ > 0, we define the λ’th Paley-Wiener space of L as

PWL(λ) =
⊕

j∈N

{Wj | |λj | ≤ λ}.

The spectral projection PL(λ) upon PWL(λ) is defined by

PL(λ) =
∑

|λj |≤λ

Pj .

Definition 4.8. Let L be a self-adjoint operator defined on a dense subset of L2[0, 1], with spectrum
consisting only of eigenvalues. We say that L is an unbounded graphon shift operator (unbounded
GRSO) if it is self-adjoint and for every λ > 0, there exists a graphon Wλ ∈ W such that

LPL(λ) = TWλ . (18)

The following proposition can be easily verified.

Proposition 4.9. A self-adjoint operator L with spectrum σ(L) = {λ1, λ2, . . .} consisting only
of eigenvalues is an unbounded GRSO if and only if the eigenvalues in each compact interval are
square summable, i.e., for every a < b ∈ R

∑

λ∈σ(L)∩[a,b]

λ2 <∞.

Next, we define convergence of GSOs to unbounded graphon shift operators.

Definition 4.10. Let (Gn)n be a sequence of graphs with GSOs (∆n)n and (An)n be the associated
sequence of GWMs. We say that (Gn)n converges to the unbounded GRSO L if there exists a
sequence of permutations (πn)n such that for every λ ∈ R

‖PL(λ)TWπn(An)
PL(λ) − LPL(λ)‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0. (19)

We write Gn
U−−−−→

n→∞
L.

In the following example, we show that the classical Laplace operator is an unbounded GRSO.

Example 4.11. Let ∆ be the Laplace operator from Example 4.6. The spectrum of ∆ consists
only of eigenvalues, given by

σ(∆) = {0, 4π2, 4π222, . . . , 4π2k2, . . .}.

The corresponding eigenvectors e2iπkx form the classical Fourier basis. For every a < b ∈ R, the
intersection σ(∆) ∩ [a, b] is a finite set. Hence, by Proposition 4.9, the Laplace operator ∆ is an
unbounded GRSO.

There exists a sequence of graphs approximating the Laplace operator in the sense of Defini-
tion 4.10. The construction of the approximating sequence of graphs can be taken from the proof
of Proposition 4.12, showing a more general result.

Proposition 4.12. Let L be an unbounded GRSO. Then, there exists a sequence of weighted

graphs (Gn)n with GSOs (∆n)n such that Gn
U−−−−→

n→∞
L.

The proof of Proposition 4.12 is given in A.1.
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5 Main Results on Transferability

First, we give results on asymptotic transferability of continuous graph filters. Secondly, by re-
stricting the analysis to filters with higher regularity, we achieve linear approximation speed. Then,
we prove transferability results for graphs that approximate unbounded graphon shift operators.
Last, we present transferability results for end-to-end graph convolutional neural networks.

5.1 Asymptotic Transferability of Graph Filters

Given a sequence of graphs (Gn)n with GSOs (∆n)n and a graphon W such that Gn
H−−−−→

n→∞
W ,

we show that the associated sequence of graph filters (h(∆n))n is convergent in operator norm.
The limit object is the filtered induced GRSO h(TW ).

Lemma 5.1 (Convergence of graph filters). Let (Gn)n be a sequence of graphs with GSOs (∆n)n

and its associated sequence of GWMs (An)n. Let W ∈ W satisfy Gn
H−−−−→

n→∞
W . Let h be a filter.

Then, there exists a sequence of permutations (πn)n such that

‖h(TWπn(An)
)− h(TW )‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0.

Consequently, consider a sequence of graph signals (xn)n on the relabeled sequence of graphs.
Assume that the induced signals, defined in Definition 3.11, converge to some ψ ∈ L2[0, 1], i.e.,

‖ψxn
− ψ‖L2[0,1]

n→∞−−−−→ 0. Then,

‖h(TWπn(An)
)ψxn

− h(TW )ψ‖L2[0,1]
n→∞−−−−→ 0. (20)

The proof for Lemma 5.1 is given in A.2. In practice, filters are applied on graph shift operators.
Hence, we want to show that the outputs of graph filters applied on GSOs, associated to graphs that
approximate the same graphon, are approximately the same. The following corollaries formulate
the transferability error by first applying the filter on GSOs and then taking the induced graphons.

Theorem 5.2. Let (Gn)n be a sequence of graphs with GSOs (∆n)n and its associated sequence

of GWMs (An)n. Let W ∈ W satisfy Gn
H−−−−→

n→∞
W . Let h be a filter with h(0) = 0. Then,

‖TWnh(πn(∆n))
− TWmh(πm(∆m))

‖L2[0,1]→L2[0,1]
n,m→∞−−−−−→ 0.

Proof. By Proposition 4.4 and Lemma 5.1, we have

‖TWnh(πn(∆n))
− h(TW )‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0.

The proof now follows from the triangle inequality.

In the following result we get rid of the assumption of h(0) = 0 from Theorem 5.2 by considering
the convergence of induced graphon signals instead of the convergence of induced GRSOs.

Theorem 5.3. Let (Gn)n be a sequence of graphs with GSOs (∆n)n and its associated sequence

of GWMs (An)n. Let W ∈ W satisfy Gn
H−−−−→

n→∞
W . Let h be a filter. Consider a sequence of

graph signals (xn)n on (Gn)n and a graphon signal ψ ∈ L2[0, 1] such that xn
I−−−−→

n→∞
ψ. Then,

‖ψh(∆n)xn
− ψh(∆m)xm

‖L2[0,1]
n,m→∞−−−−−→ 0.

Proof. By Proposition 4.5 and the Lemma 5.1, we have h(∆n)xn
I−−−−→

n→∞
h(TW )ψ. The proof now

follows from the triangle inequality.
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5.2 Non-Asymptotic Transferability of Graph Filters

In the following, we derive filters h : R → R that allow improved rates of convergence. For U ⊂ R

and p ∈ N, we write f ∈ Cp(U) if f is p times continuously differentiable for all x ∈ U .
We begin by calculating the convergence rate for the transferability in the Schatten p-norm.

For 1 ≤ p ≤ ∞, the Schatten p-norm ‖ · ‖Sp
of a compact self-adjoint operator is defined as the

lp-norm of the sequence of its eigenvalues.

Theorem 5.4. Let h be Lipschitz continuous with Lipschitz constant ‖h‖Lip and h(0) = 0. Let
(Gn)n be a sequence of graphs with GSOs (∆n)n and associated GWMs (An)n such that there

exists a W ∈ W with Gn
H−−−−→

n→∞
W . There exists a sequence of permutations (πn)n such that for

every 2 < p <∞
‖TWnh(πn(∆n))

− TWmh(πm(∆m))
‖Sp

≤ 2‖h‖LipKp‖TWπn(∆n)
− TWπm(∆m)

‖Sp

n,m→∞−−−−−→ 0,

where Kp is a universal constant described in [29, Theorem 1].

Remark 5.5. If we restrict ourselves in Theorem 5.4 to graphons W ∈ WΓ for a Γ > 0, the
convergence rate in Theorem 5.4 holds for any filter h that is Lipschitz continuous in a neighborhood
of [−Γ,Γ]. Thus, the convergence rate in Theorem 5.4 holds also for polynomials.

The proof for Theorem 5.4 is given in A.3. We give another formulation of transferability based
on Fourier coefficients of the filter h.

Theorem 5.6 (Linear Convergence). Let Γ ∈ N and h ∈ C1([−Γ,Γ]) such that h′ is Lips-
chitz and h(0) = 0. Suppose that G1 and G2 are graphs with GSOs ∆1 ∈ Rn1×n1 and ∆2 ∈
Rn2×n2 . Let A1 and A2 be the associated GWMs and suppose that there exists a Γ > 0 with
‖A1‖Cn1→Cn1 , ‖A2‖Cn2→Cn2 ≤ Γ. We have for all permutations π1 and π2 of the graph’s nodes

‖TWn1h(π1(∆1))
− TWn2h(π2(∆2))

‖L2[0,1]→L2[0,1]

≤ C‖TWπ1(A1)
− TWπ2(A2)

‖L2[0,1]→L2[0,1],
(21)

where C is given by (38).

5.3 Transferability Between Graphs and Unbounded GRSOs

In this subsection, we generalize the asymptotic transferability results of Subsection 5.1 to un-
bounded GRSOs. The following lemma is a direct consequence of Lemma A.6.

Lemma 5.7. Let h : R → R be a continuous function. Let (Gn)n be a sequence of graphs with
GSOs (∆n)n and associated GWMs (An)n. Suppose that L is an unbounded GRSO such that

Gn
U−−−−→

n→∞
L. Then, there exists a sequence of permutations (πn)n such that for every λ > 0

‖h(PL(λ)TWπn(An)
PL(λ)) − h(LPL(λ))‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0.

In Lemma 5.7, the filter is applied to the induced graphon shift operator, projected to the
Paley-Wiener space. However, in practical graph deep learning, the filters are applied to the
GSO. To bridge the gap between Lemma 5.7 and practical graph deep learning, we introduce the
following definition.

Definition 5.8. Let (Gn)n be a sequence of graphs with GWMs (An)n, Θ be a family of filters,
and L be an unbounded GSO. We say that Θ approximately commutes with PL on (Gn)n if for
every h ∈ Θ and every λ > 0

‖PL(λ)h(TAn
)PL(λ)− h

(

PL(λ)TAn
PL(λ)

)

‖L2[0,1]→L2[0,1]
n→∞−−−−→ 0.
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In the following claim, we show that the family of monomial filters approximately commutes
with P∆ in our motivating example – the classical Laplace operator ∆.

Claim 5.9. Let ∆ be the Laplace operator from Example 4.11. Suppose that (∆n)n is the finite
difference GSO, i.e.,

∆n =





















−2 1 0 . . . 0 1
1 −2 1 0 . . . 0

. . .
. . .

. . .

. . .
. . .

. . .

0 . . . 0 1 −2 1
1 0 . . . 0 1 −2





















.

Let (Gn)n be the corresponding sequence of graphs, and (An)n the GWMs. Let Θ = {zk | k ∈ N}
be the family of monomial filters. Then, Θ approximately commutes with P∆ on (Gn)n, i.e., for
every λ > 0 and k ∈ N,

‖P∆(λ)T
k
An
P∆(λ)−

(

P∆(λ)TAn
P∆(λ)

)k

‖L2[0,1]→L2[0,1]
n→∞−−−−→ 0.

The proof of Claim 5.9 is in A.5. The following lemma extends approximate commutations of
Θ with PL to linear combinations of Θ.

Lemma 5.10. Let (Gn)n be a sequence of graphs with GWMs (An)n, F be a family of filters and
L an unbounded GSO. Suppose that Θ approximately commutes with PL on (Gn)n. Then, spanΘ
approximately commutes with PL on (Gn)n.

Proof. Let h =
∑n

k=0 αkhk ∈ spanΘ. Then, for λ > 0

‖PL(λ)h(TWAn
)PL(λ)− h

(

PL(λ)TWAn
PL(λ)

)

‖L2(J )→L2(J )

= ‖PL(λ)
(

n
∑

k=0

αkhk(TWAn
)
)

PL(λ)−
n
∑

k=0

αkhk

(

PL(λ)TWAn
PL(λ)

)

‖L2(J )→L2(J )

= ‖
n
∑

k=0

αkPL(λ)hk(TWAn
)PL(λ)−

n
∑

k=0

αkhk

(

PL(λ)TWAn
PL(λ)

)

‖L2(J )→L2(J )

≤
n
∑

k=0

|αk|‖PL(λ)hk(TWAn
)PL(λ) − hk

(

PL(λ)TWAn
PL(λ)

)

‖L2(J )→L2(J )

n→∞−−−−→ 0.

The following proposition shows that filters that approximately commute with spectral pro-
jections of an unbounded GRSOs are transferable between graphs.

Theorem 5.11. Let (Gn)n be a sequence of graphs with GSOs (∆n)n and associated GWMs

(An)n. Suppose that L is an unbounded GRSO such that Gn
U−−−−→

n→∞
L. Let Θ be a family of filters

with h(0) = 0 for every h ∈ Θ. Suppose that Θ approximately commutes with PL on (Gn)n. Then,
there exists a sequence of permutations (πn)n such that for every λ > 0 and every h ∈ spanΘ

‖PL(λ)TWnh(πn(∆n))
PL(λ)− PL(λ)TWmh(πm(∆m))

PL(λ)‖L2[0,1]→L2[0,1]
n,m→∞−−−−−→ 0.

Proof. Let h ∈ spanΘ and (πn)n be the sequence that we get from Lemma 5.7. It holds h(0) = 0.
We use the triangle inequality to achieve

‖PL(λ)TWnh(πn(∆n))
PL(λ) − h(L)PL(λ)‖L2[0,1]

≤ ‖PL(λ)TWnh(πn(∆n))
PL(λ)− h(PL(λ)TWπn(An)

PL(λ))‖L2[0,1]

+ ‖h(PL(λ)TWπn(An)
PL(λ)) − h(L)PL(λ)‖L2[0,1].
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Since spanF approximately commutes with PL on Gn, by Lemma 5.7 and Lemma 4.4, the last
term goes to zero for n→ ∞. The proof follows by application of the triangle inequality

As an example application of Theorem 5.11 by Claim 5.9 and Lemma 5.10, polynomial filters
are transferable between graphs with different finite difference GSO.

5.4 Asymptotic Transferability of Graph Neural Networks

In this subsection, we prove transferability of SCNNs between graphs approximating the same
graphon. GCNNs and GCNNons are nonlinear operators, so we do not measure their repercussion
error in operator norm. Instead, we analyze the repercussion error of GCNNs and GCNNons
point-wise on feature maps. For this, we give the following definitions.

Definition 5.12. Let d ∈ N and y ∈ L2[0, 1]
d
be a graphon feature map and x ∈ Cn×d a graph

feature map.

(1) We define
‖y‖L2[0,1]d = max

k=1,...,d
‖yk‖L2[0,1]. (22)

‖x‖Cn×d = max
k=1,...,d

‖xk‖Cn . (23)

(2) We say that y is normalized if maxk=1,...,d ‖yk‖L2[0,1] ≤ 1. We say that x is normalized if

maxk=1,...,d ‖xk‖Cn ≤ 1.

(3) Let (Gn)n be a sequence of graphs with GSOs and (xn)n a sequence of graph feature maps
with xn ∈ Cn×d for every n ∈ N. Let xkn and yk denote the k-th feature of xn and y. We

say that (xn)n converges to y if for every k = 1, . . . , n it holds xkn
I−−−−→

n→∞
yk, (see Definition

3.13). We write in this case xn
I−−−−→

n→∞
y.

The following lemma shows the transferability of SCNN between graphons and induced graphons
from a convergent sequence of graphs.

Lemma 5.13. Let φ := (H,M, ρ) be an SCNN with L layers and Lipschitz continuous activation
function ρ : R → R. Let Fl be the number of features in the l-th layer, for l = 1, . . . , L. Let (Gn)n
be a sequence of graphs with GSOs (∆n)n and associated GWMs (An)n. Let W ∈ W satisfy

Gn
H−−−−→

n→∞
W . Suppose that (yn)n is a sequence in (L2[0, 1])F0 and y ∈ (L2[0, 1])F0 such that

‖yn − y‖L2[0,1]F0

n→∞−−−−→ 0. (24)

Then there exists a sequence of permutations (πn)n such that,

‖φWπn(An)
(yn)− φW (y)‖L2[0,1]Fl

n→∞−−−−→ 0. (25)

The proof of Lemma 5.13 is given in A.6. The following Lemma is a generalization of Propo-
sition 4.5 to SCNNs.

Lemma 5.14. Let φ := φ(H,M, ρ) be an SCNN. Let G be a graph with GSO ∆ and associated
GWM A. Let x ∈ C

n×d. Then, ψφ∆(x) = φWA
(ψx).

Proof. We prove by induction over the layers l = 1, . . . , L. Let l = 1, and j = 1, . . . , F1. It holds

φ1∆(x)
j = ρ

(

F0
∑

k=1

mjk
1 h

jk
1 (∆)xk

)

= ρ(φ̃1∆(x)
j).
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We induce the resulting signal to the graphon space, and obtain

ψ1
ρ(φ̃∆(x)j)

=

n
∑

i=1

χPi
(·)ρ(φ̃1∆(x)ji ) = ρ

(

n
∑

i=1

χPi
(·)(φ̃1∆(x)ji )

)

= ρ(ψ1
φ̃∆(x)j

) = ρ
(

FL−1
∑

k=1

ψmjk

1 hjk

1 (∆)xk

)

= ρ
(

F0
∑

k=1

mjk
1 h

jk
1 (TWA

)ψxk

)

= φ1WA
(ψx)

j .

(26)

The third-to-last equality holds since the induction operator commutes with the addition of filters.
The second-to-last equality holds by Proposition 4.5. The proof follows by a similar computation
for the other layers.

The following result is a generalization of Theorem 5.3 to GCNNs.

Theorem 5.15. Consider the same conditions as in Lemma 5.13. Let (xn)n be a sequence of

graph feature maps, and y ∈ (L2[0, 1])F0 , such that xn
I−−−−→

n→∞
y. Then, there exists a sequence of

permutations (πn)n such that

‖ψφπn(∆n)(xn) − ψφπm(∆m)(xm)‖L2[0,1]FL

n,m→∞−−−−−→ 0.

Proof. By Lemma 5.13 and Lemma 5.14, there exists a sequence of permutations (πn)n such that

‖ψφπn(∆n)(xn) − φW (y)‖L2[0,1]FL

n→∞−−−−→ 0.

The proof now follows by the triangle inequality.

5.5 Non-Asymptotic Transferability of Graph Neural Networks

In this section, we derive stability bounds for GCNNs. We restrict ourselves to contractive acti-
vation functions.

Definition 5.16. An activation function ρ : R → R is called contractive if |ρ(x)− ρ(y)| ≤ |x− y|
for every x, y ∈ R.

The following lemma shows that GCNNons, based on filters with higher regularity, achieve
linear approximation rate.

Lemma 5.17. Let φ := φ(H,M, ρ) be an SCNN with contractive activation function ρ. Let G be
a graph with GSO ∆ and associated GWM A. Let W ∈ W and suppose that

‖A‖Cn→Cn ≤ Γ, ‖TW ‖L2[0,1]→L2[0,1] ≤ Γ

for Γ > 0. Let ε > 0, and suppose there exists a node permutation π of G satisfying

‖TWπ(A)
− TW ‖L2[0,1]→L2[0,1] ≤ ε.

Let x be a normalized graph feature map and y a graphon feature map satisfying

‖ψx − y‖L2[0,1]F0 ≤ ε.

Suppose that for every filter h in the SCNN φ, we have h ∈ C1[−Γ,Γ] with Lipschitz continuous
derivative and ‖h‖L∞[−Γ,Γ] ≤ 1. Then, there exists a CL ∈ N such that

‖φWπ(A)
(ψx)− φW (y)‖L2[0,1]FL ≤ CLε, (27)

where CL is a constant that depends on M and H, and is described in Remark 5.18.
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The proof of Lemma 5.17 is in A.7.

Remark 5.18. Consider the setting of Lemma 5.17. For every l = 1, . . . , L, let Cjkl denote the

constant C of (21) corresponding to the filter h = hjkl , for j = 1, . . . , Fl, k = 1, . . . , Fl−1. Let

C = maxl,j,k C
jk
l , where the maximum is over l = 1, . . . , L, j = 1, . . . , Fl, and k = 1, . . . , Fl−1.

Further, let M = maxl=1,...,L ‖Ml‖∞. Then, the constant CL in (27) is given by

CL =ML(1 + LC). (28)

Remark 5.19. In Lemma 5.17, the constant CL can increase exponentially in L. We can control
CL by demanding ‖Ml‖∞ ≤ 1 for every l = 1, . . . , L, which gives

‖φWπ(A)
(ψx)− φW (y)‖L2[0,1]FL ≤ (1 + LC)ε.

The condition ‖Ml‖∞ ≤ 1 is relaxed to weight decay regularization in practical deep learning.
Hence (28) indicates that weight decay might be an important regularization for promoting trans-
ferability in practical deep learning. A similar observation was given in [23].

The following theorem shows GCNNs achieve linear approximation rate.

Theorem 5.20. Let φ := φ(H,M, ρ) be an SCNN with contractive activation function ρ. Let
G1, G2 be graphs with GSOs ∆1,∆2 and associated GWM A1,A2. Suppose that

‖A1‖Cn→Cn ≤ Γ, ‖A2‖Cm→Cm ≤ Γ

for Γ > 0. Let ε > 0, and suppose there exist node permutations π1 of G1 and π2 of G2 satisfying

‖TWπ1(A1)
− TWπ2(A2)

‖L2[0,1]→L2[0,1] ≤ ε.

Let x1 and x2 be normalized graph feature maps satisfying

‖ψx1 − ψx2‖L2[0,1]F0 ≤ ε.

Then,
‖ψφπ(∆1)(x1) − ψφπ(∆2)(x2)‖L2[0,1]FL ≤ CLε,

where CL is given in (27).

The proof of Theorem 5.20 follows directly from Lemma 5.17 and Lemma 5.14.

6 Conclusions

In this paper, we proved that continuous graph filters and end-to-end graph neural networks with
continuous filters are transferable in the graphon sense. Generally, a filter is said to be transferable
if it has approximately the same repercussion on graphs that represent the same phenomenon. To
specify the definition of transferability in the graphon sense, we used the space of graphons as a
latent space from which graphs are sampled, and to which graphs are embedded, via induction, in
order to compare them. In our setting, graphs represent the same phenomenon if they approximate
the same graphon in homomorphism density.

In Theorem 5.2 we showed that continuous filters are transferable, were the repercussion error
is measured in the induced graphon sense. In Theorem 5.15 we showed that any GCNN with con-
tinuous filters is transferable, where the repercussion error is measured, for a given graph signals,
in the induced signal sense. We provide the first work to consider graphon-based transferability
for GCNNs with non-polynomial filters, which are used in GCNN architectures like [25, 3].

In Theorem 5.6 and Theorem 5.20 we introduced approximation rates for the repercussion
error of filters and GCNNs with filters that have Lipschitz continuous derivative. We showed that
the repercussion errors are linearly stable with respect to ‖TWn1(∆1)

−TWn2(∆2)
‖L2[0,1]→L2[0,1]. The
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bound from Theorem 5.20 may hint to the importance of weight decay regularization in graph
deep learning.

Furthermore, we introduced a framework for analyzing graphs that approximate unbounded
GRSOs. In Subsection 4.2 we show that SCNNs on Euclidean spaces with the Laplace operator are
classical CNNs. Discretizations of different resolutions of the same Euclidean space by grids are
graphs that represent the same phenomenon. To show transferability between classical discrete
Euclidean signals on grids of different resolutions, we must be able to work with unbounded
GRSOs, since the classical Laplace operator is unbounded. Our analysis allows this, showing
that our framework of graph transferability aligns with the stability of classical CNNs between
resolutions.

A Proofs

A.1 Proof of Proposition 4.12

Let (λm)m be a sequence of bands such that λm
m→∞−−−−→ ∞. By Definition 4.8 there exists a

graphon Wλm ∈ W such that LPL(λm) = TWλm for every m ∈ N. Then, for every m ∈ N,
there exists a sequence of graphs with GSO (Gmn )n, where n denotes the number of nodes, such

that Gmn
H−−−−→

n→∞
Wλm . For every m ∈ N, let (Am

n )n be the sequence of GWMs associated to

(Gmn )n. Theorem A.3 and Theorem A.4 imply that, after adequate relabeling of the graph nodes,

‖TWAm
n
− TWλm‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0. Then, for every m ∈ N

‖TWAm
n
PL(λm)− LPL(λm)‖L2[0,1]→L2[0,1]

n→∞−−−−→ 0.

We choose for every m ∈ N an nm ∈ N such that

‖TWAm
nm

PL(λm)− LPL(λm)‖L2[0,1]→L2[0,1] ≤ 1/m.

We denote by abuse of notation Gm := Gmnm
and consider the sequence (Gm)m with GWMs

(Am)m. It is now easy to see that (Gm)m converges to L in the sense of Definition 4.10.

A.2 Proof of Lemma 5.1

We start this subsection by defining the cut distance – a pseudo-metric in the space of graphons.
As shown in Theorem A.2 below, convergence in cut distance is equivalent to convergence in
homomorphism density. Borgs et al. defined the cut distance, based on the cut norm, as a
permutation invariant distance (see [6]). For this, denote by S[0,1] the set of all bijective measure
preserving maps between the unit interval and itself.

Definition A.1. Let W,U ∈ W be two graphons. The cut distance between W and U is defined
by

δ�(W,U) := inf
f∈S[0,1]

‖W − Uf‖�, (29)

where Uf (x, y) = U(f(x), f(y)).

The following theorem from [6, Theorem 3.7 ] shows that convergence in homomorphism density
is equivalent to convergence in cut distance.

Theorem A.2 ([6, Theorem 3.7 ]). Let U,W ∈ W and C = max{1, ‖W‖∞, ‖U‖∞}.

(1) For a simple graph F with m edges

|t(F,U) − t(F,W )| ≤ 4mCm−1δ�(U,W ).
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(2) If |t(F,U)− t(F,W )| ≤ 3−k
2

for every simple graph F with k nodes, then

δ�(U,W ) ≤ 22C√
log2k

.

Note that t(F,G) = t(F,WA) for every graph G with GWM A. As a result, whenever we

have a sequence of graphs (Gn)n with GWMs (An)n and W ∈ W such that Gn
H−−−−→

n→∞
W , then

WAn

H−−−−→
n→∞

W as well. Theorem A.2 implies that this is true if and only if

δ�(WAn
,W )

n→∞−−−−→ 0.

Lovász and Szegedy introduced in [26] the cut norm on the space of graphons as

‖W‖� := sup
S,T⊂[0,1]

|
∫

S×T

W (u, v)dµ(u)dµ(v)|, (30)

taking the supremum over all measurable sets S and T . The following result, taken from [6,
Lemma 5.3], shows that convergence in homomorphism density is closely related to convergence
in cut norm.

Theorem A.3 ([6, Lemma 5.3]). Let (Gn)n a sequence of graphs with GSOs (∆n)n and (An)n

be the corresponding sequence of GWMs. Let W ∈ W satisfy Gn
H−−−−→

n→∞
W . Let (WAn

)n be the

sequence of graphons induced by (Gn)n. Then, there exists a sequence of permutations (πn)n such

that ‖Wπn(An) −W‖� n→∞−−−−→ 0.

Theorem A.3 together with the following lemma show that convergence in homomorphism
density is indeed equivalent (up to relabelling) to convergence of the induced GRSOs in operator
norm and Schatten p-norms.

Lemma A.4. For any 2 < p <∞ and Γ > 0, if W ∈ WΓ, then

‖W‖� ≤ ‖TW ‖L2(J )→L2(J ) ≤ ‖TW ‖Sp
≤

√
2Γ1/2+1/p‖W‖1/2−1/p

�
. (31)

Lemma A.4 follows directly from [14, Lemma E.7(i)], in which W is assumed to be in W1. To
prove Lemma A.4 we simply rescale the graphon W so it is in W1, and use [14, Lemma E.7(i)].

Let H be a Hilbert space. We denote by B(H) the space of bounded linear operators on H.
We denote the spectrum of the operator A ∈ B(H) by σ(A). The following result shows that, for
every filter h, the operator norm of a realization of h is equal to the infinity norm of h [34, Satz
VII.1.4].

Lemma A.5 ([34, Satz VII.1.4]). Let H be a Hilbert space and A ∈ B(H) be normal. Let h : R → C

be a continuous function, then ‖h(A)‖H→H = ‖χσ(A)h‖∞, where χσ(A) is the indicator function
of σ(A).

The following lemma shows that, given a convergent sequence of bounded operators on a
Hilbert space, the continuous functional calculus preserves the convergence.

Lemma A.6. Let H be a Hilbert space and S(H) ⊂ B(H) be the space of bounded self-adjoint
operators with the operator norm topology. Let h : R → C be a continuous function. Then, the
mapping

S(H) → B(H), A 7→ h(A), (32)

is continuous.

Lemma A.6 can be easily verified, since the continuity of (32) is trivial for polynomials h, and
follows for continuous functions from the Weierstrass theorem ([1, Section 8]).
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Proof of Lemma 5.1. Let (Gn)n be a sequence of graphs with GSOs (∆n)n and associated se-

quence of GWMs (An)n such that Gn
H−−−−→

n→∞
W . Then, by Theorem A.3 and Lemma A.4, there

exists a sequence of permutation (πn)n such that

‖TWπn(An)
− TW ‖L2(J )→L2(J )

n→∞−−−−→ 0.

Let h : R → R be continuous. Then, by Lemma A.6,

‖h(TWπn(An)
)− h(TW )‖L2(J )→L2(J )

n→∞−−−−→ 0.

Let (xn)n be as in the formulation of Lemma 5.1. Then,

‖h(TWπn(An)
)ψxn

− h(TW )ψ‖L2(J )

≤ ‖h(TWπn(An)
)ψxn

− h(TW )ψxn
‖L2(J ) + ‖h(TW )ψxn

− h(TW )ψ‖L2(J )

≤ ‖h(TWπn(An)
)− h(TW )‖L2(J )→L2(J )‖ψxn

‖L2(J )

+ ‖h(TW )‖L2(J )→L2(J )‖ψxn
− ψ‖L2(J )

n→∞−−−−→ 0.

A.3 Proof of Theorem 5.4

Let (Gn)n be a sequence of graphs such that Gn
H−−−−→

n→∞
W . Then, by Theorem A.3 and Lemma

A.4, there exists a sequence of permutations (πn)n such that ‖TWπn(An)
− TW ‖Sp

n→∞−−−−→ 0. Every
Lipschitz continuous function h with Lipschitz constant ‖h‖Lip satisfies

‖h(A)− h(B)‖Sp
≤ ‖h‖LipKp‖A−B‖Sp

for self-adjoint operators A and B such that ‖A−B‖Sp
<∞, see [29, Theorem 1]. Hence,

‖h(TWπn(An)
)− h(TW )‖p ≤ Kp‖h‖Lip‖TWπn(An)

− TW ‖p.

Using Proposition 4.4 and the triangle inequality we finish the proof.

A.4 Proof of Theorem 5.6

We first recall basic results from Fourier analysis. Let γ > 0. The space L2(γT) is defined as the
space of γ-periodic functions h : R → R with ‖h‖L2[0,γ] <∞. For L2(γT), the Fourier coefficients

ĥ(n) are defined for every n ∈ Z by

ĥ(n) =
1

γ

∫ γ/2

−γ/2

h(t)e−2πint/γ .

The N -th partial sum of the Fourier series of h is defined by

(SNh)(t) :=

N
∑

n=−N

ĥ(n)e2πint/γ .

The following lemma is taken from [2, Example 5].

Lemma A.7 ([2, Example 5]). Let a ∈ R and A and B be a pair of bounded self-adjoint operators
on the Hilbert space H. Then,

‖eiAa − eiBa‖H→H ≤ |a|‖A−B‖H→H. (33)

The following lemma is a step in proving Theorem 5.6.
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Lemma A.8. Let γ > 0 and ε > 0. Let h ∈ L2[−γ/2, γ/2] such that (ĥ(n)n)n ∈ l1(Z). Let A
and B be self-adjoint operators on a Hilbert space H, satisfying
‖A−B‖H→H ≤ ε for some ε > 0. Then,

‖h(A)− h(B)‖H→H ≤ Cε, (34)

where C = 2 + 2π/γ‖(ĥ(n)n)n‖l1(Z).

Proof. Let ε > 0. By the fact that (ĥ(n)n)n ∈ l1(Z), we have

‖h− Snh‖∞ n→∞−−−−→ 0. We choose N ∈ N large enough such that ‖h − SNh‖∞ ≤ ε. We evaluate
SNh(A) and SNh(B) and bound their difference in operator norm. By Lemma A.7,

‖(SNh)(A)− (SNh)(B)‖H→H = ‖
N
∑

n=−N

ĥ(n)e2πinA/γ −
N
∑

n=−N

ĥ(N)e2πinB/γ‖H→H

≤
N
∑

k=−N

|ĥ(n)||n|2π/γ‖A−B‖H→H

≤ C2π/γ‖A−B‖H→H,

where C := ‖(ĥ(n)n)n‖l1(N). We summarize,

‖h(A)− h(B)‖H→H ≤ ‖h(A)− (SNh)(A)‖H→H + ‖(SNh)(A)− (SNh)(B)‖H→H

+ ‖(SNh)(B)− h(B)‖H→H

≤ ‖h− SNh‖∞ + ‖(SNh)(A)− (SNh)(B)‖H→H + ‖h− SNh‖∞
≤ ε+ C2π/γ‖A−B‖H→H + ε ≤ (2 + 2πC/γ)ε,

where the second inequality holds by Lemma A.5.

We continue by formulating sufficient conditions for filter functions h ∈ L2[−Γ,Γ] to fulfil the
assumptions of Lemma A.8.

Definition A.9. A modulus of continuity is a function w : [0,∞] → [0,∞]. A function f admits
w as a modulus of continuity if

|f(x)− f(y)| ≤ w(|x − y|),

for all x and y in the domain of f .

The following theorem, given in [13, p.21 ff.], provides us with a sufficient condition for uniform
convergence of the Fourier series of a function.

Theorem A.10 ([13, p.21 ff.]). Let h ∈ Cp(R) be such that h(p) has modulus of continuity w.
Suppose that h is of period γ > 0 Then, for the partial sum Snh of the Fourier series of h,

‖h− Snh‖∞ ≤ K
ln(n)

np
w(γ/n). (35)

where, K ∈ R denotes an universal constant.

Next we recall the Wiener algebra [15].

Definition A.11. The Wiener algebra, denoted by A(γT), is defined as the space of all f ∈ L2(γT)
with absolutely convergent Fourier series.

The following result can be found in [15].

Lemma A.12 ([15]). Let f ∈ L2(γT). Suppose that one of the following conditions is fulfilled.
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(1) f ∈ C1.

(2) f belongs to a α-Hölder class for α > 1/2.

(3) f is of bounded variation and belongs to a α-Hölder class for some α > 0.

Then, f ∈ A(γT). Furthermore,
A(γT) ⊂ C(γT). (36)

We can now prove Theorem 5.6.

Proof of Theorem 5.6. By assumption, the induced graphon WAi
satisfies ‖TWAi

‖ ≤ Γ, where
i ∈ {1, 2}. Then, h(TWAi

) only depends on the values of h in [−Γ,Γ]. Hence, we can extend h to
a function hext : [−Γ− 1,Γ + 1] → R such that hext(x) = h(x) for all x ∈ [−Γ,Γ] and hext admits
a periodical extension on the whole real line with Lipschitz continuous derivative. By abuse of
notation, we denote the periodical extension of hext by hext.

There exists a constant L ∈ R such that the modulus of continuity w for h′ext is given by
w(t) = Lt. By Theorem A.10, we have

|hext(x)− (Snhext)(x)| ≤ K̃
ln(n)

n2
(37)

for every n ∈ N, where K̃ = KL2(Γ+ 1) only depends on hext. The Fourier series of h′ext is given
by

h′ext(ζ) =
∑

n∈Z

ĥext(n)in/(Γ + 1)einζ/(Γ+1)

since h′ext is Lipschitz. Lipschitz continuity implies bounded variation and 1-Hölder continuity.
Hence, Lemma A.12 leads to

∑

n∈Z

|ĥext(n)||n| = C <∞. (38)

Lemma A.8 leads to

‖hext(TWπ1(A1)
)− hext(TWπ2(∆2)

)‖L2(J )→L2(J ) ≤ Cε.

By hext(0) = 0, applying Proposition 4.4 finishes the proof.

A.5 Proof of Claim 5.9

Proof. Let λ > 0. The Paley-Wiener space PW∆(λ) is finite-dimensional, since ∆ has finitely
many eigenvalues in [−λ, λ] (see Example 4.11). Hence, all norms are equivalent and instead
of considering the operator norm topology we consider the strong topology. For each n ∈ N,
we denote the equidistant partition of the unit interval into n intervals of the same length by
Pn = {I1, I2, . . . , In} with Ij = [(j − 1)/n, j/n]. Let g be in the domain of ∆ and f := P∆(λ)g ∈
PW∆(λ), i.e.,

f(x) =
∑

k∈Z: 4π2k2≤λ

〈f, e2iπk(·)〉e2iπkx.

Hence, f is a smooth function on [0, 1], so

|f(x)− n

∫ x+1/2n

x−1/2n

f(y)dy| n→∞−−−−→ 0. (39)

Let k ∈ N. We have
max

i=1,...,n
|(∆kf)(xi)− (∆k

nfn)i|
n→∞−−−−→ 0, (40)

since the discretization of the Laplace operator with finite difference approximations on equidistant
grid points is consistent (see [11, Chapter 2]). Let h(z) = zk ∈ H. Since h(0) = 0, Proposition
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4.4 leads to h(TAn
) = Tnh(∆n), i.e., T

k
An

= Tn∆k
n
. We denote the center of the interval Ii :=

[i− 1/n, i/n] by xi, and calculate

Tn∆k
n
(xi) = n

(∫ 1

0

W∆k
n
(xi, v)f(v)dv

)

= n

(

∫ 1

0

n
∑

g=1

n
∑

l=1

(∆k
n)g,lχIg (xi)χIl(v)f(v)dv

)

= n

(

∫ 1

0

n
∑

l=1

(∆k
n)i,lχIl(v)f(v)dv

)

= n

n
∑

l=1

(∆k
n)i,l

∫

Il

f(v)dv.

(41)

This leads to

max
i=1,...,n

|T kAn
f(xi)− (∆k

nfn)i| = max
i=1,...,n

∣

∣

∣n

n
∑

l=1

(∆k
n)i,l

∫

Il

f(v)dv − (∆k
n)i,l(fn)l

∣

∣

∣

= max
i=1,...,n

∣

∣

∣

n
∑

l=1

(∆k
n)i,l

(

n

∫

Il

f(v)dv − (fn)l

)

∣

∣

∣

= max
i=1,...,n

∣

∣

∣

n
∑

l=1

(∆k
n)i,l

(

n

∫ xl+1/2n

xl−1/2n

f(v)dv − f(xl)

)

∣

∣

∣.

For the fixed k ∈ N, the norms of the matrices ∆k
n are uniformly bounded with bound independent

of n. Hence, by (39), we get

max
i=1,...,n

|T k
An
f(xi)− (∆k

nfn)i|
n→∞−−−−→ 0. (42)

The convergence results (40) and (42) lead to

max
i=1,...,n

|
(

T k
An
f(xi)−∆kf(xi)

)

|

≤ max
i=1,...,n

|T kAn
f(xi)− (∆k

nfn)i|+ |(∆k
nfn)i −∆kf(xi)| n→∞−−−−→ 0.

(43)

Let ε > 0. Since ∆kf is smooth and
∑n

i=1 χIi(·)∆kf(xi) is piecewise constant on the compact
set [0, 1], there exists j ∈ N and x′n ∈ Ij = [xj − 1/2n, xj + 1/2n] such that

‖
n
∑

i=1

χIi(·)∆kf(xi)−∆kf‖L∞([0,1]) = |∆kf(xj)−∆kf(x′n)|.

Since ∆kf is Lipschitz continuous, it follows

|∆kf(xj)−∆kf(x′n)| ≤ C|xjn − x′n|
n→∞−−−−→ 0.

Hence, we can choose n ∈ N large enough such that

‖
n
∑

i=1

χIi(·)∆kf(xi)−∆kf‖L2[0,1] < ε, (44)

and together with (43)
max

i=1,...,n
|T kAn

f(xi)−∆kf(xi)| < ε. (45)
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As a result,

‖T kAn
f −∆kf‖L2[0,1] = ‖

n
∑

i=1

χIi(·)T kAn
f(xi)−∆kf‖L2[0,1]

≤ ‖
n
∑

i=1

χIi(·)T kAn
f(xi)−

n
∑

i=1

χIi(·)∆kf(xi)‖L2[0,1]

+ ‖
n
∑

i=1

χIi(·)∆kf(xi)−∆kf‖L2[0,1]

≤ ‖
n
∑

i=1

χIi(·)T kAn
f(xi)−

n
∑

i=1

χIi(·)∆kf(xi)‖L∞([0,1])

+ ‖
n
∑

i=1

χIi(·)∆kf(xi)−∆kf‖L2[0,1]

= max
i=1,...,n

|T k
An
f(xi)−∆kf(xi)|

+ ‖
n
∑

i=1

χIi(·)∆kf(xi)−∆kPL(λ)f‖L2[0,1] < 2ε,

i.e.,

‖P∆(λ)T
k
An
P∆(λ)g −∆kP∆(λ)g‖L2[0,1] ≤ ‖T k

An
P∆(λ)g −∆kP∆(λ)g‖L2[0,1]

n→∞−−−−→ 0.

Since (Gn)n
U−−−−→

n→∞
∆, Lemma 5.7 leads to

‖P∆(λ)T
k
An
P∆(λ)g −

(

P∆(λ)TAn
P∆(λ)

)k

g‖

≤ ‖P∆(λ)T
k
An
P∆(λ)g −∆kP∆(λ)g‖L2[0,1]

+ ‖∆kP∆(λ)g −
(

P∆(λ)TAn
P∆(λ)

)k

g‖L2[0,1]
n→∞−−−−→ 0,

finishing the proof.

A.6 Proof of Lemma 5.13

For l = 1 and j = 1, . . . , F1, we have

‖(φ̃1Wπn(An)
(yn))

j − (φ̃1W (y))j‖L2[0,1]

= ‖
F0
∑

k=1

mjk
1 h

jk
1 (TWπn(An)

)(ykn)−
F0
∑

k=1

mjk
1 h

jk
1 (TW )(yk)‖L2[0,1]

≤
F0
∑

k=1

‖mjk
1 h

jk
1 (TWπn(An)

)(ykn)−mjk
1 h

jk
1 (TW )(ykn)‖L2[0,1]

+

F0
∑

k=1

‖mjk
1 h

jk
1 (TW )(ykn)−mjk

1 h
jk
1 (TW )(yk)‖L2[0,1]

≤
F0
∑

k=1

|mjk
1 |‖hjk1 (TWπn(An)

)(ykn)− hjk1 (TW )(ykn)‖L2[0,1]

+

F0
∑

k=1

|mjk
1 |‖hjk1 (TW )(ykn)− hjk1 (TW )(yk)‖L2[0,1]

(46)

29



By Lemma 5.1 and by (24), every summand in the-right-hand-side of (46) converges to zero as
n→ ∞. Since ρ : R → R is Lipschitz continuous, we have

∫ 1

0

|ρ((φ̃1Wπn(An)
(yn))

j(x)) − ρ((φ̃1W (y))j(x))|2dx

≤ Λ2

∫ 1

0

|(φ̃1Wπn(An)
(yn))

j − (φ̃1W (y))j |2dx,

where Λ ∈ R is the Lipschitz constant of ρ. Hence, for every feature j = 1, . . . , F1 , we have
‖(φ1Wπn(An)

(yn))
j − (φ1W (y))j‖L2[0,1]

n→∞−−−−→ 0. By induction over the layers, we have

‖(φLWπn(An)
(yn))

j − (φLW (φ̃L−1
W (y)))j‖L2[0,1]

n→∞−−−−→ 0

for all features j ∈ {1, . . . , FL}.

A.7 Proof of Lemma 5.17

For every l = 1, . . . , L, let Cjkl denote the constant C of (21) corresponding to the filter h = hjkl ,

for j = 1, . . . , Fl, k = 1, . . . , Fl−1. Let C = maxl,j,k C
jk
l , where the maximum is over l = 1, . . . , L,

j = 1, . . . , Fl, and k = 1, . . . , Fl−1. Further, let M = maxl=1,...,L ‖Ml‖∞.
For j = 1, . . . , FL, we have

‖(φ̃LWπ(A)
(ψx))

j − (φ̃LW (y))j‖L2[0,1]

≤
FL−1
∑

k=1

‖mjk
L h

jk
L (TWπ(A)

)(φL−1
WA

(ψx)
k)−mjk

L h
jk
L (TW )(φL−1

WA
(ψx)

k)‖L2[0,1]

+

FL−1
∑

k=1

‖mjk
L h

jk
L (TW )(φL−1

WA
(ψx)

k)−mjk
L h

jk
L (TW )(φL−1

W (y)k)‖L2[0,1].

(47)

For the first summand on the right hand side of (47), we have

FL−1
∑

k=1

‖mjk
L h

jk
L (TWπ(A)

)(φL−1
WA

(ψx)
k)−mjk

L h
jk
L (TW )(φL−1

WA
(ψx)

k)‖L2[0,1]

≤
FL−1
∑

k=1

|mjk
L |‖hjkL (TWπ(A)

)− hjkL (TW )‖‖φL−1
WA

(ψx)
k‖L2[0,1]

≤ Cε

FL−1
∑

k=1

|mjk
L |‖φL−1

WA
(ψx)

k‖L2[0,1] ≤ εCM max
k=1,...,FL−1

‖φL−1
WA

(ψx)
k‖L2[0,1].

(48)

For the second summand in (47), we calculate

FL−1
∑

k=1

‖mjk
L h

jk
L (TW )(φL−1

WA
(ψx)

k)−mjk
L h

jk
L (TW )(φL−1

W (y)k)‖L2[0,1]

≤
FL−1
∑

k=1

‖mjk
L h

jk
L (TW )‖‖φL−1

WA
(ψx)

k − φL−1
W (y)k‖L2[0,1]

≤
FL−1
∑

k=1

|mjk
L |‖hjkL ‖∞‖φL−1

WA
(ψx)

k − φL−1
W (y)k‖L2[0,1] ≤M max

k
Rk
L−1,

(49)

where Rk
L−1 := ‖φL−1

WA
(ψx)

k − φL−1
W (y)k‖L2[0,1]. Together, (49) and (48) lead to

‖(φ̃LWπ(π(A))
(ψx))

j − (φ̃LW (y))j‖L2[0,1]

≤M max
k=1,...,FL−1

Rk
L−1 + CεM max

k=1,...,FL−1

‖φL−1
WA

(ψx)
k‖L2[0,1]
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for every j = 1, . . . , FL. Then,

‖(φLWπ(π(A))
)j(ψx)− (φLW )j(y)‖L2[0,1]

≤M max
k=1,...,FL−1

Rk
L−1 + CεM max

k=1,...,FL−1

‖φL−1
WA

(ψx)
k‖L2[0,1],

(50)

since the activation function is contractive. We solve the recurrence relation in (50). For this, we
estimate maxk=1,...,Fl

‖φlWA
(ψx)

k‖L2[0,1] for l = 1, . . . , L. Now, for k = 1, . . . , Fl,

‖φlWA
(ψx)

k‖L2[0,1] =

Fl−1
∑

k′=1

‖mjk′

l hjk
′

l (TWπ(A)
)(φl−1

WA
(ψx)

k′ )‖L2[0,1]

≤M max
k′=1,...,Fl−1

‖φl−1
WA

(ψx)
k′‖L2[0,1].

Hence,
‖φLWA

(ψx)
k‖L2[0,1] ≤ML max

k′=1,...,Fl−1

‖ψk′x ‖L2[0,1].

This leads to

‖(φLWπ(π(A))
(ψx))

j − (φLW (y))j‖L2[0,1] ≤ML(1 + LC) max
k=1,...,F0

‖ψkx − yk‖L2[0,1].
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