arXiv:2109.13243v3 [hep-ph] 18 Nov 2021

Presenting Unbinned Differential Cross Section
Results

Miguel Arratia,”? Anja Butter, Mario Campanelli,’ Vincent Croft,* Dag Gillberg,/
Aishik Ghosh,%" Kristin Lohwasser,’ Bogdan Malaescu,” Vinicius Mikuni,” Benjamin
Nachman,”! Juan Rojo,”™" Jesse Thaler,”? Ramon Winterhalder?

@ Department of Physics and Astronomy, University of California, Riverside, CA 92521, USA
b Thomas Jefferson National Accelerator Facility, Newport News, VA 23606, USA

¢Institut fiir Theoretische Physik, Universitdt Heidelberg, Heidelberg, Germany

4 University College London, London WCIE 6BT, UK

¢ Department of Physics and Astronomy, Tufts University, Boston, MA 02155, USA

f Department of Physics, Carleton University, Ottawa ON K18 5B6, Canada

9 Department of Physics and Astronomy, University of California, Irvine, CA 92697, USA

h Physics Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA

P University of Sheffield, Sheffield, S10 2TN, UK

ILPNHE, Sorbonne Université, Université de Paris, CNRS/IN2P3, Paris, France

k National Energy Research Scientific Computing Center, Berkeley, CA 94720, USA

! Berkeley Institute for Data Science, University of California, Berkeley, CA 94720, USA

™ Nikhef Theory Group, Science Park 105, 1098 XG Amsterdam, The Netherlands

" Department of Physics and Astronomy, Vrije Universiteit Amsterdam, NL-1081 HV Amsterdam,
The Netherlands

°Center for Theoretical Physics, Massachusetts Institute of Technology, Cambridge, MA 02139,
USA

PThe NSF Al Institute for Artificial Intelligence and Fundamental Interactions

2 Centre for Cosmology, Particle Physics and Phenomenology (CP3), Université catholique de Lou-
vain, 1348 Louvain-la-Neuve, Belgium

E-mail: bpnachman@lbl.gov

ABSTRACT: Machine learning tools have empowered a qualitatively new way to perform
differential cross section measurements whereby the data are unbinned, possibly in many
dimensions. Unbinned measurements can enable, improve, or at least simplify comparisons
between experiments and with theoretical predictions. Furthermore, many-dimensional
measurements can be used to define observables after the measurement instead of before.
There is currently no community standard for publishing unbinned data. While there are
also essentially no measurements of this type public, unbinned measurements are expected
in the near future given recent methodological advances. The purpose of this paper is to
propose a scheme for presenting and using unbinned results, which can hopefully form the
basis for a community standard to allow for integration into analysis workflows. This is
foreseen to be the start of an evolving community dialogue, in order to accommodate future
developments in this field that is rapidly evolving.
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1 Introduction

One of the main components of high energy particle and nuclear physics research is the
prediction and measurement of (differential) cross sections. Such spectra are sensitive
to a wide range of phenomena and can be used to extract fundamental parameters of the
Standard Model (SM), explore the quantum properties of the strong and electroweak forces,
tune Monte Carlo (MC) event generators, and search for physics beyond the SM. In order
to be comparable to data, predictions must be differential in the measurement observables;
in order to be comparable to other experimental data and theoretical predictions, data
must be corrected for detector effects. This is usually done by first discretizing the target
phase space into a finite number of bins. Then, the theoretical and experimental results
can be represented as histograms. These histograms can then be readily visualized and
their contents can be encoded in an array for easy storage (e.g. in HEPDATA [1]) and
statistical analysis including MC tuning [2], Parton Distribution Function (PDF) fits for
protons [3] and heavy nuclei [4], Wilson coefficient extractions from higher-dimensional
operators in the Effective Field Theories (EFTs) [5-14], and global fits of the parameters
of UV-complete theories [15, 16] such as supersymmetry. Correcting for detector effects is
known as unfolding (see Ref. [17-20] for recent reviews').

While the current paradigm has resulted in many exciting physics results, there are
also significant limitations. For example, the observables and binning must be chosen
ahead of time. This makes it difficult and in some cases impossible to compare different
measurements with each other and with theoretical calculations. Furthermore, the optimal
binning depends on the application. While there have been some proposals for unbinned
measurements in the past [22-24], until now, they were not used for data analysis. Recent
innovations in machine learning have empowered new algorithms that can process unbinned
and high- (or even variable-)dimensional inputs/outputs (e.g. the momenta of all jets in an
event) [25-35] which are already being used for the analysis of high energy physics data [36].
Representing unbinned spectra is very different than representing binned distributions and
therefore it is critically important to discuss common formats and tools to maximize the
science potential of the data and the corresponding theoretical predictions. Our goal is to
propose an algorithm-agnostic framework that could become a standard across experiments
and theory. In order to be most useful, widespread consensus is required and so input and
feedback is most welcome.

This document is organized as follows. First, Sec 2 motivates the use of unbinned
measurements. Then, Sec. 3 briefly describes existing proposals for unbinned unfolding
methods. The goal of the proposed format is that it should be method-agnostic and so it
needs to be able to accommodate all approaches. Section 4 discusses important statistical
properties of unbinned spectra, which will be relevant for ensuring that all necessary in-
formation is stored in the proposed format. The new format itself is described in Sec. 6.
An example is provided in Sec. 7. The paper ends with conclusions and outlook in Sec. 8.

! Unfolding is not the only way to publish reusable information about data — a complementary approach
is to publish the full statistical model of the data from parametric fits. See e.g. Ref. [21].



Our proposed format is meant to be the start of an evolving community dialogue, in order
to accommodate future developments in this field that is currently rapidly evolving.

2 Motivation

There are generally three inter-related motivations for unbinned measurements, which are
discussed below and combined with motivating physics examples.

2.1 Inference-Aware Binning

The first and foremost advantage is that measurements which are unbinned can be binned
at inference time using the optimal choice of bin boundaries (‘inference-aware binning’).
Currently, bins are chosen a priori without a particular statistical analysis in mind and
use heuristic approaches (e.g. bin purity > 50%) to achieve a useful binning for a wide
range of post hoc analyses. For a given statistical analysis, there will be an optimal choice
of binning that minimizes the uncertainty. For global fits combining multiple analyses,
the optimal binning for a particular input measurement could even change with time as
other results are updated or added. Multiple methods have been proposed to determine
the preferred binning such as Bayesian reweighting [37] and Hessian profiling [38] for PDF
fits and information geometry techniques for Higgs and EFT physics [39]. One can always
attempt a brute-force approach whereby a global analysis is repeated several times for
various choices of potential binning, but this option is usually disfavoured due to the heavy
computational requirements.

The choice of an optimal binning at the time of a particular statistical analysis is
facilitated by an unbinned result. This is particularly true for measurements of multiple
moments of distributions (see e.g. Ref. [40, 41]) and one could even perform an unbinned
or neural network-based analysis [42-48] without resorting to bins in the first place. With
the unbinned data, one could study the loss in sensitivity from binning. In many cases, the
information loss will be small (as the binning is adapted to the detector resolution), but the
unbinned data can be used to ensure that there is never a significant loss in sensitivity from
binning. This is particularly important for probing the tails of distributions, where any
information about the distribution within a bin can improve the sensitivity. For example,
such tails are critical for assessing the interplay between EFT and PDF fits [49]. Ultimately,
the detector resolution and its uncertainty set a limit on the amount of information that
can be extracted using unbinned spectra. In some cases, it may not be helpful to consider
finer bins, but it could be useful for a variety of reasons to shift bin boundaries.

The covariance matrices released together with binned unfolded measurements some-
times have very small eigenvalues, translating into instabilities at the level of the x? compu-
tations. The availability of unbinned observables would allow a more detailed investigation
and possibly a solution for such problem since it would be possible to rebin without nec-
essarily preserving the previous bin edges (in binned measurements, one can only merge,
but not shift bins).



2.2 Derivative Measurements

The second advantage of unbinned unfolding is that it enables measurements of derivative
observables. Suppose that one has measured a multi-differential cross section of xg, ..., T.
Unbinned methods allow for the post hoc measurement of f(zo,...,x,) for f: R" — R™.
In the binned case, only a crude measurement of f is possible, using the values of f given
by the combinations of bin centers over values of the x;.

A common challenge in global analyses is establishing which observables are maximally
sensitive to the parameters one aims to extract from the data. In some cases, one can exploit
physical arguments in favor of specific options, e.g. in EFT fits it is often advantageous
to bin data in terms of some invariant-mass variable to benefit from the energy-growth
induced by the EFT operators. Another example is provided by PDF fits, where in general
observables that are more closely related to the underlying partonic kinematics (such as
lepton rapidity distributions in Drell-Yan production) exhibit a higher sensitivity to the
PDFs. However, beyond these rather generic considerations, it is difficult to quantify
a priori which choice of binning or even of differential distribution enjoys the maximal
sensitivity. Even worse, the answer to this question may vary with time, since as the global
fit evolves the relative weight of specific directions in the parameter space vary.

Another important example is the measurement of observables in different reference
frames. For example, in ep scattering, it can be useful to change between the laboratory
frame and the Breit frame (7*p center-of-mass frame). A seamless change of reference frame
would benefit comparisons between different theoretical frameworks, which sometimes are
used to study the same final state (e.g. Ref. [50] and Ref. [51]).

As with binned measurements, it is essential that unbinned measurements include a
well-defined phase space (sometimes called the ‘fiducial volume’) for making comparisons
to other measurements and to theory predictions. A benefit of unbinned unfolding is that
one can more readily restrict the phase space after the measurement to match another
measurement or prediction that has a smaller fiducial volume.

2.3 Extension to Higher Dimensions

For many of the machine learning-based methods, it is straightforward to increase the di-
mensionality of the unfolding. While not strictly a benefit of unbinned unfolding directly,
there is a close connection between the unbinned nature of machine learning techniques
and their ability to accommodate more observables. This is further enhanced by the con-
siderations in the previous section. Highly differential binned cross sections are rare since
it is cumbersome/impractical to construct and utilize measurements with so many bins.
Unbinned measurements provide a practical alternative, but also come with smoothness
assumptions related to the interpolations between different phase-space regions, implicitly
done in the parameterisation of the detector response used at the unfolding step.

It is possible to take n different one-dimensional measurements and correlate them
through bootstrapping for statistical uncertainties® (see e.g. Ref. [52] and Ref. [53] for an

2The nuisance parameters for systematic uncertainties of the same type are assumed fully correlated
between measurements.



example using the inclusive jet and dijet double-differential cross-section measurements
in ATLAS), but this requires access to the event numbers in data (and to a lesser extent,
Monte Carlo) and the exact analysis selection code. These are usually only available within
a collaboration and if this is not done soon after an analysis is done, it often becomes
impossible or at least impractical later. In contrast, if all relevant dimensions are included
in the initial unfolding, then performing a fit to multiple spectra is straightforward. See e.g.
the discussion of Refs. [54-56] in the case of PDF analyses using top quark pair production
measurements.

High-dimensional measurements are particularly important for probing hadronic fi-
nal states, where it is important to simultaneously probe multiple objects. For example,
studies of azimuthal modulations in semi-inclusive deep inelastic scattering (SIDIS) and
related processes such as hadron-in-jet measurements need to include both electron and
hadron variables [57]. Such measurements often require unfolding O(10) dimensions at
once, which is challenging with binned approaches. It is known that limited geometrical
acceptance of detectors introduce coupling between different harmonics, and those effects
are compounded when performing binned measurements, especially when integrating over
kinematic variables, see e.g. Ref. [58]. Furthermore, the detector resolution can depend on
many quantities, so simultaneously including those observables will be necessary to achieve
the ultimate precision.

All in all, there are strong reasons why unbinned measurements would represent a
breakthrough in the way particle and nuclear physics measurements at the LHC and else-
where are both presented and used in theoretical interpretations, which would be specially
timely with the upcoming era of the high-statistics High Luminosity LHC [59, 60] and the
electron ion collider (EIC) [61].

3 Overview of Unbinned Methods

As the goal of the proposed format is to be unfolding-procedure agnostic, it is important to
briefly introduce current proposals so that the resulting format can be universally accom-
modating. This section is not meant to be comprehensive — please see the original papers
for further details. Additional examples of generative models or classification models in
high energy physics can be found in Ref. [62].

3.1 Experimental Measurements

For the remainder of this section, each data event will be represented by x € R", where n
could be one for a single target observable or n > 1 for a multidimensional unfolding. The
dimensionality of the detector-level and particle-level observables need not be the same and
unless specified, x will refer to the particle-level features.

3.1.1 Density-Based Models

Approaches of this type learn an implicit or explicit function p(x) : R™ — R that represents
the probability density of the unfolded result that is designed to estimate the true density
p(z). Low-dimensional approaches without neural networks have been proposed based on



non-parametric density estimators [63]. Deep generative models like Generative Adversarial
Networks (GAN) [64, 65] and Variational Autoencoders (VAE) [66, 67] produce implicit
models for p, i.e. they can sample from p but do not provide a method for evaluating it
explicitly. In contrast, deep models based on Normalizing Flows (NF) [68, 69] allow for
both sampling and density estimation. GAN-based proposals include Ref. [27, 30], Ref. [34]
relies on a VAE, and Ref. [29, 35] proposed using NF's.

3.1.2 Classifier-Based Models

Approaches of this type learn a function w(z) that approximates the likelihood ratio w(z) =
p(x)/pmc(z), where p(x) is the true probability density of the unfolded data as discussed
in the previous subsection, and pyic is the equivalent quantity predicted by a Monte Carlo
algorithm. With this function one can sample events from the nominal MC and weight
each event by w(z;), where x; are the features of the event. The produced sample has
now been reweighted to match the unfolded data and constitutes the (central value) of the
unbinned measurement. Any expectation values computed using this sample can be used
as the central value of a measurement of this quantity, and if we include a normalization
factor as part of w(x) that account for the integrated luminosity of the dataset, the sum of
weights of any kinematic region defined from x will correspond to the associated fiducial
cross section. Learning w is achieved by making use of a well-known [70, 71] fact that
one can directly learn likelihood ratios using classifiers, e.g. w(z) = f(z)/(1 — f(x)) for
classifier f(x) trained with the cross-entropy loss function. This turns the problem from
density estimation (estimating p(x) and pyc(x) separately) into classification. Classifier-
based proposals include Ref. [28, 31-33].

3.2 Theoretical Calculations

While the main motivation for the format proposed in this report is experimental mea-
surements, it can also be used for theory predictions. In fact, we strongly encourage the
publication of theoretical predictions alongside experimental measurements. If the latter
are presented unbinned, then the predictions should also be presented unbinned?. Un-
binned predictions could also be provided before a measurement is done, without the need
to iterate between theorists and experimentalists on the exact analysis binning. Related
ideas for unbinned theory predictions have been discussed in the context of (next-to)next-
to leading order n-tuples (see Ref. [72] and references therein) whereby all or part of a
calculation can be stored for later reuse. Just like for experimental results, theoretical
predictions come with uncertainties. Some of these uncertainties can be computed ‘on the
fly’ (e.g. in parton showers [73-75] and parton densities [76]) if certain information like
the colliding particle types and energies are stored. This information is not observable
(in machine learning, this is called ‘latent’) and so would not have a corresponding entry
in an unbinned measurement. While it could be interesting to store such information for
on-the-fly calculation of uncertainties, we propose to focus on fully prepared results that do

3Sometimes, predictions are complemented by weights that represent corrections for higher-orders (‘k-
factors’) or for non-perturbative effects. These could also be unbinned (and maybe could use machine
learning for parameterization in a given kinematic feature like jet pr).



not need any additional machinery for interpretation. This could be revisited in the future.
However, it is necessary to store the output of the weight variations so that uncertainties
can be computed, even if the weights cannot be rederived from the available (observable)
information.

4 Statistics of Unbinned Spectra

4.1 Acceptance Effects

An essential aspect of unfolded spectra is that they should not depend on detector-level
quantities. This means that in addition to correcting for resolution effects, unfolding al-
gorithms must also account for finite acceptance effects. One way to do this unbinned
was proposed in Ref. [31]: simply assign an ‘empty’ event symbol to events that pass the
detector-level or particle-level event selection (but not both). Particle-level empty events
are discarded from the final result. One should also be cautious of matching objects between
detector-level and particle-level because this can introduce a reliance on the detector-level
objects. For example, if one measures properties about the leading jet in an event, it
is important to not use a pr-matching to pick the particle-level jet — often is is better?
to use the leading particle-level jet independent of how close it might be to the leading
detector-level jet.

4.2 Background Subtraction

Many measurements have contamination from background processes that must be statis-
tically subtracted to produce a measurement in the desired region of particle-level phase
space. For example, a measurement involving charged leptons may need to estimate and
subtract the contribution from events with fake charged leptons. When measuring binned
spectra, this can be done on a bin-by-bin basis. There are multiple unbinned generaliza-
tions. For density-based methods (Sec. 3.1.1), one can learn a subtracted density [77]. For
classifier-based approaches (Sec. 3.1.2), one can assign a negative weight to events that
are to be statistically subtracted. If one wants to avoid negative weights, unbinned posi-
tive reweighting is possible [78]. The resulting weighted events could also be turned into
unweighted events, possibly based also on neural networks [79, 80].

Many backgrounds are estimated using data-driven methods like the fake factor and
ABCD methods. These approaches are usually constructed with bins, but unbinned gen-
eralizations are possible.

4.3 Local Statistical Uncertainty

To compute the expectation value of an observable from N weighted events, one needs to
average that observable over the event weights:

N
o= w; O(x;), (4.1)
=1

4Tt may instead be better to use a geometric matching. That renders the measurement dependent on
the detector-level observables, but given the superb angular resolution of modern detectors, this may be a
negligible effect. Another approach is to use a different scheme altogether (e.g. rapidity ordering [41]).



where w; are the individual event weights and O is the observable on interest that depends
on the event features x;. For example, in the case of a binned differential cross section,
the observable would be the indicator function for a histogram bin (0 if the event lands
outside of the bin of interest, 1 if it lands inside). The functions O and/or the weights w
may be dimensionful depending on the application. For example, in the case of a binned
differential cross section, fi will have units of cross section divided by the units of the
differential quantity. When measuring a summary statistic like the average of a quantity,
the weights w; are normalized to unity.

In the large N limit, the standard way to compute statistical uncertainties on fi¢ is to
sum over the squared weights:

(4.2)

This corresponds to estimating the standard error of the mean and dropping terms that
are higher-order in N. For equal weight events and a histogram-based observable, this
yields the standard result that di0/fio = 1/v/No, where Np is the number of events in
the histogram bin.

Because Egs. (4.1) and (4.2) depend on the same w;, one can derive the standard
statistical uncertainty by making sure each event is stored with its own weight. There are
contexts, however, where the standard formula does not apply. For example, if there is
a large variability in the event weights or if there are negative weight events, it may be
desirable to reweight the events in a local phase space patch while preserving the cross
section of that patch [81]:

1
Wpatch = N Z ws. (43)

patch events ¢ in patch

For small enough patches, this replacement preserves the expectation value in Eq. (4.1).

As emphasized in Ref. [78], however, it does not preserve the uncertainties:

1
2 2
Woatch 7 I g wy'. (4.4)
patch events ¢ in patch

The solution advocated in Ref. [78] was to resample events, such that a fraction of
events are removed and the remaining events are upweighted such that both Egs. (4.1) and
(4.2) are preserved. This solution might not be desirable in all circumstances, though, so
we advocate for separately storing

£

2 (4.5)

Wy, 79

where u?f has the interpretation as the local average squared weight. In the reweighting
example above, one would simply store the right hand sides of Egs. (4.3) and (4.4). In
situations where this extra information is not needed (i.e. there is no resampling), a value

of 1Z)i2 = w? should be used.



5 Systematic Uncertainties

Typically, systematic uncertainties are estimated by varying some aspect of the simulation
and repeating the unfolding procedure. Such uncertainties can be classified into two-point
and replica-type uncertainties (discussed more in Sec. 6.2). This section briefly discusses
uncertainties related to the unfolding procedure itself, which may be more involved when
using machine learning.

Potential biases from the unfolding procedure are typically evaluated through a set of
non-closure tests. In particular, the unfolding procedure is repeated for a case where the
answer is known and the difference between the unfolded result and the known answer can
be used to set a systematic uncertainty on the method bias. Examples of this type include
unfolding one generator (labeled ‘data’) with another generator (labeled ‘simulation’) as
well as stress-tests whereby one generator (labeled ‘data’) is deformed in some way and it is
then unfolded with the same, non-deformed generator (labeled ‘simulation’). For example,
a stress test may be created by weighting each event so that the ratio between the weighted
and unweighted distribution is linear with a particular slope. As with all systematic un-
certainties, there is no unique way to determine the non-closure uncertainty and ideally
the data should be used in some way to bound the range of reasonable variations studied.
Indeed, the method proposed in Ref. [82] allows to perform a data-driven closure test, in-
troducing weights at particle-level so that the corresponding detector-level distribution is
a better match to the data. This approach has the advantage of emulating the conditions
of the actual data unfolding, hence its reliability. In general, several non-closure tests have
to be performed and their output synthesized; and one has to make sure that the tests
probe complementary effects, in order to avoid a possible double counting of some effects
between such tests.

The same non-closure uncertainties discussed above can be used in the unbinned case.
No additional uncertainties are required simply because neural networks are used. However,
the architecture and training of neural networks may lead to sub-optimal performance and
it may be useful to estimate the potential deviation from optimal performance (referred
to as ‘optimally uncertainties’ in Ref. [48]) to ensure that they are small. In particular,
density-based methods (Sec. 3.1.1) assume that the learned density is the true density and
classifier-methods (Sec. 3.1.2) assume that the learned function is a monotonic transfor-
mation of the true likelihood-ratio. If ‘optimally uncertainties’ are not small, then the
architecture/learning could be improved or additional steps could be added to enhance
accuracy (such as calibration [83]). There are multiple ways to probe these uncertainties,
including reinitalizing with different starting parameters, bootstrapping, etc. Bayesian
neural networks may also be able to help quantify some of these ‘uncertainties’ [84].

6 Proposed Format and Storage

6.1 Structure

There are generically two ways to represent unbinned data. If the results can be encoded
by a parameterized probability density, then one could simply publish the functional form



and fitted parameters. A second approach would be to publish data sampled from the
unbinned result. This second approach is more general as not all methods produce a
fitted function (see Sec. 3) and therefore it is the baseline for our proposal®. However, we
strongly encourage publishing any other representation as well, including neural network
architectures (with fitted weights and biases) which can be used to either generate new
samples (Sec. 3.1.1) or reweight new samples (Sec. 3.1.2). Neural networks would ideally
be converted to a standard format like the Open Neural Network Exchange (ONNX) [85]
or the native format if a given architecture is not supported in ONNX or precision is lost. If
converting to a non-native format, it is important to verify that there is no loss in precision,
which may be especially important for likelihood ratio approximations.

The proposal is to have two files: (1) a submission file, which has the same format as
the submission YAML file used for HEPDATA and (2) a data file for each measurement.
We encourage analyzers to include a default binning with the corresponding histogram
contents for easy comparison and validation. The location of the data files are in the
submission file. Note that a given analysis may include multiple measurements; also a
given measurement could have multiple dimensions and from it, multiple observables could
be constructed. Suppose that a given measurement has k-dimensions per event. Further
suppose that there are N events sampled from the unfolded result and there are M sys-
tematic uncertainties. Then, the data files for the measurement will be a matrix of size
(M +1) % (k+2) x N. A common block is repeated for the nominal and all uncertainties.
This block has N columns and k + 2 rows. The first k rows are simply the values of the
observable #; € R¥. The next row encodes per-event weights and the last row encodes
the per-event statistical uncertainty. In most cases, the per-event statistical uncertainty
will simply be the per-event weight squared, but it need not be the case (see Sec. 4). The
structure of this block is illustrated below, for an algorithm that does not use event weights
(top) and one that does (bottom):

Example: density-based approach (no event-weights)
fla 527 000g fN

Example: classifier-based approach

L1, 25 -y TN

w1, W2, ... , WN
2 2 2

wi, wh, ... , Wy

5In the future, there may also be interest in unfolding parameterized observables such that the observables
themselves depend on an input u. This could be done by providing values sampled in p, but this could
result in some loss of information depending on how the unfolding is performed. Exploring this possibility
is left for future work.
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Note that the above tables are represented as one event per column to fit on the page,
but we envision that actually each event will be represented as a row (the transpose of the
above tables). Furthermore, for classifier-based methods, for systematic variations that use
the same particle-level events, but with different detector-level events or different weights,
it could be possible to use the same feature list with a different set of unfolded weights for
each uncertainty. In this case, only (k+ 2+ 2M) x N numbers are required (or even fewer
if the local uncertainty is w?).

6.2 Uncertainties

There are two types of uncertainties: two-point and replica. Two-point uncertainties result
from modifying a discrete parameter in the simulation and then rerunning the unfolding.
In this case, there will be an entry in the output that has the same structure as the nominal
result, but with different values (either different Z;, different weights, or both). When the
unfolded data are assembled into a bin, the uncertainty on the bin content is computed by
taking the difference in the bin content when using the nominal entry and the varied entry.

Replica uncertainties are constructed by sampling many unfolded results from a distri-
bution. They are described by not one entry, but many entries and the uncertainty when
binned is computed by taking the standard deviation across values. The most common
replica uncertainties are due to statistical uncertainties where the data or simulation are
bootstrapped and the unfolding is repeated a number of times. Replica uncertainties are
also encountered for resolution uncertainties where additional smearing may be added to
a reconstructed object many times to determine the impact of an increased resolution.

6.3 Storage

Unlike recording histograms, storing unbinned data in the proposed format may require
significant storage space (O(GB)). We therefore propose to host the results on ZENODO
(https://zenodo.org), but linked to HEPDATA to make it easier to search and integrate
with Rivet routines [86].

The access to the content of these large files can be streamlined to allow exploration
of the data on the server while downloading only a relevant sub-region of the data. This
would allow a user to download only the relevant observables from multiple files in an
automated fashion and perform a combined analysis. The HDF5 format [87] allows for
querying, and the HDF Server (h5serv) [88] defines universal unique identifiers (UUID) for
each group and dataset object, which means that the user does not require prior knowledge
of the HDF5 path in order to access a group in the file. Alternate implementations such
as with XRootD [89] if using root format files or with Paquet [90] and Arrow [91] are also
possible. The additional effort to add server side support required for these implementa-
tions is relatively small and will become worthwhile as presenting unbinned data becomes
widespread.

6.4 Common Tools

The integration with standard analysis statistical (e.g. ROOUNFOLD [92]) and preservation
tools (e.g. RIVET [86]) will depend on and benefit from the solution chosen for storage and
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presentation of the unfolded result. This would require extensions of common tools, such
as a machine learning interface to ROOUNFOLD and a utility in RIVET to rebin data on
the fly. However, given the widespread use of these tools for comparing with predictions,
it will be important to add to these packages as unbinned measurements become popu-
lar. Additional harmonization would also be useful, such as the standardization of names
for various nuisance parameters. While this is not strictly a requirement of unbinned un-
folding, it would facilitate easier comparisons and combinations with existing and future
measurements.

7 Example

As an example, we consider the Z + jets production process. The main purpose of this
section, is to show in practice the differences of density-based and classifier-based models.
As a classifier-based model we utilize the OMNIFOLD [28] approach which is an unbinned
and multi-dimensional version of the well-established IBU [93-95] method. As a density-
based model we employ a conditional invertible neural network (cINN) as being used in
Ref. [29] which directly learns a stochastic mapping from detector-level to particle-level.
The code to reproduce both methods can be found at this Github repository.

We use the same simulations as in Ref. [28], which are briefly summarized in the fol-
lowing. Proton-proton collisions are simulated at /s = 14 TeV using PYTHIA 8.243 [96-98]
with Tune 26 [99]. Detector effects are emulated using the DELPHES 3.4.2 [100] fast simula-
tion of the CMS detector, which uses particle low reconstruction. The PYTHIA simulation
will be called ‘data’ and is also the model for the nominal ‘simulation’. An alternative
simulation, to illustrate a systematic uncertainty, is provided by HERwIG 7.1.5 [101-103]
with its default tune. Jets are clustered using the anti-k; algorithm [104] with radius pa-
rameter R = 0.4 as implemented in FASTJET 3.3.2 [105, 106], using either all particle flow
objects (detector-level) or stable non-neutrino truth particles (particle-level). To reduce
acceptance effects, the leading jets are studied in events with a Z boson with transverse
momentum p% > 200 GeV. A set of 500,000 events are set aside as ‘data’ and 500,000
events from both PYTHIA and HERWIG are then used for the simulation. To keep this
example focused, we consider a two-dimensional unfolding of the N-subjettiness variables
71 and 7 [107, 108].

Both neural network models are implemented in TENSORFLOW [109] and optimized
using ADAM [110]. The OMNIFOLD network consists of three hidden layers with 50 nodes
per layer using the rectified linear activation function (ReLU) for intermediate layers and a
sigmoid for the final layer. Training proceeds for 20 epochs with a batch size of 10,000 and
the algorithm is repeated for five iterations. The cINN stacks 12 affine coupling blocks,
where each block consists of a fully connected multi-layer perceptron with 4 hidden layers,
16 nodes per layer and leaky ReLLU as activation function. It is trained for 50 epochs and
a batch size of 1000. None of these parameters were optimized. An schematic overview
comparing both employed models is illustrated in Fig. 1.

In the case of the cINN, the nominal result is built by training on the particle-level
and detector-level ‘simulation’ and then applied to the detector-level ‘data’. Ten particle-
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Figure 1. An schematic overview illustrating which parts are connected via several different models
and tools. The black arrows indicate the usage of DELPHES. The red arrows show which parts are
connected by the cINN method. In contrast, the iterative procedure of OMNIFOLD is highlighted
by the purple arrows. Adapted from Ref. [28].

level events are sampled from the density for each detector-level ‘data’ event. In order to
preserve the total cross section, each event is then given a weight of w; = 0.1. The first
five sampled events in the proposed format are shown below (Z; = (71,4, 72)):

cINN: Nominal

(0.093,0.067), (0.138,0.079), (0.095,0.066), (0.056,0.054), (0.362,0.261) , ...
0.1, 0.1, 0.1, 0.1, 0.1 , ...

0.01, 0.01, 0.01, 0.01, 0.01 , ...

The systematic uncertainty due to the MC model is estimated similarly. In particular,
the cINN is trained using the particle-level and detector-level samples from the alternative
simulation. This model is then applied to the ‘data’, where ten events are sampled from
each ‘data’ event. The first five samples are shown here:

cINN: Systematic Uncertainty (Alternative MC)

(0.059,0.042), (0.150,0.102), (0.117,0.086), (0.090,0.065), (0.091,0.050) , ...
0.1,0.1,0.1, 0.1, 0.1 , ...

0.01, 0.01, 0.01, 0.01, 0.01 , ...

For the nominal OmniFold result, both the ‘data’ and ‘simulation’ are used to derive
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weights. Since the ‘data’ and ‘simulation’ are statistically identical, the weights are nearly
constant and unity, as shown below:

OmniFold: Nominal

(0.070,0.071), (0.206,0.181), (0.117,0.053), (0.292,0.122), (0.029,0.027) , ...
1.003, 1.003, 1.003, 1.003, 1.003 , ...

1.007, 1.007, 1.007, 1.007, 1.007 , ...

Finally, the alternative MC OmniFold result is shown below. Now that the data and
corresponding simulation are not statistically identical, the weights follow a non-trivial
distribution:

OmniFold: Systematic Uncertainty (Alternative MC)
(0.185,0.086), (0.063,0.065), (0.400,0.156), (0.179,0.125), (0.050,0.047) , ...
0.696, 1.626, 0.658, 0.777, 1.713 , ...

0.485, 2.645, 0.433, 0.604, 2.934 , ...

\. J

A histogram of the weights for all methods is presented in Fig. 2 and the corresponding
unfolded distributions, with a systematic uncertainty band is shown in Fig. 3. As advertised
in Sec. 2, a benefit of unbinned unfolding is that it is easy to define new observables. This
is demonstrated in Fig. 4, which shows unfolded results for 791 = 79/71, which can be
derived from the two-dimensional unfolded phase space. The OmniFold and cINN results
are comparable; as stated earlier, neither method was optimized and it would be exciting
to quantitatively compare the two approaches in the future.
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8 Conclusions and Outlook

This report has presented a proposal for publishing unbinned differential cross section
measurements and predictions. The methodology for unbinned measurements has been
enhanced in part because of recent advances in machine learning. Unbinned measurements
can always be rebinned and analyzed with traditional methods. In order to make best use
of future measurements that use these tools, it is important to have some community stan-
dards and guidelines. We hope that this paper will serve the purpose of having a concrete
proposal to discuss with all of the relevant experimental and theoretical communities. This
is foreseen to be the start of an evolving community dialogue, in order to accommodate
future developments in this field that is currently rapidly evolving.
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