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Three New Infinite Families of Optimal Locally
Repairable Codes from Matrix-Product Codes

Gaojun Luo, Martianus Frederic Ezerman, and San Ling

Abstract

Locally repairable codes have become a key instrument in large-scale distributed storage systems. This paper focuses on
the construction of locally repairable codes with (r, δ)-locality that achieve the equality in the Singleton-type bound. We use
matrix-product codes to propose two infinite families of q-ary optimal (r, δ) locally repairable codes of lengths up to q2 + q. The
ingredients in the matrix-product codes are either linear maximum distance separable codes or optimal locally repairable codes of
small lengths. Further analysis and refinement yield a construction of another infinite family of optimal (r, δ) locally repairable
codes. The codes in this third family have unbounded lengths not divisible by (r + δ − 1).

The three families of optimal (r, δ) locally repairable codes constructed here are new. Previously constructed codes in the
literature have not covered the same sets of parameters. Our construction proposals are flexible since one can easily vary r and
δ to come up with particular parameters that can suit numerous scenarios.

Index Terms

matrix-product code, distributed storage system, locally repairable code, maximum distance separable code

I. INTRODUCTION

The importance of large-scale distributed storage systems in our era of exponentially growing data is evident. Examples of
their deployment by large corporations come in names such as Google’s Bigtable, Microsoft Azure’ Blob Storage, and
Amazon’s S3. Such systems are ubiquitous to ensure data availability in the event that some of the nodes have gone down,
for whatever reason. Erasure codes were introduced to retrieve failed nodes and attain better repair efficiency. Among erasure
codes, maximum distance separable (MDS) codes are appealing. They can repair the maximum number of node failures for a
given redundancy. For a small amount of node failures, however, MDS coding schemes are low in efficiency. To repair failed
nodes more efficiently, locally repairable codes (LRCs) was proposed in [13].

A. Codes with locality

Let q be a prime power and let Fq be the finite field with q elements. If a linear code C over Fq is a k-dimensional subspace
of Fnq and has the minimum Hamming distance d, then we denote its parameters by [n, k, d]q . Such a code C is maximum
distance separable (MDS) if d = n− k + 1. Following Gopalan et al. in [13], we say that the ith symbol ci, for 1 ≤ i ≤ n,
of C has locality r, with 1 ≤ r ≤ k, if it can be recovered from at most r other code symbols in C. The code C is an r-LRC
with parameters [n, k, d]q if all of its symbols have locality r.

To address the problem of multiple device failures in practical scenarios, Prakash et al. in [26] extended the concept of
r-locality to (r, δ)-locality. In their setup, every symbol can be recovered locally in the presence of additional δ − 2 erasures.
For an [n, k, d]q code C, the ith symbol ci, again for 1 ≤ i ≤ n, of C is said to have (r, δ)-locality if there exists a subset
Si ⊆ [n] := {1, 2, . . . , n} containing i and a punctured code C|Si such that the length |Si| ≤ r + δ − 1 and the distance
d(C|Si) ≥ δ, where C|Si is the code C punctured on the coordinate set [n] \ Si by deleting the components indexed by the set
[n] \ Si in each codeword of C. The code C is called an (r, δ)-LRC if all symbols possess (r, δ)-locality.

It is clear that, if δ = 2, then the (r, δ)-locality in [26] reduces to the r-locality in [13]. Let d·e be the ceiling function. In
[26], the trade-off, called the Singleton-type bound, among the parameters n, k, d, r, and δ of an (r, δ)-LRC is given as

d ≤ n− k + 1−
(⌈

k

r

⌉
− 1

)
(δ − 1). (1)

An (r, δ)-LRC achieving this bound with equality is said to be optimal. Finding explicit constructions of optimal (r, δ)-LRCs
is both of theoretical and practical significance. This general problem has attracted considerable attention, as exemplified by
the respective works in [8], [27], [34], [19], [35], [36], [3], [5], [26], [13], [32], [6], [18], [23], [24], [17], [14], [33], [30],
[15], [31].
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B. Known results on optimal (r, δ)-LRCs

An early construction of optimal LRCs, known as pyramid codes, was introduced in [15]. Based on Gabidulin codes,
Silberstein et al. in [31] presented another class of optimal LRCs. In [32], a construction of q-ary optimal LRCs of length
n ≤ q was derived from Reed-Solomon codes. This construction was extended in [18] by using the automorphism group of
rational function fields. Using elliptic curves, Li, Ma, and Xing in [23] constructed some q-ary optimal LRCs of lengths up to
q +
√
q. For practical applications, it is desirable to construct optimal LRCs of a large length relative to the field size q. Like

in the case of MDS codes, determining the maximum length of optimal LRCs is an interesting question. Guruswami, Xing,
and Yuan in [12] provided an upper bound on the lengths of optimal LRCs. They also proposed several q-ary optimal LRCs
of lengths superlinear in q. Taken collectively, for minimum distances d ≤ 10, optimal LRCs of superlinear lengths have been
constructed in many works, e.g., those in [24], [12], [19], [34], [29].

Cyclic and constacyclic codes are powerful ingredients in the construction of optimal (r, δ)-LRCs due to their nice algebraic
structure. Some families of cyclic or constacyclic optimal (r, δ)-LRCs over Fq of length n | (q + 1) or n | (q − 1) were built
in [6], [8], [27]. Optimal (r, δ)-LRCs produced by cyclic codes, in particular, have flexible parameters r and δ. However, it
is difficult to construct cyclic optimal (r, δ)-LRCs of superlinear lengths. Prior to our present work, only a few families of
optimal cyclic (r, δ)-LRCs were known. They have unbounded lengths but small minimum distances [10], [24]. In [3], the
maximum length of optimal (r, δ)-LRCs was determined when (r+δ−1) is a divisor of the length n. Employing combinatorial
structures, some families of optimal (r, δ)-LRCs with superlinear lengths were proposed very recently in [3], [20]. Another
approach to designing optimal (r, δ)-LRCs of superlinear length is by a direct construction of suitable parity-check matrices,
as was done, e.g., in [5], [35], [36].

C. Our contributions and techniques

This paper aims at constructing infinite families of optimal (r, δ)-LRCs over Fq of superlinear lengths. The techniques and
results can be summarized as follows.

1. Matrix-product codes (see Section II-B) were introduced in [1], [25] to construct longer codes from known shorter ones.
It was demonstrated in [28], [4], [22] that some quasi-cyclic codes as well as repeated-root cyclic and constacyclic codes
can be expressed as matrix-product codes. In this paper, we use matrix-product codes to construct optimal (r, δ)-LRCs of
superlinear lengths. This approach, to the best of our knowledge, has never been attempted before.
Starting from nested linear codes CM ⊆ · · · ⊆ C1, we show that the linear code C1 and the matrix-product code built from
C1, · · · , CM possess the same (r, δ)-locality. In other words, if C1 is an (r, δ)-LRC, then so is the matrix-product code. By
selecting MDS codes or optimal (r, δ)-LRCs as the nested codes C1, . . . , CM , we provide an easily computable criterion
for the corresponding matrix-product code to be optimal with respect to the bound in (1). Using the criterion, we obtain
a huge number of q-ary optimal (r, δ)-LRCs for any fixed q. These codes are presented in Table I. In particular, the total
number of q-ary optimal (r, δ)-LRCs obtained based on the criterion increases nonlinearly as q grows larger.

2. We construct three infinite families of optimal (r, δ)-LRCs with superlinear lengths.
The codes in the first two families of optimal q-ary (r, δ)-LRCs (Cor. 1 and Cor. 2) have minimum distance d ≥ 2δ and
lengths up to q2 + q when (r − 1)t ≤ δ, with 2 ≤ t ≤ q. Remark 2 and Table II, however, imply that known optimal
(r, δ)-LRCs with superlinear length and minimum distance d ≥ 2δ must have r ≥ (d − δ) ≥ δ. Hence, our optimal
(r, δ)-LRCs codes have new parameters. Their values for r are smaller in comparison to those of prior codes. This says
that erasure nodes in our coding scheme can be repaired by consulting fewer nodes.
Remark 3 and Table III affirm that the length n of previously-known optimal (r, δ)-LRCs with unbounded length is
divisible by (r + δ − 1). In fact, all known optimal (r, δ)-LRCs in the literature have length n which is divisible by
(r + δ − 1), except for the optimal cyclic (r, δ)-LRCs over Fq of length n | (q − 1) or n | (q + 1) in [27]. The third
family of optimal (r, δ)-LRCs over Fq in Theorem 11 that we propose here is new, since the lengths are unbounded and
not divisible by (r + δ − 1).

In terms of organization, we proceed as follows. In Section 2, we recall some basic results which will be needed in our
discussion. Section 3 is devoted to constructions of optimal (r, δ)-LRCs. We make concluding remarks in Section 4 to wrap
the paper up. All computations are done in MAGMA [2].

II. PRELIMINARIES

This section collects basic definitions and known results that will be used in our constructions. We start with the generalized
Reed-Solomon codes.

A. Generalized Reed-Solomon codes

Let F∗q denote the multiplicative group Fq \ {0} of Fq . Let α1, . . . , αn be n distinct elements of Fq . We can then define the
vector a := (α1, . . . , αn). For 0 ≤ k ≤ n, the generalized Reed-Solomon (GRS) code GRSk(a,v) is defined as

GRSk(a,v) := {(v1f(α1), . . . , vnf(αn)) : f(x) ∈ Fq[x], deg(f(x)) < k} , (2)
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where v = (v1, . . . , vn) ∈ (F∗q)n. It is well known, e.g., from [21, Section 9], that GRSk(a,v) is an [n, k, n− k + 1]q-MDS
code. Its dual code is

GRSk(a,v)
⊥ := GRSn−k(a,v

′),

for some v′ = (v′1, v
′
2, . . . , v

′
n), where v′i 6= 0 for all 1 ≤ i ≤ n. A parity-check matrix of GRSk(a,v) is given by

H =


v′1 v′2 · · · v′n
v′1α1 v′2α2 · · · v′nαn

...
...

. . .
...

v′1α
n−k−1
1 v′2α

n−k−1
2 · · · v′nα

n−k−1
n

 .

One can define the extended GRS code GRSk(a,v,∞) of length n+ 1 to be

GRSk(a,v,∞) := {(v1f(α1), . . . , vnf(αn), fk−1) : f(x) ∈ Fq[x], deg(f(x)) < k} ,

where fk−1 is the coefficient of xk−1 in f(x) and v = (v1, . . . , vn) ∈ (F∗q)n. The extended GRS code preserves the MDS
property and GRSk(a,v,∞) is an [n+ 1, k, n− k + 2]q-MDS code.

B. Matrix-product codes

Let A = (ai,j)i∈[M ], j∈[N ] be an M ×N matrix over Fq , with M ≤ N . For each i ∈ [M ], let Ci be an [n, ki, di]q-code. The
matrix-product code (C1, . . . , CM ) ·A is defined by

(C1, . . . , CM ) ·A : = {(c1, . . . , cM ) ·A : c1 ∈ C1, . . . , cM ∈ CM}

=

{(
M∑
`=1

c` a`,1, . . . ,

M∑
`=1

c` a`,N

)
: c1 ∈ C1, . . . , cM ∈ CM

}
. (3)

It is easy to check that the matrix-product code (C1, . . . , CM ) ·A is a linear code of length Nn over Fq with a generator matrix

G =


a1,1 G1 a1,2 G1 · · · a1,N G1

a2,1 G2 a2,2 G2 · · · a2,N G2

...
...

. . .
...

aM,1 GM aM,2 GM · · · aM,N GM

 , (4)

where Gi is a generator matrix of Ci for i ∈ [M ].
Given an M × N matrix A over Fq , let Ai stand for the i × N matrix formed by the first i rows of A. For 1 ≤ j1 <

j2 < . . . < ji ≤ N , we denote by A(j1, . . . , ji) the i× i matrix consisting of columns j1, . . . , ji of Ai. We call the matrix A
nonsingular by columns (NSC) if A(j1, . . . , ji) is nonsingular for any i ∈ [M ] and 1 ≤ j1 < j2 < . . . < ji ≤ N .

Example 1. Let {α1, . . . , αN} be an arbitrary subset of Fq . For 1 ≤M ≤ N ≤ q, the Vandermonde matrix
1 1 · · · 1
α1 α2 · · · αN
...

...
. . .

...
αM−11 αM−12 · · · αM−1N


is nonsingular by column (NSC).

For an M ×N NSC matrix A, there is no limitation on the numbers of columns if M = 1. For M > 1, however, it was
shown in [1] that there exists an M ×N NSC matrix over Fq if and only if M ≤ N ≤ q.

The next lemma gives the dimension and minimum distance of (C1, . . . , CM ) ·A.

Lemma 1. [1], [25] Let (C1, . . . , CM ) · A be a matrix-product code defined in (3) with parameters [Nn, k, d]q . If A is full
rank, then

k =

M∑
i=1

ki and d ≥ min
i∈[M ]

{diρi},

where ρi is the minimum distance of the linear code over Fq generated by the first i rows of A. Equality holds if C1, . . . , CM
are nested codes, that is, CM ⊆ · · · ⊆ C1. Furthermore, ρi = N − i+ 1, for each i ∈ [M ], if the matrix A is NSC.
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III. MAIN RESULTS

In this section we investigate the locality of the matrix-product code (C1, · · · , CM ) · A when C1, · · · , CM are nested and
A is full rank. We establish a sufficient condition for the matrix-product code to be an optimal LRC. We then propose some
new infinite families of optimal q-ary (r, δ)-LRCs of length n > q. We begin with the locality of the matrix-product code
(C1, · · · , CM ) ·A.

Suppose that H = (h1,h2, · · · ,hn) is an m× n matrix. The support of H is

Supp(H) := {i ∈ [n] : hi 6= 0},

where 0 is the zero column vector of length m. We will use the next lemma to determine the locality of the matrix-product
code.

Lemma 2. Let C be an [n, k, d]q-code. Let r and δ be positive integers, with δ > 1. The αth code symbol of C has (r, δ)-locality
if and only if there exists an m× n matrix H over Fq with the following properties.

1) The index α is in Supp(H).
2) |Supp(H)| ≤ r + δ − 1 such that any δ − 1 nonzero columns of H are linearly independent over Fq .
3) Hc> = 0 for every c ∈ C.

Proof: Suppose that the αth code symbol of C has (r, δ)-locality and Sα is a subset of [n] such that α ∈ Sα. We let
` := |Sα| and write Sα = {j1, j2, . . . , j`}, with 1 ≤ j1 < j2 < . . . < j` ≤ n. Using Sα we construct the punctured code C|Sα
of length ` ≤ r+ δ− 1 and distance d (C|Sα) ≥ δ. In deriving C|Sα from C we keep only the entries at the coordinates in Sα,
that is, we remove entries at the coordinates in [n] \ Sα. Let H := (hj1 ,hj2 , . . . ,hj`) be a parity check matrix for C|Sα . By
inserting n− ` zero columns into the matrix H at the coordinates in [n]\Sα, we obtain the matrix H = (h1,h2, · · · ,hn) over
Fq such that α ∈ Supp(H) and |Supp(H)| ≤ r + δ − 1. It is immediate that Hc> = 0 for every c ∈ C. Since d (C|Sα) ≥ δ,
we can establish the Fq-linear independence of any δ − 1 nonzero columns of H . The desired result follows.

Conversely, let H = (hi,j)m×n be a matrix over Fq that has the three listed properties. Let C|Supp(H) be the code derived from
C by puncturing at the coordinates in [n] \ Supp(H). We write H in terms of its n column vectors as H = (h1,h2, . . . ,hn).
Then K := (hj)j∈Supp(H) is an m× |Supp(H)| matrix such that Ka> = 0 for each a ∈ C|Supp(H). Since any δ− 1 columns
of K are Fq-linearly independent, the minimum distance of C|Supp(H) is at least δ. Thus, for any α ∈ Supp(H), the αth code
symbol of C has (r, δ)-locality.

We now characterize the locality of the matrix-product code (C1, . . . , CM ) · A in terms of the locality of C1, given that
C1, . . . , CM are nested codes.

Lemma 3. Let C1, . . . , CM be q-ary linear codes of length n with CM ⊆ · · · ⊆ C1. Let C := (C1, . . . , CM ) · A be the
matrix-product code over Fq defined in (3), where A has full rank. If C1 is an (r, δ)-LRC, then C has (r, δ)-locality.

Proof: By Lemma 2 and the fact that C1 is an (r, δ)-LRC, for any α ∈ [n], there exists an m× n matrix H over Fq with
α ∈ Supp(H), the support size |Supp(H)| ≤ r + δ − 1 such that any δ − 1 nonzero columns of H are linearly independent
over Fq , and Hc> = 0 for every c ∈ C1.

Let O denote the m × n zero matrix and let H1 := (H,O, · · · , O). The latter is an m × nN matrix over Fq that inherits
the three relevant properties of H , namely, α ∈ Supp(H1), the support size |Supp(H1)| ≤ r + δ − 1, and any δ − 1 nonzero
columns of H1 are linearly independent over Fq . Note that

C = (C1, . . . , CM ) ·A =

{(
M∑
`=1

c`a`1, · · · ,
M∑
`=1

c`a`N

)
: c1 ∈ C1, . . . , cM ∈ CM

}
.

It follows from CM ⊆ · · · ⊆ C1 that H1c
> = 0 for any c ∈ C. By Lemma 2, the αth symbol of C has (r, δ)-locality for any

α ∈ [n]. Continuing inductively, by defining

H2 := (O,H, · · · , O) , . . . , HN := (O,O, · · · , H) ,

we can similarly infer that the (jn+ α)th symbol of C has (r, δ)-locality for each j ∈ [N − 1]. Thus, C is an (r, δ)-LRC.

A. Optimal (r, δ)-LRCs with d ≥ 2δ

We now look into matrix-product codes from linear MDS codes. We present an easily computable criterion for a matrix-
product code to be optimal. We then construct optimal (r, δ)-LRCs over Fq of lengths up to q2 + q. To establish the criterion
we use the next lemma.

Lemma 4. Let r, δ, M and N be positive integers, with δ > 1 and q ≥ N > M > 1. Let C1 = · · · = CM−1 be [r+δ−1, r, δ]q-
MDS codes. Let CM be an [r+δ−1, r−g, δ+g]q- MDS code, where g < r is a nonnegative integer. Let C = (C1, . . . , CM ) ·A,
as defined in (3), be a matrix-product code such that A is an M ×N NSC matrix. If

CM ⊆ C1, 0 ≤ g ≤ δ

N −M + 1
, and (N −M)(g − r + 1) =

⌊g
r

⌋
(δ − 1),
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then C is an optimal (r, δ)-LRC with parameters

[N(r + δ − 1),Mr − g, (N −M + 1)(δ + g)]q .

Proof: It is straightforward to confirm that C1 has (r, δ)-locality. Since CM ⊆ · · · ⊆ C1 and A is NSC, it follows from
Lemma 3 that C = (C1, . . . , CM ) ·A is an (r, δ)-LRC. Therefore, by Lemma 1, C has parameters

[Nn,Mr − g, d]q , with d = min {Nδ, . . . , (N −M + 2)δ, (N −M + 1)(δ + g)} .

Since 0 ≤ g ≤ δ
N−M+1 , the minimum distance d is (N −M + 1)(δ + g). By the bound in (1), we get the upper bound

d ≤ N(r + δ − 1)− (Mr − g)−
(⌈

Mr − g
r

⌉
− 1

)
(δ − 1) + 1

= (N −M)(r + δ − 1) + g + δ +
⌊g
r

⌋
(δ − 1)

= (N −M + 1)(δ + g). (5)

The last equality comes from (N −M)(g − r + 1) =
⌊
g
r

⌋
(δ − 1). Thus, C is an optimal (r, δ)-LRC.

Lemma 4 leads to a nice characterization.

Theorem 5. Let r, δ, M , and N be positive integers, with δ > 1 and q ≥ N > M > 1. Let C1 = · · · = CM−1 be
[r + δ − 1, r, δ]q-MDS codes. Let g be an integer with

0 ≤ g ≤ δ

N −M + 1
and g < r.

Let CM be an [r + δ − 1, r − g, δ + g]q-MDS code such that CM ⊆ C1. Suppose that C = (C1, · · · , CM ) ·A, as defined in (3),
is the matrix-product code such that A is an M ×N NSC matrix. Then C is an optimal (r, δ)-LRC if and only if r = g + 1.

Proof: If r = g + 1, then the assertion follows immediately from Lemma 4.
Conversely, by Lemma 4, the matrix-product code C has parameters

[N(r + δ − 1),Mr − g, (N −M + 1)(δ + g)]q .

Since C is optimal, we obtain
(N −M)(g − r + 1) =

⌊g
r

⌋
(δ − 1).

Since r − g > 0 and N > M , we have r = g + 1.
Theorem 5 describes a method to use nested MDS codes in generating optimal LRCs. It is well known, e.g., from [16,

Chapter 7, Section 4], that trivial q-ary linear MDS codes are the repetition codes [`, 1, `]q , their duals [`, `−1, 2]q , and the full
vector space [`, `, 1]q of any length `. The main conjecture for MDS codes says that a nontrivial q-ary MDS code of length `
and dimension k exists if ` ≤ q + 1, except when q is even and k = 3 or k = q − 1, in which case ` ≤ q + 2.

Numerous explicit constructions of [`, k, `− k+1]q-MDS codes for any ` ∈ [q+1] and k ∈ [q] are known. For our current
purpose, it suffices to use cyclic, constacyclic, GRS, and extended GRS constructions of MDS codes (see, e.g., [16, Chapters
4 and 5]). The GRS codes associated with the same vectors a and v are nested, by definition. Using q-ary GRS codes in
Theorem 5 yields the following corollary.

Corollary 1. Let the notation be as in Theorem 5. Let C1 = · · · = CM−1 = GRSr(a,v) with parameters [r+ δ− 1, r, δ]q and
CM = GRS1(a,v). If (r − 1)(N −M + 1) ≤ δ, then the matrix-product code C is an optimal (r, δ)-LRC with parameters

[N(r + δ − 1), (M − 1)r + 1, (N −M + 1)(r + δ − 1)]q . (6)

Example 2. Let C1 := GRS2((1, 3, 2, 6, 4), (1, 1, 1, 1, 1)) be defined over F7. This code has parameters [5, 2, 4]7. Over the
same field, let C2 := GRS1((1, 3, 2, 6, 4), (1, 1, 1, 1, 1)). Notice that C2 is a subcode of C1. Let

A =

(
1 1 1
1 2 3

)
be a matrix over F7. The matrix-product code C := (C1, C2) ·A is a [15, 3, 10]7-code with a generator matrix

A =

 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 3 2 6 4 1 3 2 6 4 1 3 2 6 4
1 1 1 1 1 2 2 2 2 2 3 3 3 3 3

 .

Each of its punctured codes C|{1,2,3,4,5}, C|{6,7,8,9,10}, and C|{11,12,13,14,15} has parameters [5, 2, 4]7. By Corollary 1, C is an
optimal 7-ary (2, 4)-LRC.
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The optimal (r, δ)-LRCs constructed by Corollary 1 have flexible parameters. By choosing q = 5, for instance, one can
determine that the total number of optimal (r, δ)-LRCs generated by Corollary 1 is 38. Table I lists all of these optimal (r, δ)-
LRCs. Asymptotically, the total number of optimal (r, δ)-LRCs produced by Corollary 1 increases in a superlinear manner
with respect to q.

TABLE I: The parameters [n, k, d] of optimal (r, δ)-LRCs generated by Corollary 1 for q = 5

No. N M r δ [n, k, d] No. N M r δ [n, k, d]

1 3 2 1 2 [6, 2, 4] 20 4 3 2 2 [12, 5, 6]

2 2 2 [9, 3, 6] 21 1 3 [12, 3, 6]

3 1 3 [9, 2, 6] 22 2 3 [16, 5, 8]

4 2 3 [12, 3, 8] 23 1 4 [16, 3, 8]

5 1 4 [12, 2, 8] 24 2 4 [20, 5, 10]

6 2 4 [15, 3, 10] 25 1 5 [20, 3, 10]

7 1 5 [15, 2, 10] 26 5 3 1 2 [10, 3, 6]

8 4 2 1 2 [8, 2, 6] 27 1 3 [15, 3, 9]

9 1 3 [12, 2, 9] 28 2 3 [20, 5, 12]

10 2 3 [16, 3, 12] 29 1 4 [20, 3, 12]

11 1 4 [16, 2, 12] 30 2 4 [25, 5, 15]

12 2 4 [20, 3, 15] 31 1 5 [25, 3, 15]

13 1 5 [20, 2, 15] 32 5 4 1 2 [10, 4, 4]

14 5 2 1 2 [10, 2, 8] 33 2 2 [15, 7, 6]

15 1 3 [15, 2, 12] 34 1 3 [15, 4, 6]

16 1 4 [20, 2, 16] 35 2 3 [20, 7, 8]

17 2 4 [25, 3, 20] 36 1 4 [20, 4, 8]

18 1 5 [25, 2, 20] 37 2 4 [25, 7, 10]

19 4 3 1 2 [8, 3, 4] 38 1 5 [25, 4, 10]

In Corollary 1, we deploy q-ary MDS codes of length ` ≤ q to design optimal (r, δ)-LRCs. Now we utilize q-ary MDS
codes of length q+1. Let us denote by Cq+1

k an MDS code of length q+1 and dimension k. It was shown in [11] that nested
MDS codes Cq+1

k ⊆ Cq+1
k+1 over Fq exist only when q is even and k = 2 or k = q − 2. Such nested codes are not suitable

as construction ingredients in Theorem 5. Ezerman, Grassl, and Solé in [9] presented nested MDS codes of length q + 1 and
codimension 2 as follows.

Lemma 6. For k ∈ [q + 1], let Cq+1
k be the cyclic or constacyclic [q + 1, k, q − k + 2]q-MDS code constructed in the proof

of [9, Theorem 8]. By how the construction works, the codes of odd dimension and the codes of even dimension form two
sequences of nested MDS codes, that is,

Cq+1
1 ⊂ Cq+1

3 ⊂ · · · ⊂ Cq+1
j , where j is odd and (q + 1− j) ≤ 1, (7)

Cq+1
2 ⊂ Cq+1

4 ⊂ · · · ⊂ Cq+1
j , where j is even and (q + 1− j) ≤ 1. (8)

From [9, Section V] we know that any q-ary MDS code of length q+1 has a codeword of weight q+1, except for the q-ary
simplex code with parameters [q+ 1, 2, q]q that has only codewords of weights 0 and q. Hence, by Lemma 6 and Theorem 5,
we have the following construction of optimal (r, δ)-LRCs.

Corollary 2. Let the notation be as in Theorem 5. Let Cq+1
1 ⊆ Cq+1

r be nested MDS codes given in Lemma 6 as (7), where
r ≥ 1 is odd. Assume that C1 = · · · = CM−1 = Cq+1

r have parameters [q + 1, r, q + 2− r]q and CM = Cq+1
1 has parameters

[q + 1, 1, q + 1]q . If (r − 1)(N −M + 1) + r ≤ q + 2, then the matrix-product code C is an optimal (r, q + 2− r)-LRC with
parameters [N(q + 1), (M − 1)r + 1, (N −M + 1)(q + 1)]q .

Example 3. Let α ∈ F25 be a primitive 6th root of unity. Let C1 = C2 = C3 be the [6, 3, 4]5-cyclic code with generator
polynomial

g(x) =
(
x− α2

) (
x− α3

) (
x− α4

)
= x3 + 2x2 + 2x+ 1

and let C4 be the [6, 1, 6]5-cyclic code with generator polynomial

f(x) = (x− α)(x− α2)(x− α3)(x− α4)(x− α5) = x5 + x4 + x3 + x2 + x+ 1.

The matrix

A =


1 1 1 1 1
0 1 2 3 4
0 1 22 32 42

0 1 23 33 43
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is NSC over F5. The matrix-product code C = (C1, C2, C3, C4) ·A has parameters [30, 10, 12]5 and a generator matrix

G =



1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0 0
0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0
0 0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1 0 0 1 2 2 1
0 0 0 0 0 0 1 2 2 1 0 0 2 4 4 2 0 0 3 1 1 3 0 0 4 3 3 4 0 0
0 0 0 0 0 0 0 1 2 2 1 0 0 2 4 4 2 0 0 3 1 1 3 0 0 4 3 3 4 0
0 0 0 0 0 0 0 0 1 2 2 1 0 0 2 4 4 2 0 0 3 1 1 3 0 0 4 3 3 4
0 0 0 0 0 0 1 2 2 1 0 0 4 3 3 4 0 0 4 3 3 4 0 0 1 2 2 1 0 0
0 0 0 0 0 0 0 1 2 2 1 0 0 4 3 3 4 0 0 4 3 3 4 0 0 1 2 2 1 0
0 0 0 0 0 0 0 0 1 2 2 1 0 0 4 3 3 4 0 0 4 3 3 4 0 0 1 2 2 1
0 0 0 0 0 0 1 1 1 1 1 1 3 3 3 3 3 3 2 2 2 2 2 2 4 4 4 4 4 4


.

Its punctured codes

C|{1,2,3,4,5,6}, C|{7,8,9,10,11,12}, C|{13,14,15,16,17,18}, C|{19,20,21,22,23,24}, and C|{25,26,27,28,29,30}
have parameters [6, 3, 4]5. The code C is an optimal 5-ary (3, 4)-LRC, by Corollary 2.

Remark 1. An optimal (r, δ)-LRC produced by Corollary 1 has length up to q2. The maximum length of an optimal (r, δ)-LRC
generated by Corollary 2 is q2 + q. Thus, Corollaries 1 and 2 allow us to construct optimal LRCs of superlinear lengths.
Remark 2. To highlight that the parameters of optimal (r, δ)-LRCs constructed by Corollaries 1 and 2 are new, we list the
parameters of known optimal (r, δ)-LRCs with superlinear length and minimum distance d ≥ 2δ alongside our results in Table
II. The table shows that all prior optimal (r, δ)-LRCs in the literature satisfy the condition r ≥ (d − δ) > δ. The optimal
(r, δ)-LRCs produced by Corollaries 1 and 2, on the other hand, meet the condition (r− 1) t ≤ δ, for 2 ≤ t ≤ q. This means
that our optimal (r, δ)-LRCs have new parameters. Most notably, the parameter r in our constructions is smaller than that in
the literature. Thus, the erasure symbols can be repaired by less amount of data compared with the amount required in prior
literature.

TABLE II: The parameters of q-ary optimal (r, δ)-LRCs with superlinear length n and minimum distance d ≥ 2δ

No. Distance Constraints References

1 d ∈ {5, 6} δ = 2, r ≥ d− 2, (r + 1) divides n [3], [12], [19]
2 d ≥ 7 δ = 2, r ≥ d− 2, (r + 1) divides n [29], [34]
3 d ≥ 2δ + 1 r ≥ d− δ + 1, (r + δ − 1) divides n, [3]
4 2δ + 1 ≤ d ≤ 3δ r ≥ d− δ + 1, (r + δ − 1) divides n, [36]
5 d ≥ 3δ + 1 r ≥ d− δ, (r + δ − 1) divides n [20], [35]
6 d = t (r + δ − 1) 2 ≤ t ≤ q, (r − 1) t ≤ δ, (r + δ − 1) divides n Corollaries 1 and 2

B. Optimal (r, δ)-LRCs with δ ≤ d ≤ 2δ

This subsection investigates the matrix-product code (C1, · · · , CM ) ·A, when A is a square matrix. In this case, we can relax
the condition that C1, · · · , CM must be MDS codes in Theorem 5 to requiring that C1, · · · , CM be optimal (r, δ)-LRCs. This
allows us to propose a new construction of optimal (r, δ)-LRCs of any length not divisible by (r + δ − 1).

Theorem 7. Let r, δ, w, and N be positive integers such that δ > 1 and q ≥ N > 1. Let C1 = · · · = CN−1 be codes with
parameters [n, k = wr−s, δ]q , where 0 ≤ s < r. Let CN be an [n, k− i, δ+ i]q-code with 0 ≤ i ≤ δ. Let C = (C1, · · · , CN ) ·A
be the matrix-product code constructed as in (3) such that A is an NSC matrix of order N . If C1 and CN are optimal (r, δ)-LRCs
that satisfy CN ⊆ C1 and Ns+ i < r, then C is an optimal (r, δ)-LRC with parameters [Nn,Nk − i, δ + i]q .

Proof: Since C1 has (r, δ)-locality, it follows from Lemma 3 that C is an (r, δ)-LRC. Since C1 is optimal,

n− k =

⌈
k

r

⌉
(δ − 1).
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By Lemma 1 and since 0 ≤ i ≤ δ, we know that C is an [Nn,Nk − i, δ + i]q-code. Thanks to the bound in (1) for C and
because Ns+ i < r, we can establish that C is optimal, since

d ≤ Nn− (Nk − i)−
(⌈

Nk − i
r

⌉
− 1

)
(δ − 1) + 1

= N

⌈
k

r

⌉
(δ − 1) + i−

(⌈
Nk − i
r

⌉
− 1

)
(δ − 1) + 1

= δ + i+

(
N

⌈
k

r

⌉
−
⌈
Nk − i
r

⌉)
(δ − 1)

= δ + i.

To meet the assumptions in Theorem 7, one needs a sequence of nested optimal (r, δ)-LRCs that satisfies certain conditions.
Such nested optimal (r, δ)-LRCs are in fact already discussed in [3], [5], [6], [8], [27]. Most known optimal (r, δ)-LRCs from
these references have length n which is a multiple of (r + δ − 1). Consequently, in order to design optimal (r, δ)-LRCs with
new parameters, we propose the following construction of (r, δ)-LRCs of lengths not divisible by (r + δ − 1).

We begin with a construction of optimal (r, δ)-LRCs with minimum distance δ. Let x ∈ Fq and let f[i,j](x) be a column
vector of length j − i+ 1 defined by

f[i,j](x) = (xi, xi+1, . . . , xj)>.

We build an [m = r + δ − 1, r, δ]q-GRS code E := GRSr(a,v) with a parity-check matrix

H =
(
λ1f[0,δ−2](α1), · · · , λmf[0,δ−2](αm)

)
. (9)

Let 0δ−1 be the zero column vector of length δ − 1. We use

H1 =

(
λ1f[0,δ−2](α1) · · · λm−1f[0,δ−2](αm−1)

0δ−1 · · · 0δ−1

)
and

H2 =

(
λmf[0,δ−2](αm) 0δ−1 · · · 0δ−1
λmf[0,δ−2](αm) λm−1f[0,δ−2](αm−1) · · · λ1f[0,δ−2](α1)

)
to construct a 2(δ − 1)× (2m− 1) matrix

Ĥ :=
(
H1 H2

)
. (10)

It is clear that rank(Ĥ) = 2(δ − 1). By setting Ĥ to be a parity-check matrix of a q-ary linear code, we derive the following
result.

Theorem 8. Let r, δ, and m := r+ δ− 1 ≤ q be positive integers. Let D be the q-ary linear code whose parity-check matrix
is the matrix Ĥ in (10). Then D is a [2m− 1, 2r − 1, δ]q-optimal (r, δ)-LRC.

Proof: By how D is constructed, the length and dimension of D are 2(r+δ−1)−1 and 2r−1, respectively. Since H is a
parity-check matrix of an [r+δ−1, r, δ]q-GRS code, any δ−1 columns of H are linearly independent. For any i ∈ [r+δ−1],
there exists an (δ − 1)× (2r + 2δ − 3) matrix

(
H O

)
over Fq with i ∈ Supp(H) and |Supp(H)| = r + δ − 1, where O is

the (δ − 1) × (r + δ − 2) zero matrix. It is evident that any δ − 1 nonzero columns of
(
H O

)
are Fq-linearly independent

and
(
H O

)
· c> = 0 for every c ∈ D. It follows from Lemma 2 that the ith code symbol of D has (r, δ)-locality, for any

i ∈ [r+δ−1]. We can subsequently show that D is an (r, δ)-LRC. By the bound in (1), the minimum distance d of D satisfies

d ≤ 2 (r + δ − 1)− 1− (2r − 1)−
(⌈

2r − 1

r

⌉
− 1

)
(δ − 1) + 1 = δ.

It remains to show that d ≥ δ. We do this by demonstrating that any δ − 1 columns of Ĥ are Fq-linearly independent in
each of the following two cases.

Case 1: We consider any δ − 1 columns of Ĥ , excluding
(
λmf[0,δ−2](αm)
λmf[0,δ−2](αm)

)
. Let

µ∑
s=1

ais

(
λisf[0,δ−2](αis)

0δ−1

)
+

ν∑
t=1

bjt

(
0δ−1

λjtf[0,δ−2](αjt)

)
= 0, (11)

where
µ+ ν = δ − 1, 1 ≤ i1 < . . . < iµ ≤ r + δ − 2, 1 ≤ j1 < . . . < jν ≤ r + δ − 2,
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and ai1 , . . . , aiµ , bj1 , . . . , bjν are elements of Fq . Then we have

ai1λi1f[0,δ−2](αi1) + . . .+ aiµλiµf[0,δ−2](αiµ) = 0δ−1 and
bj1λi1f[0,δ−2](αj1) + . . .+ bjµλjµf[0,δ−2](αjµ) = 0δ−1.

Since any δ − 1 columns of H are linearly independent, we obtain ais = bjt = 0, for any s ∈ [µ] and t ∈ [ν].

Case 2: We can argue similarly that any δ−1 columns of Ĥ , including
(
λmf[0,δ−2](αm)
λmf[0,δ−2](αm)

)
, are linearly independent. Thus,

d ≥ δ, confirming that D is an optimal (r, δ)-LRC.

Example 4. Let r = 2, δ = 3, q = 5, and

Ĥ =


1 1 1 1 0 0 0
1 2 3 4 0 0 0
0 0 0 1 1 1 1
0 0 0 4 3 2 1

 .

The code D with parity-check matrix Ĥ has parameters [7, 3, 3]5. The punctured codes C|{1,2,3,4} and C|{4,5,6,7} are of
parameters [4, 2, 3]5, making D an optimal (2, 3)-LRC over F5.

Given codes C1 and C2 with parameters [n1, k1, d1]q and [n2, k2, d2]q , respectively, their direct sum is

C1 ⊕ C2 := {(c1, c2) : c1 ∈ C1, c2 ∈ C2}.

The code C1⊕C2 is of parameters [n1 + n2, k1 + k2,min{d1, d2}]q . Let K1 and K2 be, respectively, parity-check matrices of
C1 and C2. The block-diagonal matrix

K1 ⊕K2 =

(
K1 0
0 K2

)
is a parity-check matrix of C1⊕C2. We obtain a family of optimal (r, δ)-LRCs of large lengths via the direct sum construction
on a class of MDS codes and the linear codes designed in Theorem 8.

Theorem 9. Let r, δ, v > 1, and m := r + δ − 1 ≤ q be positive integers. Let H be a v(δ − 1)× (v(r + δ − 1)− 1) matrix
defined by

H = H ⊕ · · · ⊕H ⊕ Ĥ,

where H and Ĥ are the respective matrices in (9) and (10). Let C be a linear code over Fq whose parity-check matrix is H.
Then C is an optimal (r, δ)-LRC with parameters [vm− 1, vr − 1, δ]q .

Proof: Analogous to the proof of Theorem 8, we confirm that C is an (r, δ)-LRC. The direct sum construction implies
that C has parameters [vm− 1, vr − 1, δ]q , reaching the upper bound in (1).

Example 5. Let r = 2, δ = 3, q = 5, and v = 3. We choose

H =

(
1 1 1 1
1 2 3 4

)
and Ĥ =


1 1 1 1 0 0 0
1 2 3 4 0 0 0
0 0 0 1 1 1 1
0 0 0 4 3 2 1

 .

Using H = H ⊕ Ĥ as a parity-check matrix of D means that the parameters are [11, 5, 3]5. The parameters of its punctured
codes C|{1,2,3,4}, C|{5,6,7,8}, and C|{8,9,10,11} are all [4, 2, 3]5. Thus, D is an optimal (2, 3)-LRC.

To utilize Theorems 7 and 9, we must construct a subcode of C, whose minimum distance is greater than δ, as defined by
Theorem 9. A common technique which preserves (r, δ)-locality is to add well-chosen rows to the parity-check matrix H of
C. Keeping the same notation as above, we write

A =
(
λ1f[δ−1,δ−2+τ ](α1), . . . , λmf[δ−1,δ−2+τ ](αm)

)
and Â =

(
A1 A2

)
,

with the two matrices over Fq , namely, the τ ×m matrix A1 and the τ × (m− 1) matrix A2, given by

A1 :=
(
λ1f[δ−1,δ−2+τ ](α1), . . . , λmf[δ−1,δ−2+τ ](αm)

)
and

A2 :=
(
λm−1f[δ−1,δ−2+τ ](αm−1), . . . , λ1f[δ−1,δ−2+τ ](α1)

)
.
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Vertically joining H and
(
A · · · A Â

)
yields a new (v(δ − 1) + τ)× (vm− 1) matrix

H̃ =


H

. . .
H

Ĥ

A · · · A Â

 . (12)

Theorem 10. Let r, δ, τ , v > 1 and m := r + δ − 1 ≤ q be positive integers such that τ + 1 < r and τ ≤ δ. Assume that
C is a linear code over Fq with a parity-check matrix H̃ given by (12). Then C is an optimal (r, δ)-LRC with parameters
[vm− 1, vr − 1− τ, δ + τ ]q .

Proof: By how C is defined and based on Theorem 9, C has (r, δ)-locality and length vm − 1. Next, we determine its
dimension. Choosing the last (δ − 1 + τ) columns and the (im+ j)th column, for i ∈ [v − 1] and j ∈ [δ − 1], we obtain an
order v(δ − 1) + τ square matrix

P̃ =


P

. . .
P

B · · · B P̂

 ,

where

P =
(
λ1f[0,δ−2](α1), · · · , λδ−1f[0,δ−2](αδ−1)

)
and

P̂ =
(
λδ−1+τf[0,δ−2+τ ](αδ−1+τ ), · · · , λ1f[0,δ−2+τ ](α1)

)
.

Note that

det(P ) = λ1 · · ·λδ−1
∏

1≤s<t≤δ−1

(αs − αt) 6= 0 and

det(P̂ ) = λ1 · · ·λδ−1+τ
∏

1≤s<t≤δ−1+τ

(αs − αt) 6= 0.

Hence, det(P̃) = det(P ) · · · det(P ) det(P̂ ) 6= 0, which implies rank(H̃) = v(δ−1)+τ . Thus, the dimension of C is vr−1−τ .
It follows from (1) that the minimum distance

d ≤ v(r + δ − 1)− 1− (vr − 1− τ)−
(⌈

vr − 1− τ
r

⌉
− 1

)
(δ − 1) + 1 = δ + τ.

By a method analogous to the one used in the proof of Theorem 8, any (δ− 1+ τ) columns of H̃ are linearly independent
over Fq . Hence, the minimum distance of C is equal to δ + τ . This completes the proof.

We give a specific example to illustrate Theorem 10.

Example 6. Let r = 3, δ = 3, τ = 1, q = 5, and v = 3. Let

H̃ =



1 1 1 1 1 0 0 0 0 0 0 0 0 0
0 1 2 3 4 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 1 2 3 4 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 0 0 4 3 2 1 0

0 1 22 32 42 0 1 22 32 42 32 22 12 0


be a parity-check matrix of C. Here, we have

H =

(
1 1 1 1 1
0 1 2 3 4

)
, Ĥ =


1 1 1 1 1 0 0 0 0
0 1 2 3 4 0 0 0 0
0 0 0 0 1 1 1 1 1
0 0 0 0 4 3 2 1 0

 ,

A =
(
0 1 22 32 42

)
, Â =

(
0 1 22 32 42 32 22 12 0

)
.

The parameters of C are [14, 7, 4]5. The punctured codes C|{1,2,3,4,5}, C|{6,7,8,9,10} and C|{10,11,12,13,14} are all [5, 3, 3]5. Thus,
C is an optimal (3, 3)-LRC.
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Theorem 9 gives us a [v(r + δ − 1)− 1, vr − 1, δ]q-optimal (r, δ)-LRC C1. The subcode of C1 identified by Theorem 10 is
also an optimal (r, δ)-LRC. Thus, Theorem 7 yields the following family of optimal (r, δ)-LRCs.

Theorem 11. Let r, δ, τ , and v be positive integers such that

v > 1, r + δ − 1 ≤ q, τ + 1 < r, and τ ≤ δ.

Let C1 = · · · = CN−1 be optimal (r, δ)-LRCs with parameters [v(r+ δ− 1)− 1, vr− 1, δ]q constructed by Theorem 9. Let CN
be the subcode of C1, with parameters [v(r+δ−1)−1, vr−1−τ, δ+τ ]q , designed by Theorem 10. Let C := (C1, · · · , CN ) ·A
be the matrix-product code constructed in (3), with A being an NSC matrix of order N ≤ q. If N + τ < r, then C is an
optimal (r, δ)-LRC with parameters [Nv(r + δ − 1)−N,Nvr −N − τ, δ + τ ]q .

Proof: The assertion follows directly from Theorem 7.

Example 7. Let q = 7, r = 4, δ = 3, N = v = 2, and τ = 1. Let C1 and C2 be 7-ary linear codes with respective parity-check
matrices

H =


1 1 1 1 1 1 0 0 0 0 0
1 2 3 4 5 6 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 1
0 0 0 0 0 6 5 4 3 2 1

 and H̃ =


1 1 1 1 1 1 0 0 0 0 0
1 2 3 4 5 6 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 1
0 0 0 0 0 6 5 4 3 2 1
1 22 32 42 52 62 52 42 32 22 1

 .

The codes C1 and C2 are optimal (4, 3)-LRCs with respective parameters [11, 7, 3]7 and [11, 6, 4]7 and generator matrices

G1 =



1 0 0 0 2 4 0 0 0 1 2
0 1 0 0 3 3 0 0 0 6 5
0 0 1 0 4 2 0 0 0 4 1
0 0 0 1 5 1 0 0 0 2 4
0 0 0 0 0 0 1 0 0 3 3
0 0 0 0 0 0 0 1 0 4 2
0 0 0 0 0 0 0 0 1 5 1


and G2 =


1 0 0 0 2 4 0 0 1 6 3
0 1 0 0 3 3 0 0 4 5 2
0 0 1 0 4 2 0 0 6 6 0
0 0 0 1 5 1 0 0 0 2 4
0 0 0 0 0 0 1 0 1 1 4
0 0 0 0 0 0 0 1 4 3 6

 .

Let A =

(
1 1
1 2

)
. The code C = (C1, C2) · A has a generator matrix

(
G1 G1

G2 2G2

)
and parameters [22, 13, 4]7. Each of the

punctured codes C|{1,2,3,4,5,6}, C|{6,7,8,9,10,11}, C|{12,13,14,15,16,17} and C|{17,18,19,20,21,22} has parameters [6, 4, 3]7. Thus, C
is an optimal (4, 3)-LRC.

Remark 3. An infinite family of optimal (r, δ)-LRCs with unbounded lengths and parameters [n = w(r+δ−1), wr−s, δ+s]q ,
where δ + s ≤ r + δ − 1 ≤ q and s ≤ δ, can be found in [3], [5]. Utilizing cyclic codes, Fang and Fu [10] presented three
families of optimal (r, δ)-LRCs over Fq with unbounded lengths and minimum distance d, with δ ≤ d ≤ 2δ. The lengths of
these known optimal (r, δ)-LRCs are divisible by (r + δ − 1). Note that the optimal (r, δ)-LRCs generated by Theorem 11
have lengths not divisible by (r+ δ− 1) and minimum distance d with δ ≤ d ≤ 2δ. Our constructions of optimal (r, δ)-LRCs
are, therefore, new.

For reference, the parameters of known optimal (r, δ)-LRCs with unbounded lengths and the new ones produced by Theorem
11 are listed in Table III. Figure 1 provides two sets of scattered plots that compare the parameters [n, k, d]q of previously
known LRCs in Entries 1 to 4 of Table III with the new ones in Entry 5 for the specified r, δ, q, and range of lengths.

TABLE III: Parameters of optimal (r, δ)-LRCs with unbounded lengths over Fq , with m := r + δ − 1 and v > 1.

No. Length n Dimension k Distance d Constraints References

1 vm vr − s δ + s δ + s ≤ m ≤ q, s ≤ δ, m divides n [3], [5]
2 vm vr − 1 δ + 1 gcd(n, q) = 1, r ≥ 2, m divides gcd(n, q − 1) [10]
3 vm vr − 2 δ + 2 gcd(n, q) = 1, r ≥ 3, gcd

(
n
m
,m

)
divides δ, [10]

m divides gcd(n, q − 1)

4 vm vr − δ 2δ gcd(n, q) = 1, 3 ≤ δ + 1 ≤ r, gcd
(

n
m
,m

)
= 1, [10]

m divides gcd(n, q − 1)

5 Nµm−N Nµr −N − τ δ + τ N ≥ 1, µ > 1, N + τ < r, τ ≤ δ, Thms. 10 and 11
δ + τ ≤ m ≤ q
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Fig. 1: Comparison of the parameters [n, k, d]q of known and new LRCs listed in Table III for the stated r, δ, q, and n. One
can clearly see the new ones in relation to those already known.
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(a) When (q, r, δ, n) = (7, 4, 5,≤ 80). (b) When (q, r, δ, n) = (8, 5, 4, < 50).

IV. CONCLUDING REMARKS

We have investigated the locality of the matrix-product code C = (C1, . . . , CM ) ·A and demonstrated that the matrix-product
code C preserves the (r, δ)-locality of C1, if CM ⊆ · · · ⊆ C1. A major advantage of our approach lies in its simplicity. An
(r, δ)-LRC of length n, with n large, can be built from a smaller (r, δ)-LRC and its nested codes. Most classical linear codes of
large length n have complicated structures. This complexity in construction carries over to most prior constructions of optimal
(r, δ)-LRCs, since the latter are constructed based on the parity-check matrices of the underlying classical codes.

Our approach, via matrix-product codes, establishes the properties of relevant linear codes of large lengths based on the
properties of linear codes of small lengths. Our first two families of optimal (r, δ)-LRCs with superlinear length are built from
GRS codes and cyclic or constacyclic MDS codes. By designing optimal (r, δ)-LRCs with unbounded length n, provided that
n is not a multiple of (r + δ − 1), we have come up with the third family of optimal (r, δ)-LRCs. The codes in this family
have flexible parameters due to the versatility of the matrix-product operation.
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